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LOOKING FOR EMPIRICAL EVIDENCE
OF DATA-DRIVEN LEARNING AT LOWER LEVELS.

Abstract

One application of corpora involves language lesgrthrough direct contact with language
corpora, often referred to as data-driven leardiPiQL). It is often assumed that the approach is
unsuitable for lower level learners, but this hasely been empirically tested. This paper
describes a simple experiment on phrasal verbs llithlower intermediate learners of English.
They were tested on two itemspick (up)andlook (up)— before and after exposure to raw
concordance print-outs. This allowed us to tespeciic research question: Can lower-level
learners extract benefit from the raw data of acootance print-out? The results are
encouraging, suggesting that even lower level Erarnan derive some benefit from corpus data,
and that DDL should be added to their armoury ofitéques.

One problem with DDL is that, despite numerous pap#ing theoretical arguments in its
favour, empirical evidence is hard to come by. DIDis to be taken seriously and break into
mainstream teaching practice, then empirical tgstinessential to understand the conditions
where it may be of use and to convince the scepticke not appearing as blind enthusiasts. The
importance of a single experiment should not bersiaged; what is needed is the weight of
evidence from many empirical studies on differeneésiions. The simple experiment reported
here is deliberately modest in its design and amarder to show that useful empirical results
are not hard to obtain, and in the hope that othrexg therefore be encouraged to conduct their
own empirical studies.
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1. Introduction

Data-driven learning (DDL) involves giving studeratscess to sufficient language data so
that they can discover and learn for themselvdserahan being taught the language explicitly
(Johns, 1991). Typical in DDL is the use of a lagdectronic corpus to which students have
direct access, or indirectly for example when &hea prints out information, often in the form of
a concordance. DDL is argued to have many advasitagemoting learner autonomy, increasing
language awareness and noticing skills througmeundtive approach, improving ability to deal
with authentic language, etc., and melds well wiite “computer-age” approach of hands-on
learning by discovery and doing (Frand, 2000).

If DDL does indeed have all these advantages, than obvious question is, why isn’t
everyone doing it? There is unlikely to be one lgranswer to this, but there are perhaps three
broad categories of explanation. Firstly, it maytih& teachers and learners are simply unaware
of the possibilities (Mukherjee, 2006). Secondlyng objections such as lack of resources, ICT
skills, or training are apparently practical, ardqtical solutions can be proposed: many useful
resources can be found free on line; these are oftey user-friendly and should require little
training prior to use. Finally, other objectionsDDL are largely affective, and have received less
treatment, presumably as solutions are more diffioufind. For example, learners and teachers
may perceive any new approach as not “seriousy, thay prefer the certainty (albeit illusory) of
traditional rules to the “fuzziness” inherent inrgos work; they may dislike the new roles
involved—teachers giving up their control and statis absolute language experts, and learners



having to take on responsibility for their own leiag. Contrary to popular belief, many learners
(and teachers) dislike ICT, the approach may notitieersally applicable (perhaps limited to
advanced, sophisticated, mature learners), andhirigg-as any learning-to-learn—can be
perceived as a waste of time. These problems ateylarly acute in traditional teaching and
learning cultures such as those prevailing in FegiBoulton, 2007b; Brown, 2004). It is difficult
to counter such claims without evidence, but thielence is sadly lacking. Indeed, a further
possible reason why DDL has not had greater imigagtiite simply that the arguments in favour
are theoretical and that there’s very little actpedof that it works: the majority of research
articles to date are highly descriptive in natune @rovide little empirical evidence either way
(see Chambers, 2007; Boulton, 2007c). While thbusihsts can be very enthusiastic indeed, it
can be difficult to convince teachers and learnéith a full schedule to invest in an approach
which has yet to prove itself.

It seems to us that this is not only an unforturssde of affairs, but also an unnecessary one:
small-scale empirical studies can be quite simplednceive, design and carry out, and do not
require great corpus expertise or expensive tddls. main part of this paper describes a simple
experiment which requires only a single computet access to free tools on the internet; use of
a print-out means that learners are not requirddrtaulate requests or interact with a computer.
The learners themselves are typical of many: afjhothey are at university, they are not
studying for a degree in English, are not advarregspecially sophisticated learners of English,
are not particularly motivated to learn Englishddrave not been trained in DDL. The items
tested are phrasal verbs (PVs), a staple of Engligjuage teaching materials and a “challenging
area of English-language learning and teaching'Gdek, 2005: LS16).

The aims of a single study must of necessity aésquite modest: specifically, we do not set
out to prove that DDL is better than other methadsven that it can enhance learning. The sole
aim is to see if, faced with the complex raw ddta aoncordance print-out, learners are able to
detect patterns in concordances and apply thenoppately (Scott & Tribble, 2006). This is not
perhaps as anodyne as it seems, as much traditieaething consists of the presentation of
explicit rules, i.e. summaries of patterns whiclk teachers, materials writers or other experts
have previously formulated and “digested” for tlearhers (Boulton, 2007a). While a single
experiment cannot hope to prove the worth of DDhe present study may provide additional
empirical evidence in addressing questions suchihesher there can be benefits for lower-level
learners, and not just those that are as “inteitiggophisticated, and well-motivated” as those in
many reported studies (Johns, 1991: 12).

2. Defining phrasal verbs

As PVs have been the subject of several studiesnpus linguistics as well as in DDL (e.g.
Waibel, 2005), we begin with a discussion of thezfoke moving on to the experiment itself. To
do this, we first look at a sample of published enats, then discuss implications for language
learning/teaching.

There is a surprising lack of agreement in defiremgctly what PVs are, even among recent
corpus-based reference works. One conclusion is ifhthe experts find them difficult to pin
down, it is only to be expected that PVs will catnge a “difficult” area for language learners.
Furthermore, disagreement between experts sugipestthere are many different ways to think
of PVs, leaving room for each learner to createdniier own version (Allan, 2006: 15). As
Aston has repeatedly pointed out with regard to DRlescriptions need not be fully accurate:
since learning a language involves gradual appration to the target system, then provided
users are aware that their descriptions are pamidlapproximate, these may still be of value to
them” (Aston, 2001: 13). In this view, learners:are



involved in acquiring partial—and only partially @arate—knowledge of patterns in the language, rathe
than in rivalling professional descriptive linguist But for many of their purposes, this matterddtieely
little: often it was enough for them to get an apimate idea of what an expression meant, or tdrsgea
particular use or collocation occurred relativetgquently. The corpus was providing them with @érti
information, and provided they were careful nobtergeneralise, that information was often mordulse
than that available from other reference tools"t¢hs 1996: 187-188).

The following discussion is limited to five diffexeresources for learners and teachers: a
phrasal verbs dictionary, a usage manual, and tmager grammars, all of which are heavily
corpus-influenced. The fact that we can find infation about PVs in all of these different types
of reference works highlights the fact that PVs raegher purely lexical nor purely grammatical,
but somewhere at the interface (c.f. Hunston & Eisgri998).

Macmillan Phrasal Verbs PlugRundell, 2005) was “largely created usihdlacMillan’s
own 200-million-word World English Corpus. PVs dreated as a verb and “a particle”, which
can be either an adverb or a preposition (Pot@52LS2); no further attempt seems to be made
to distinguish them, and the entries include batpether. This pragmatic approach may be
deliberate to avoid bogging learners down in coogpéd and, perhaps, ultimately unhelpful
distinctions. The dictionary also lists verbs whiblave both types of particles (“phrasal-
prepositional verbs”), along with entries on noamsl adjectives formed from all three types.
Surprisingly for a dictionary, there is no indicati of the number of entries, but at over 500
pages, this volume seems to be more of a refesmaee than a learning aid.

Practical English Usage(Swan, 2005) is “checked against large electratétabases
(‘corpora’) of authentic spoken and written Engligp. ix). This usage manual devotes two
sections (a page and a half) to “two-part verbsVsRand prepositional verbs are thus kept
separate. The distinction given is that the firgt ®llowed by adverb particles, the second by
prepositions (three-part verbs are followed by hods many words such a®wn in andup can
be both adverbs and prepositions, the user isreeféo a separate section for further explanation.
The main difference there seems to be that advleb&e no objects” (p.15), although this might
not help the learner much when faced with exampdegrasting the prepositian | jumped_off
the wall and the adverb ih switched the light offas the latter could also be reformulated as
switched ofthe light

The Cambridge Grammar of English: A Comprehensivel& Spoken and Written English
Grammar and UsdCarter & McCarthy, 2006) is “informed by” the Chrdge International
Corpus of 700 million words (p.11). The eight-pdaggatment of “multi-word verbs” (p. 429ff)
distinguishes PVs from prepositional verbs, as wvasliphrasal-prepositional verbs. While the
prepositional verbs consist of “a verb and a prejpos (p.434), PVs consist of “a lexical verb
and a particle” (p. 431). No definition of “par&clis provided in this section, however, and as
PVs may be transitive or intransitive, the distiogtwith (transitive) prepositional verbs may
leave some learners confused.

The Cambridge Grammar of the English Langudgeddleston & Pullum, 2002) makes
strong and repeated claims to a descriptive rdttger a prescriptive approach, although mention
of the corpora used is relegated to a foot-note: Bnown corpus, the London/Oslo/Bergen
corpus, the Australian Corpus of English and thdl\8taeet Journal corpus (p. 11). There is a
lengthy section on “special verb + preposition combons and related types of
complementation” (p. 272ff), but the authors seekl¢fuse the PV / prepositional verb contrast
thus: “The view taken here... is that [such verbipErtcombinations], despite their idiomatic
interpretations, do not form syntactic constitugeatsy more than [others]. It is for this reasort tha
we do not use the term ‘phrasal verb’ in this graarinfp. 274).

The Longman Grammar of Spoken and Written Engl&ber et al, 1999) uses the 40
million words of the Longman Spoken and Written EstgCorpus, and claims to be “the first

! Background information from the dictionary’s horagp:http://www.macmillandictionary.com/phrasal-
verbs/about/index.htmbccessed April 2007.




empirical corpus-based grammar of English, in thaantitative, empirical investigations of
language use are found throughout every chaptedd4p 24 pages are devoted to various types
of “multi-word lexical verbs” (p. 403ff), includingVs (verb + adverbial particle), prepositional
verbs (verb + preposition), phrasal-prepositiorebg (verb + particle + preposition), and other
multi-word verb constructions. The authors desciibsome detail the “number of semantic and
structural criteria used to distinguish the varidyges of multi-word verb combinations” (p.
404). To simplify matters, they point out that tvape sufficient to identify most cases of
(transitive) PVs and prepositional verbs from fi@@amnbinations:wH-question formation and
particle movement. Specifically:

* transitive PVs allow for particle movement, unlikeepositional verbs or free combinations;
comparehe pickedhe phone u@andhe picked up the notsith I'm waiting for somebody
and *1'm waiting somebodfor);

* WH-questions with prepositional verbs are typicatlynied withwhat or who, while free
combinations usethereandwhen comparewvhatare you listening tavith wherewere they

going [td).

To summarise: PVs can form a useful class evenowitla formal description (Rundell,
2005), or given minimal description (Swan, 2005;rt€a& McCarthy, 2006); they can be
dismissed as a fictional class of items (Huddlegtd®ullum, 2002), or discussed in depth (Biber
et al, 1999). These different approaches perhaps unddhe limits of a rule-based approach;
the most that can be attempted, perhaps, is aipisorof typical behaviour. This is our
approach here: in the spirit of DDL, we shall nttempt a formal description but merely refer to
those features which are most salient in our coepypéorations.

3. Phrasal verbsin language lear ning and teaching

PVs are prominent in English language teachingdaubt in part precisely because they are
guite complex (Consigny, 2005)—there would bediftbint devoting considerable attention to a
feature which is not “difficult”. The obvious quest arises: are PVs sufficiently important to
justify the effort required to learn them? Agaioymora can help us here: although frequency is
not the sole criterion for deciding what to teatlsgems uncontroversial that if learners are yikel
to encounter a language item frequently, they shatileast be able to understand it.

Biberet al (1999: 409) claim that in conversation and fiefi®Vs occur over 1,800 times per
million words (pmw), although they are less comnioeracademic registers for example (800
pmw). In a posting to Corpora-List, Reynolds claithat “this seems lower than one would
expect and would be evidence against the valueanfsing on these |PVs] in TESOL, something
that | would say happens quite a 16tOn the other hand, Fidelholtz Doochin respond# wie
claim that same figures seem to represent “a vegl frequency of occurrence, well worth
stressing in an ESL class.'Clearly, then, the concept of frequency is a redabne—whether
nearly 2,000 pmw is sufficiently frequent to wartranbstantial teaching time or not. As so often,
corpora can only provide the data, but these nettpreting. Given Bibeet al’s (1999: 39)
own rule of thumb for an average speech rate ofi@@ls per minute and an average of 400
words per page of text, users can expect to hf more than once every five minutes (4'43”)
in conversation, or read one on every page andfafiction (although less in other registers).
Such a perspective would seem to justify making searners are aware of typical behaviour of
PVs as they will meet them on a regular basis thentic communication.

2 http://torvald.aksis.uib.no/corpora/2003-1/0177 héth March 2003.
® http://torvald.aksis.uib.no/corpora/2003-1/0420 Int#ith May 2003.




Another way to apprehend frequency is to comparth &i similar set of items, such as
modals. Like PVs, these are most common in contiersavhere, according to Bibeat al
(1999: 486), they occur 22,000 pmw. In other woalsa group, modals are over ten times as
frequent as PVs in this register. Furthermore,ehae only nine “central modals” in Bibet
al.’s (1999: 486) study, compared with the 6,000 E¥scribed in Parkinson (2001). At the level
of individual PVs, the most frequentageme onwhich occurs nearly 350 pmw. Overall, Biledr
al. (1999: 410) list only 17 PVs which occur overpgiw in conversation. At this rate, one can
expect to meet any given one of these PVs only @veey 200 minutes in conversation, and
others are considerably more rare. Taken toge#iieof this suggests that PVs as a class might
be worth while, but individual ones much less so.

If PVs do constitute a difficult area for learnébsth semantically and syntactically, perhaps
teaching for productive use could be confined ®mall number of the most frequent PVs for
lower level learners. Certainly, there are casesnwia phrasal verb is the most natural-sounding
way of expressing a particular idea”, and learmeay then be “encouraged to use phrasal verbs
as and when they are appropriate” (Fletcher, 2083.3). But for less frequent items, there may
be a case for working more on communicative strasefpr dealing with them receptively. Many
learners seem to have worked this out for themselde Cock (2005: LS16) claims that
“avoidance” is the main problem area for learnard. (also Gabel, 2001: 284). If they are
avoiding them, presumably they are using otherpkmtems instead. The Oxford Phrasal Verbs
Dictionary (Parkinson, 2001) explicitly claims tgive students help with synonyms, allowing
them to decide whether a phrasal verb or a singletwerb is the more appropriate choiée”.
Marks (2005: LS12) provides a clue as to what trsg®nyms might be, drawing attention to
“cases where a Germanic phrasal verb, noun or tagielsas an exact equivalent word whose
origins are Latin / French”, such agsut forward / propose Significantly, propose is
morphologically very similar tgput forward the Latin-derived morphemgso— and pose
correspond closely to the Germamicward and put respectively. This gives the lie to the idea
that PVs are somehow peculiarly “English”: “conyrdo popular belief, many other languages
also have vocabulary that is very similar to Erdyglghrasal verbs” (Marks, 2005: LS10). One
might think first of the separable verbs in Gernsalsinguages, but Marks (2005: LS11) also
draws attention to “very similar combinations ircabulary that is derived from Latin and French
too. In this case the order is particle+verb, ane $pelling is always a single word”. The
examples given includprogress / regress / digress / transgreaad compose / compound /
compost / depose / deposit / expose / oppaleag with their noun and adjective derivates.
Drawing learners’ attention to such patterns migtip them to find more reliable equivalents,
and perhaps even take some of the drama out of PVs.

However, given that there are at least some PVshmaiarners are likely to need, and that
these remain difficult with traditional teachingewnight explore alternative methods. De Cock
(2005: LS20) shows how corpora can be of use here:

in view of all the evidence of the difficulties thahrasal verbs can cause for learners, it is quéer that
these verbs ought to be treated as “chunks”—togetiith their syntactic, contextual, and collocatibn
features, rather than in isolation. Providing |leasnwithlists of phrasal verbs to learn by heart ought to be
a thing of the past.

Corpus-based studies of phrasal verbs clearly shewmeed for a contextualized approach based omi-{se
authentic texts, as this will enable teachers tndiearners’ attention to: whether or not certaimagal
verbs are more typical of speech or of writing; fiyatactic environment of phrasal verbs; the wadhdd
phrasal verbs tend to combine with.

It seems then that a DDL approach might be of padr benefit in this area of English
language learning, especially suited to pattereat®n (Olivieret al, 2007). As Cobb et al.

* From the OUP promotional padetp://www.oup.com/elt/catalogue/isbn/0-19-4317Zb@=gh accessed April
2007.




(2001: 6) point out, while explanations and induatiexamples may prove insufficient, the point
of DDL in the form of concordances is that “conteadtinference can be substantially supported
by multiplying the number of contexts available &ogiven word.”

4. Method

In the rest of this paper we describe a simple mexyat to see if a sample of lower-level
learners of English could detect patterns of PV umse&oncordance print-outs of authentic
language, and apply their findings to new contekte corpus data for the experiment are taken
from the British National Corpus (BNC), a large Qiillion word) corpus of contemporary
British English. It is available for purchase, batrious derivatives are available entirely free on
line. In particular, simple queries can be condiid®m the BNC's own sit8,while Mark
Davies’ Variation In English Words and Phrases (WiEinterfacé provides a number of quite
sophisticated alternatives, especially for seaghin register. Understandably, neither of these
websites are as complete as the commercialisetbugrshich inevitably leads to some ad hoc
DIY gueries and manual editing of data (Sinclaib02). However, they have the enormous
advantage of being freely available, and their §np is no doubt an advantage for most
learners.

As we wanted to keep the experiment simple, wectedeonly two PVs, different verbs with
the same particleook up and pick up There were several reasons for this choice, based
frequency, meaning and grammar. Firstlg,is the most frequent adverb particle in VIEW, and
is more frequently an adverb particle than a prigjposor any other part of speedtookis likely
to be familiar to learners as it is one of the nfesjuent verbs in English, occurring 520.86 per
million words—over eight times as frequentmsk at 57.92 pmw. Both PVs are among the ten
most frequent in VIEW,althoughpick upis four times more frequent théwok up(25.30 pmw
and 5.82 pmw respectively). Just over half (50.6%0)xll occurrences opick are as a PV,
compared to only 7.4% of occurrencedawdk The ranges of meaning are to an extent reflected
by frequency: the Oxford Advanced Learner’s Dictipn(Hornby & Wehmeier, 200%)ists six
main meanings fdook, but only three fopick. On the other hand, Macmillan Phrasal Verbs Plus
(Rundell, 2005) gives 18 separate meanings gk up but only four for look up
Grammatically, both PVs can be separable, bothbsamsed transitively, both are regular in
form, and both occur overwhelmingly as verbs, mgkor easier and more reliable searching.

The experiment involved 113 students in their fystir of university studies at a general
engineering college in the north-east of Frafic@he average age was just over 18, and
unsurprisingly in this discipline, the majority veemale (84%), and all but eight were native
French speakers (four Chinese, four Arabic speakPespite an average of six and a half years
of English at school, their motivations and effolits elsewhere than with English, which is
perceived by many as a burden to be endured rdthera useful vocational skill for their later
careers (Brown, 2004). The levels too are surgglgifow, as can be seen from the scores of the
103 who had sat a start-of-year English placenesit This was based on a full-length TOEIC
exam, as the school requires a minimum of 720 paat of 990 on this test by the end of the

® http://sara.natcorp.ox.ac.uk/lookup.htmtcessed April 2007.

® Previously ahttp:/view.byu.edunow at http://corpus.byu.edu/bnc

" Kilgarriff's lemmatised frequency list for the BN@nkslook as the 1% most frequent verb ammick as the 156,
http://www.kilgarriff.co.uk/bnc-readme.html#lemmsed accessed February 2007.

8 Biberet al (1999: 410) also ligtick up andlook upamong the “activity transitive” PVs occurring o pmw in
at least one register, witfick upat number two antbok upat number ten.

° Available free on line, based on corpora includimg British National Corpus.
http://www.oup.com/elt/catalogue/teachersites/odddkup?cc=globalaccessed April 2007.

9 Ecole Supérieure des Sciences et Technologigéindénieur de Nancy (Université Henri Poincaré -nblal).

M Test of English for International Communicatidiip://www.toeic.eu/accessed: April 2007.




second year. In the placement test, these studssuses averaged around 450, towards the lower
end of the TOEIC “intermediate” level. To give dtbeidea, the raw scores ranged from 33% to
79% (average 50.25%), and it should be remembéi@dhis is an entirely multiple-choice test
where completely random answers should obtain igesneer 25%.

The experiment was conducted at the start of thergsesemester during normal class time
and with the students’ regular teachers. All théadased were taken from VIEW: we first
downloaded 50 concordance lines for eaclooked looked up pickedandpicked up Only 35
occurrences of each were required for the entipemment, so a pool of 50 allowed us some
freeway to select the most appropriate choices T&@D01: 92), especially by eliminating
erroneous hits, items which were repeated or venilas, and so on. Even with the most
advanced tools, this is the kind of manual manigpaheand selection which is common in corpus
linguistics (Sinclair, 2005), even more so in DDIhave usable data are more important than
rigorous precision. However, the concordance liwese left entirely unedited, and assigned at
random to the different stages of the test, bamngpr rearrangement to ensure similar examples
did not occur together.

In the first stage of the experiment, a pre-test diatributed containing 10 concordance lines
for picked / picked umnd 10 forlooked / lookedup; half the PVs were separable. Each line
provided a simple binary choice for the key iteralf vere for the PV, half for the non-PV usage
(see examples in Figure 1). This task-type is astyuimauthentic, representing communicatively
neither production nor reception; however, it Hesddvantage of being simple to produce and to
score, and because it can be completed quicklyetigeress likelihood of numerous blank
answers. It is also familiar to students, which midperefore go some way towards compensating
for their unfamiliarity with the concordance formatpart from one brief encounter several
months earlier, none had ever seen such data b&trdents were reassured that a) each line
constituted a separate context and the lines didoramluce coherent text; b) each line was an
extract with the key item in the middle and nobanplete sentence.

" In the morning, after an early breakfast of filgspicked mushrooms/ picked up mushrooms, Graham, myself and our hangovers venturgd
any other (and Goldberg, pausing in his typipigked his pen / picked up his pen and put a small question mark in the margin
year-old goalkeeper. "He was incredible. The Paieked an attacking side/ picked up an attacking side and had us under siege for a whi
from Addis Ababa had stopped at Dire Dawa but fi@ed no passengers/ picked up no passengers. It had, however, collected eight and
ground and we all fell on top of each other. Quickipicked myself / picked myself up and ran for my life through the trees. |

0]

Fig 1. Sampletest questionsfor picked / picked up.

Once the pre-test had been collected in, informasioeets were distributed containing 25
concordance lines each picked picked up picked (something) upand looked looked up
looked (something) u he presentation was the same as for the tdstiinent, except that there
was only a single item underlined in the middleeath line. After about 10 minutes for learners
to make what sense they could of the concordativeqost-test was distributed; the presentation
and task here were identical to the pre-test. Tinie students were allowed to consult the
concordance sheets to help complete the test.lIrtha whole session lasted just under 30
minutes.

5. Results and discussion

Table 1 below shows the overall scores as percestageach test. Given that there were only
two possibilities for each question, the resultseath test should be 50% by chance alone.
Column 3 shows the changes in scores (i.e. Tesh@sTest 1), and column 4 shows change as
a percentage (i.e. Test 2 divided by Test 1).

Table 1. Percentage scores and changes, test 1 > test 2



change % change
Test1 Test2 (Tl-T%) (T1/T2 x 300)

look 54.87 58.05 + 3.19 + 5.81
look up 50.62 60.53 + 9.91 +19.58
pick 52.21 60.71 + 8.50 +16.27
pick up 52.74 66.37 +13.63 + 25.84
AVE 52.61 61.42 + 8.81 +16.74

One immediately striking feature is the extremely scores overall—only 57.01% over both
tests. This is likely to be at least in part dughte learners’ low levels of ability in English as
whole, as we have seen, but other possibilities hede considered. Firstly, it could be that the
target items themselves were difficult, and indegdrmal feedback suggests that students were
generally unfamiliar wittpick and with both PVs. However, given the slight digigces between
these items andbok as a base verb in Test 1, this too seems unliteelgxplain the poor
performance overall. It seems unlikely too that t#ssign was the cause of the low scores, as
students had only to select one of two answersndi@eeach question, a familiar test format. If
the instructions had been unclear, we would alsee hexpected large numbers of blank
responses, but in fact less than 2% of answers lgérelank in either test. It might simply be
that the students did not take the test very sslypghoosing answers almost at random. This is
likely to be the case for at least some student®y @o not see English as an important part of
their engineering studies; but had this been thpmtause of the low results, we would have
expected there to be little difference in resuéttAeen Test 1 and Test 2, which is clearly not the
case. Finally, it cannot be discounted that stugléaive difficulty working with concordances
(Tribble & Jones, 1997), especially of such commethentic data (Wiblet al, 2002). None of
the students had received any training for this@rdbe considered novice users.

In the end, the low absolute scores are not in sedras a problem, as long as they allow us
to distinguish between the different variableshobuld be remembered that the point of the test
was to see if learners could detect patterns thr@ogcordances, not to compare whether such an
approach is more or less efficient than other na#th®he fact that the overall scores on all items
are above average even in Test 1, even though shiglgtly so in some cases, supports this
hypothesis. More important is the improvement betwée two tests: scores increased for all
test items by an average of 8.81, which represeds.74% improvement overafi<0.001). The
only plausible explanation for such a significaiffedence is that learners were able to detect
patterns in the concordance data they were exposefier Test 1 and to apply those patterns to
the questions in Test 2.

Table 2 shows the grouped scores for each verbk (i.e. lookedpluslooked up andPick
(i.e. pickedpluspicked up; the improvement is significant for both verips@.001). Intriguingly,
the scores for each were virtually identical intTeseven thoughook was presumed to be the
more familiar verb; furthermoreick actually scored significantly higher thaook in Test 2.
The most probable explanation for us is that sttedlenncentrated more on the less familiar item,
assuming they already kndwok but notpick. More research would be needed to check this, but
one interpretation is that concordances are mosfulsvhen learners perceive that they are
learning something new rather than refining exgstinowledge. This sounds reasonable, but on
reflection it runs counter to the idea that dicioas and other reference tools are most suited for
providing initial information about new items, wiitoncordances are best left for increasing the
depth of that knowledge. Of course, it could be Hwh tools are best for the initial information,
which is easier to gain than more refined knowle@ggken, 2006).

Table 2. Results: ook vs. pick

Test 1

Test 2

change
(T1-T2)

% change
(T1/T2 x 100)




look + look up 52.74 59.29 + 6.55 + 12.42
pick + pick up 52.48 63.54 + 11.06 +21.08

Table 3 shows the grouped scores for the base \(eghdooked plus picked compared
against the PVs (i.dooked upplus picked up. Again, in Test 1 the results for the supposedly
simpler items (base verbs) are slightly higher ttinmse for the more difficult items (PVs); scores
for each increase significantly in Test[(.001), but the improvement is greater for the .PVs
The same explanation would seem to apply here ageamamely that students concentrated
more on what they perceived as more difficult orenmtriguing, or where they felt they were
acquiring new knowledge.

Table 3. Results: base verbsvs. phrasal verbs

change % change

Test1 Test2 (T1-T2) | (TL/T2x 100)

BASE VERB 53.54 59.38 + 5.84 + 10.91
PHRASAL VERB 51.68 63.45 + 11.77 +22.77

These generally robust scores hide a certain diyeas the level of the individual learner.
Scores in Test 1 ranged from 15% to 85%, in Testoth 30% to 95%. The correlation
coefficient is not particularly high (0.32), althgiunearly two thirds of students increased their
scores between the two tests (64.60%). Howeves stiill leaves over a third who either scored
the same (9.73%) or lower (25.66%) in Test 2. Umssingly, most of the decreases were among
the students who had scored highest in the fistt-téhe only way was down, so to speak: over
half of those whose score decreased had scorée top fifth in Test 1.

To see if the general level of English was impditave divided the data into three sets
according to the students’ scores at the stareaf-placement test. The highest band (group A)
had an average mark of 64% (at the lower end of [BBEbasic working proficiency”), group B
50% (“intermediate”), and group C 41% (“elementdry’s Figure 2 shows, the results are as
would be expected, with group A achieving the Isestes on all counts.
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Figure 2. Results by level

Group A scored over 60% in Test 1, with the otrsaaring just under 50% (Table 4); Group
A was also the only group to score higher on the B¥n on the base verbs in Test 1. They still
had the highest scores in Test 2, although the awgment was less than for the other two
groups. This is no doubt partly because, as we esarkier, the more advanced levels of
knowledge are more difficult to acquire, and thghler the starting score, the less room there is
for improvement in any case. That said, it doesggesgthat DDL might be beneficial to less



advanced learners: our students are not what woarchally be considered “advanced” learners
of English, and the middle group marked up the lmptovement between tests.

Table 4. Results by level

change % change
Test1 Test2 (T1-T2) | (TL/T2 x 100)
GpA |38 | goas [ 29411 o709 63531 35 12.17
PV 61.47 72.06
GpB |—22%% | 4941 [ OLAT1 gou4 5853 1103 22.32
PV 47.35 62.35
base 50.86 57.14
GpC A 48.14 [0 5700 | 2o 886 18.40

6. Conclusion

This paper described a simple experiment desigoeskee if learners were able to detect
patterns of meaning and use among raw concordanhesesults are encouraging: although the
higher-level learners scored highest, all levelsasdd improvement, suggesting that even lower
level learners may be able to derive some benefh fdata-driven learning. Furthermore, the
language items studied, phrasal verbs, are tradilp considered difficult for French learners,
but greater improvement was recorded on these dmathe simpler items (base verbs). This
supports the idea that pattern-detection may beeraseful where rules and explicit instruction
are inadequate, especially if they allow a “broaderspective” on the use or meaning of
language items (Levy, 1990).

We argue that far more empirical research is needeall aspects of DDL if it is to convince
a wider audience and break out of its current rekeanvironment (c.f. Cobb, 1997). Useful
evidence can be gathered from very simple expetsn&rhich do not necessarily require
extensive resources or great expertise. The predadly is one of a series of experiments
(Boulton, 2006; 2007a) using only free softwared avhich do not require extensive learner-
training or access to a computer laboratory inscl&dthough this experiment is not designed to
test whether DDL leads to efficient learning, tlesults do provide further evidence of learners’
ability to detect patterns, which is an absolutr@quisite for such an approach.
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