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Abstract: Neural networks algorithms are tested to replace an optimization module for the energy
management of a residential grid-connected PV system with storage. This study shows multiple problems
of theimplementation of these tools, despite their theoretical promising interests.
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I INTRODUCTION

The rapid development of renewable energy in te@eatial area and the focus on load managemeint @&
possibilities of energy management for the finadrui grid-connected multi-source system with éasmergy
contribution. Such problems meet high uncertairdiegrees and computation speed limits and needows:

Il GENERAL SET UP AND MODELING

1.1 Model and optimization background

In a previous work, a power flow management modvds proposed to optimize residential grid-conneéted
system with storage: processing weather, loadegriata, and parameters of the lead-acid battedeinja].

The module was able to calculate the optimal hocingrging or discharging set-points of the battbgythe use
of a Mixed Integer Linear Programming (MILP) solver

MILP is an extension of Linear Programming whengast of the decision variables are binary. In théy, it is

possible to take into account discrete values andxpress logical conditions of the problem. Bdkicdhe

methods applied to solve MILP problems in practise a two-level algorithm, where at the upper lete tree
of the binary variables is explored by a Branch &uBd method.

1.2 Limits of the optimization module

Therefore, MILP is NP-hard: the binary tree hasaponential size, and in most practical case a gobation
rather than the global optimum is computed. By gisintting plane techniques, constraint propagadioh even
heuristics, today’s commercial solvers have madeéssive progress and are now able to solve imasorable
time many problems; despite this evolution, thadsgitenergy management is a high-dimensional mintdjer
problem, because of the temporal resolution. Funtbee, the optimization has to be done severaldiper day,

to take into account some modification in the igpfbrecasting errors, meteorological variation.

This challenge of time computation is addressedcbgosing and testing a different energy management
algorithm, based on the offline optimization of maywlows for known conditions and the training oftificial
Neural Networks (ANN) to apply this experience oreal power data series (as seen in Figure 1).

1.3 Objective of the use of ANN

ANN have been widely used for a range of applicetion the area of energy modelling and electromiggme
Some of their application areas are function apipmakion, pattern recognition, associative memories,
generation of new meaningful patterns, optimizatj@dh They are accepted as a set of tools offerimg
alternative way to tackle complex and ill-defingdlglems. They can learn from examples, are faildtant, can
deal with non-linear problems and, once trained,maform prediction and generalisation at highespe

This study will allow to explore the advantages ambnvenient of the use of such tools, in ordeertisure the
function of optimized management, and in a secook\step, the function of prediction tool.

111 IMPLEMENTATION OF ANN MODULE

1.1 Ar chitectur e choice

The chosen type of ANN is Multilayer Perceptron (R)L This type is suitable for our application besmof its
capacity to be aniversal approximater of non-linear function; moreover, MLP can handleltiple inputs and
outputs. MLP used supervised learning with gradilsicent algorithm.
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Figure 1: Principle of ANN module

The construction of MLP wittMATLAB Neural Network Toolbox, as in general, is constituted by two phases:
the choice of the building parameters, then thenlag phase with appropriate learning data sets Téarning
data set is built up as following: curves of howlgctrical load for one day are simulated on MAB®\; then,
the load data is used as inputs of the optimizatrmdule, calculating the power flows and batteryrage
strategy. These outputs of the optimizer, assatiaieh the corresponding load data, are then usddsach the
MLP as reference points. This data base is sephnatie two subgroups, one for learning phase (3&GYand
another for testing.

In fact the most critical part is the first onedéed, there are no definite methods or bases trideswvhat
would be the optimal MLP architecture for each aaion case; the existing rules of constructioa anly
empiric. So we have to find out the most approprathitecture through a preliminary study aboetitfluence
of the architecture parameters.

1.2 Influence of the ar chitecture parameters

We fixed the MLP with the most common number ofelesy three layers including the inputs and outpuats's,
and the hidden layer. For the inputs and outpytsrta the number of neurons is already fixed: omagran for
each hourly power data, which means 24 neuronspiatilayer and so like in the third one. What westrfind,
is now the suitable neurons number in hidden la&s test the influence of neurons number by varyig last
from 20 to 180 neurons. We assume that the mosbpppte neuron’s number in the hidden layer isuatb60
neurons, although learning performance, even sxdase, wasn't as expected theoretically.

The influence of the step of the gradient descentudied too. We made it vary in a large inte(@a02-0,4). As
expected, a mean value of gradient descent step)(ipreferable to optimize the performance afriéng.
Another parameter is the activation function asaed to each neuron: we test two types, one witlyemat
sigmoid and another with linear function; the impac time learning was obvious for the sake of g
sigmoid, in addition to better performance. Finalhe influence of initial values of weight is ewvated too.

At the end of this study, the learning performamaes not as good as we were expecting; so we have to
investigate our approach and the data base tmfibthe reasons of such low learning performance.

1.3 Interpretation of theresults

Different possible reasons of the low learning perfance are investigated. Firstly, it was foundt tte

optimizer module used some stochastic internabisées, which affect partially the outputs. Thisigton factor
was not taken in consideration as inputs of our Miétturbing the generalization process by ANN.

Another possible error source is a strong cori@tatietween daily electrical load curves in ther@ay data set:
a new learning strategy is applied, selecting dhly “significant days”: that means not correlateithvthe

already used data set. A second factor is the lpigssot sufficient learning data set: a strategthvein evolving
data set is applied, increasing the number of dayeng as the performance was not acceptable.

IV CONCLUSIONS

The ANN module, developed to reduce the computaticost inherent to the optimization, has not shasn
potential yet: the major problem met is that théesuto build the structure are mainly empirical tufa
improvements of the ANN module are possible, initcigdh prediction function and an on-line adaptiegning.
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