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Abstract

This paper can be considered as the sequel of [6], where the authors have proposed
an abstract construction of Hardy spaces H

1. They shew an interpolation result for these
Hardy spaces with the Lebesgue spaces. Here we describe a more precise result using the
real interpolation theory and we clarify the use of Hardy spaces. Then with the help of
the bilinear interpolation theory, we then give applications to study bilinear operators on
Lebesgue spaces. These ideas permit us to study singular operators with singularities similar
to those of bilinear Calderón-Zygmund operators in a far more abstract framework as in
the euclidean case.
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1 Introduction.

The theory of real Hardy spaces started in the 60’s, and in the 70’s the atomic Hardy
space appeared. Let us recall its definition first (see [9]).

Let (X, d, µ) be a space of homogeneous type and ǫ > 0 be a fixed parameter. A function
m ∈ L1

loc(X) is called an ǫ-molecule associated to a ball Q if
∫

X
mdµ = 0 and if for all

i ≥ 0,

(∫

2i+1Q\2iQ

|m|2dµ

)1/2

≤ µ(2i+1Q)−1/22−ǫi and

(∫

Q

|m|2dµ

)1/2

≤ µ(Q)−1/2.

We call m an atom if in addition we have supp(m) ⊂ Q. Then a function f belongs to
H1

CW (X) if there exists a decomposition

f =
∑

i∈N

λimi µ − a.e,

where mi are ǫ-molecules and λi are coefficients which satisfy

∑

i

|λi| < ∞.

It was proved in [33] that the whole space H1
CW (X) does not depend on ǫ, as in fact one

obtains the same space replacing ǫ-molecules by atoms or ǫ′-molecules with ǫ′ > 0.

In the Euclidean case (X = Rn equipped with the Lebesgue measure) this space has
different characterizations, thanks to [33] :

f ∈ H1
CW (Rn) ⇐⇒ f ∈ H1 :=

{
f ∈ L1(Rn) ; ∇(

√
−∆)−1(f) ∈ L1(Rn, Rn)

}
(1.1)

⇐⇒ x 7→ sup
y∈Rn,t>0
|x−y|≤t

∣∣∣e−t
√
−∆(f)(y)

∣∣∣ ∈ L1(Rn) (1.2)

⇐⇒ x 7→
(∫

y∈Rn,t>0
|x−y|≤t

∣∣∣t∇e−t
√
−∆(f)(y)

∣∣∣
2 dydt

tn+1

)1/2

∈ L1(Rn), (1.3)

where ∇(
√
−∆)−1 is the Riesz transform. The space H1 defined by (1.1) was the original

Hardy space of E.M. Stein (see [32]) and [33] provided the equivalence with the definition
using the maximal function and the area integral. The link with H1

CW (Rn) (due to R.
Coifman [18]) comes from the identification of the two dual spaces (H1

CW )∗ = (H1)∗.

The space H1
CW (X) is a good substitute of L1(X) for many reasons. For instance,

Calderón-Zygmund operators map H1
CW (X) to L1(X) whereas they do not map L1(X)

to L1(X). In addition, H1
CW (X) (and its dual) interpolates with Lebesgue spaces Lp(X),

1 < p < ∞. That is why H1
CW (X) is a good space to extend the scale of Lebesgue spaces
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(Lp(X))1<p<∞ when p tends to 1 and its dual BMO when p tends to ∞. In addition
its atomic decomposition is very useful : for example to check that the set of atoms is
sent by a Calderón-Zygmund operator in a L1-bounded set, is very easy. That is why
we are interested to work with this main property of the atomic (or molecular) structure.
We would like also to emphasize that we are more interested by the set of atoms and
the vectorial space generated by this collection than by the whole Hardy space. As we
will see, only the behaviour of an operator on the atoms is necessary to use interpolation
with Lebesgue spaces. The whole Hardy space is more interesting for example to obtain
a characterization of the dual space.

We invite the reader to read [6] in order to understand the construction of our Hardy
spaces. The work is based on the following remark : there are situations where H1

CW (X)
is not the right substitute to L1(X) and there are many works where adapted Hardy
spaces are defined : [1, 2, 4, 15, 12, 14, 16, 13, 17, 27]. That is why in [6], we have defined
an abstract method to construct Hardy spaces by a molecular (or atomic) decomposition.
In several recent works [21], [20], [26] and [11] X.T. Duong, L. Grafakos, N. Kalton, R.
Torres and L. Yan have studied in details some multilinear operators related to multilinear
Calderón-Zygmund operators on the Euclidean space.
Concerning the linear theory, the abstract Hardy spaces constructed in [6] allow us to
study linear operators generalizing the study of linear Calderón-Zygmund operators. In
this paper, we make use of these Hardy spaces to construct a bilinear theory in a most
abstract background. Bilinear interpolation theory requires to have a real linear inter-
polation result. This motives us to use more precisely the ideas of [6] to characterize
some intermediate spaces between Hardy and Lebesgue spaces for the real interpolation
theory (Section 3). Then in Section 4, we give applications for linear and bilinear oper-
ators. By using bilinear interpolation, we will be able to generalize the study of bilinear
Calderón-Zygmund operators to far more general bilinear operators associated to other
cancellations and give examples in Section 5.

2 Definitions and properties of Hardy spaces.

Let (X, d, µ) be a space of homogeneous type. We shall write Lp for the Lebesgue space
Lp(X, R) if no confusion arises. Here we are working with real valued functions and we
will use ”real” duality. We have the same results with complex duality and complex
valued functions.
By “space of homogeneous type” we mean that d is a quasi-distance on the space X and
µ a Borel measure satisfying the doubling property :

∃A > 0, ∃δ > 0, ∀x ∈ X, ∀r > 0, ∀t ≥ 1,
µ(B(x, tr))

µ(B(x, r))
≤ Atδ, (2.1)

where B(x, r) is the open ball with center x ∈ X and radius r > 0. We call δ the
homogeneous dimension of X. For Q a ball, and i ≥ 0, we write Si(Q) the scaled corona
around the ball Q :

Si(Q) :=

{
x, 2i ≤ 1 +

d(x, c(Q))

rQ
< 2i+1

}
,
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where rQ is the radius of the ball Q and c(Q) its center. Note that S0(Q) corresponds to
the ball Q and Si(Q) ⊂ 2i+1Q for i ≥ 1, where λQ is as usual the ball with center c(Q)
and radius λrQ.

Before we describe our Hardy spaces, let us recall the definition of Lorentz spaces and
give their main properties (for more details see Section 1.4 of [19]) :

Definition 2.1. For 0 < p, s ≤ ∞ we denote Lp,s = Lp,s(X) the Lorentz space defined
by the following norm :

‖f‖Lp,s :=

(∫ ∞

0

[
t1/pf ∗(t)

]s dt

t

)1/s

,

where f ∗ is the decreasing rearrangement of f :

f ∗(t) := inf {u > 0, µ {|f | > u} ≤ t} .

Proposition 2.2. 1) For all exponent 1 ≤ p ≤ ∞, Lp,p = Lp.
2) For all exponents 0 < p, s ≤ ∞, the space Lp,s is a metric complete space. Morevover
if p ∈ (1,∞], Lp,s is a Banach space.
3) For all exponents p ∈ (1,∞) and s ∈ [1,∞), the dual space (Lp,s)∗ is equivalent to the
space Lp′,s′.

We now define the Hardy spaces. Let us denote by Q the collection of all balls of the
space X :

Q :=
{
B(x, r), x ∈ X, r > 0

}
.

Let β ∈ (1,∞] be a fixed exponent and B := (BQ)Q∈Q be a collection of Lβ-bounded
linear operators, indexed by the collection Q. We assume that these operators BQ are
uniformly bounded on Lβ : there exists a constant 0 < A′ < ∞ so that :

∀f ∈ Lβ , ∀Q ball, ‖BQ(f)‖Lβ ≤ A′‖f‖Lβ . (2.2)

In the rest of the paper, we allow the constants to depend on A, A′, β and δ.

We define atoms and molecules by using the collection B. We have to think these operators
BQ as the “oscillation operators” associated to the ball Q.

Definition 2.3. Let ǫ > 0 be a fixed parameter. A function m ∈ L1
loc is called an

ǫ-molecule associated to a ball Q if there exists a real function fQ such that

m = BQ(fQ),

with
∀i ≥ 0, ‖fQ‖Lβ ,Si(Q) ≤

(
µ(2iQ)

)−1/β′

2−ǫi.

We call m = BQ(fQ) an atom if in addition we have supp(fQ) ⊂ Q. So an atom is exactly
an ∞-molecule.
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The functions fQ in this definition are normalized in L1. It is easy to show that

‖fQ‖L1 . 1 and ‖fQ‖Lβ . µ(Q)−1/β′

.

It follows from the Lβ-boundedness of the operators BQ that each molecule belongs to
the space Lβ . However a molecule is not (for the moment) in the space L1. Now we are
able to define our abstract Hardy spaces :

Definition 2.4. A measurable function h belongs to the molecular Hardy space H1
ǫ,mol if

there exists a decomposition :

h =
∑

i∈N

λimi µ − a.e,

where for all i, mi is an ǫ-molecule and λi are real numbers satisfying

∑

i∈N

|λi| < ∞.

We equip H1
ǫ,mol with the norm :

‖h‖H1
ǫ,mol

:= inf
h=
∑

i∈N
λimi

∑

i

|λi|.

Similarly we define the atomic space H1
ato replacing ǫ-molecules by atoms.

In the notations, we forget the exponent β and the collection B. As we will explain in
Subsection 4.1, we need to use a smaller space :

Definition 2.5. According to the collection B, we introduce the set H1
F,ǫ,mol ⊂ H1

ǫ,mol∩Lβ,
given by the finite sum of ǫ-molecules with the following norm

‖f‖H1
F,ǫ,mol

:= inf
f=
∑

i λimi

∑

i

|λi|.

We take the infimum over all the finite molecular decompositions. Similarly we define the
atomic space H1

F,ato.

As we will see in Subsection 4.1, it is quite easy to estimate the behaviour of an operator
on the whole collection of atoms or molecules. Then by linearity, we can control the
operator on the previous “finite” Hardy spaces with the corresponding norm. However to
extend the operator on the whole Hardy space (in a continuous way with its smaller norm)
is an abstract problem which seems quite difficult and requires some extra assumptions
(see Subsection 4.1). Fortunately, we will see that we do not need to study if the operator
can be extended or not, its behaviour on the sets of atoms will be sufficient.

To understand in a better way our definition, we refer the reader to Section 3 of [6], where
we compare our Hardy spaces with some already studied Hardy spaces. Let us make some
remarks.
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Remark 2.6. 1−) For the Hardy space H1
ǫ,mol, we only ask that the decomposition

h(x) =
∑

i∈N

λimi(x)

is well defined for almost every x ∈ X. So the assumption is very weak and it is possible
that the measurable function h does not belong to L1

loc. It is not clear whether these
abstract normed vector spaces are complete. The problem is that we do not know whether
the decompositions of h converge absolutely.
2−) We have the following continuous embeddings :

∀ 0 < ǫ < ǫ′, H1
F,ato →֒ H1

ato →֒ H1
ǫ′,mol →֒ H1

ǫ,mol. (2.3)

In fact the space H1
ato corresponds to the space H1

∞,mol. For 0 < ǫ < ǫ′ < ∞ the space
H1

ǫ′,mol is dense in H1
ǫ,mol. In the general case, it seems to be very difficult to study

the dependence of H1
ǫ,mol with the parameter ǫ and we will not study this question here.

Similarly the dependence of the Hardy spaces on the exponent β is an interesting question,
but seems difficult and will not be studied here.
3−) The norm on the molecular spaces H1

ǫ,mol and on the finite molecular spaces H1
F,ǫ,mol

may not be equivalent (see Subsection 4.1 and a counterexample of Y. Meyer for the
Coifman-Weiss space in [30]).

Remark 2.7. We have seen that each molecule is an Lβ function. So it is obvious that
H1

F,ǫ,mol ⊂ Lβ ∩ H1
ǫ,mol is dense in H1

ǫ,mol and H1
F,ato ⊂ Lβ ∩ H1

ato is dense in H1
ato.

To work with a vector normed space, we often need the completness of this one. The
following proposition gives us some conditions to get the completness of our Hardy spaces.

Proposition 2.8. Take ǫ ∈]0,∞] and assume that the space H1
ǫ,mol is continuously em-

bedded in L1
loc. Then H1

ǫ,mol is a Banach space.

Proof : We have just to verify the completeness. The proof is easy by using the following
well-known criterion : for ǫ > 0, H1

ǫ,mol is a Banach space if for all sequences (hi)i∈N of
H1

ǫ,mol satisfying ∑

i≥0

‖hi‖H1
ǫ,mol

< ∞,

the series
∑

hi converges in the Hardy space H1
ǫ,mol. This is true because each molecular

decomposition is absolutely convergent in L1
loc-sense. We therefore define the series

∑
i hi

as a measurable function in L1
loc. Finally, it is easy to prove the convergence of the series

for the H1
ǫ,mol norm. ⊓⊔

The next proposition explains that under some “fast” decays for the operators BQ, the
Hardy spaces are included in L1.

Proposition 2.9. Assume that the operators BQ satisfy that for M > δ/β ′ a large enough
integer, there exists a constant C such that for all i, k ≥ 0

∀f ∈ Lβ , supp(f) ⊂ 2iQ ‖BQ(f)‖Lβ ,Sk(2iQ) ≤ C2−Mk‖f‖Lβ ,2iQ. (2.4)

Then the following inclusions hold :

∀ǫ > 0, H1
ato →֒ H1

ǫ,mol →֒ L1.

Consequently, the Hardy spaces are Banach spaces.
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Proof : We claim that all ǫ-molecules (and atoms) are bounded in L1. In fact, using
(2.4)

‖BQ(fQ)‖L1 ≤
∑

i≥0

∥∥BQ(fQ1Si(Q))
∥∥

L1 ≤
∑

i≥0

∑

k≥0

∥∥BQ(fQ1Si(Q))
∥∥

L1,Sk(2iQ)

.
∑

i≥0

∑

k≥0

µ(2i+kQ)1/β′ ∥∥BQ(fQ1Si(Q))
∥∥

Lβ ,Sk(2iQ)

.
∑

i≥0

∑

k≥0

µ(2i+kQ)1/β′

2−kM ‖fQ‖Lβ ,Si(Q)

.
∑

i≥0

∑

k≥0

µ(2i+kQ)1/β′

2−Mkµ(2iQ)−1/β′

2−ǫi

.
∑

i≥0

∑

k≥0

2kδ/β′

2−Mk2−ǫi . 1.

Here we use the estimates for fQ, the doubling property of µ and the fact that M is large
enough (M > δ/β ′ works with β ′ < ∞). Thus we obtain that all ǫ-molecules are bounded
in L1, and we can deduce the embedding from the definition of the Hardy spaces. ⊓⊔
We have seen that all the molecular spaces contain the atomic space. In the next section,
we will study the intermediate spaces, obtained by real interpolation between the Hardy
spaces and the Lebesgue spaces. We will see that under reasonnable assumptions, they
“do not depend” on the considered Hardy space.

3 Real Interpolation between Hardy and Lebesgue

spaces.

3.1 Preliminaries about Real interpolation theory.

Let us begin to remember the definition of the real interpolation theory (see for more
details the book [5]).

Definition 3.1. Let E and F be two vector normed spaces. For every a ∈ E + F and
every t > 0, we define the K-functional as

K(t, a, E, F ) := inf
a=e+f

e∈E
f∈F

‖e‖E + t‖f‖F .

For every a ∈ E ∩ F and every t > 0, we define the J-functional as

J(t, a, E, F ) := max
{
‖a‖E, t‖f‖F

}
.

In addition we say that the couple (E, F ) is compatible if the space E ∩ F is dense in
E + F .

Now with these two functionals, we can define some particular intermediate spaces.
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Definition 3.2. Let E and F be two vector normed spaces. Then for θ ∈ (0, 1) and
s ∈ [1,∞], we denote by (E, F )θ,s,K and (E, F )θ,s,J the following spaces

(E, F )θ,s,K :=

{

a ∈ E + F, ‖a‖(E,F )θ,p,K
:=

(∫ ∞

0

(
t−θK(t, a, E, F )

)s dt

t

)1/s

< ∞
}

and similarly
(E, F )θ,s,J :=

{
a ∈ E + F, ‖a‖(E,F )θ,s,J

< ∞
}

,

with

‖a‖(E,F )θ,s,J
:= inf

a=
∫∞
0

u(t)dt
t

(∫ ∞

0

(
t−θK(t, u(t), E, F )

)s dt

t

)1/s

.

We recall the well-known results about these spaces (for the proofs of the following results
and any details about the real interpolation, we refer to the book [5] of J. Bergh and J.
Löfström).

Theorem 3.3 (Equivalence Theorem). Let E and F be two vector normed spaces.
For all θ ∈ (0, 1) and s ∈ [1,∞], the two spaces (E, F )θ,s,K and (E, F )θ,s,J are equal with
equivalent norms. From now, we denote these spaces (E, F )θ,s. In addition this space is
an intermediate space, that is

E ∩ F →֒ (E, F )θ,s →֒ E + F

with continuous embeddings.

We will use the link between the spaces and their completed spaces :

Theorem 3.4. Let E and F be two vector normed spaces. We set E and F for the
completed spaces. Then for all θ ∈ (0, 1) and s ∈ [1,∞], the two spaces (E, F )θ,s and
(E, F )θ,s are equal (with equivalent norms). So we deduce that

(E, F )θ,s =
{
u ∈ E + F, ‖u‖(E,F )θ,s

< ∞
}

.

Let us recall the following notion due to [28] :

Definition 3.5. The couple (E, F ) is said to be a doolittle couple if the “diagonal” space
E ∩ F ≃ {(x, x), x ∈ E ∩ F} is closed in E × F .

For the interpolation of dual spaces, we have the following theorem :

Theorem 3.6 (Duality Theorem). Assume that the couple (E, F ) is a compatible (or
a doolittle) couple of Banach spaces then for all θ ∈ (0, 1) and s ∈ [1,∞] we have

[(E, F )θ,s]
∗ = (E∗, F ∗)θ,s′,

where
1

s
+

1

s′
= 1.

The proof is given in [5] for a compatible couple and in [28] for a doolittle couple. The
completeness is important to use Hahn-Banach Theorem in order to obtain this equiva-
lence.
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3.2 Interpolation between Hardy and Lebesgue spaces.

After recalling these results, we want to study the real interpolation between our Hardy
spaces and Lebesgue spaces. Let β ∈ (1,∞] be always fixed, we work with the Hardy
space H1 equal to one of the following Hardy spaces : H1

F,ato, H1
ato, H1

F,ǫ,mol or H1
ǫ,mol. The

space H1 may be the completed space of H1
F,ato or H1

F,ǫ,mol too. We will need the following
definitions :

Definition 3.7. We set AQ for the operator Id − BQ. For σ ∈ [1,∞] we define the
maximal operator :

∀x ∈ X, Mσ(f)(x) := sup
Qball
x∈Q

(
1

µ(Q)

∫

Q

∣∣A∗
Q(f)

∣∣σ dµ

)1/σ

, (3.1)

where A∗
Q is the adjoint operator.

For all s > 0, we define a maximal sharp function adapted to our operators :

∀x ∈ X, M ♯
s(f)(x) := sup

Qball
x∈Q

(
1

µ(Q)

∫

Q

∣∣B∗
Q(f)(z)

∣∣s dµ(z)

)1/s

.

The standard maximal “Hardy-Littlewood” operator is defined for s > 0 by

∀x ∈ X, MHL,s(f)(x) := sup
Qball
x∈Q

(
1

µ(Q)

∫

Q

|f(z)|s dµ(z)

)1/s

.

Lemma 3.8. For each ball Q of X, the operator B∗
Q which is defined on Lβ′

can be
extended to an operator acting on (H1)∗ to L1

loc. Keeping the same notation B∗
Q for the

extension, we have that for all s ∈ [1, β ′]

∀f ∈ (H1)∗,
∥∥M ♯

s(f)
∥∥
∞ ≤ ‖f‖(H1)∗ .

Proof : Let us fix an element f ∈ (H1)∗ and a ball Q. For all function h, supported in
Q and normalized by ‖h‖β = 1 then we set φQ := µ(Q)−1/β′

h. Then it is obvious that
m = BQ(φQ) is an atom. By duality, we obtain

|〈f, BQ(φQ)〉| ≤ ‖f‖(H1)∗ .

Therefore

∀h ∈ Lβ(Q), ‖h‖Lβ = 1, |〈f, BQ(h)〉| ≤ µ(Q)1/β′‖f‖(H1)∗‖h‖Lβ(Q).

Hence we can define, B∗
Q(f) ∈ Lβ′

(Q) = (Lβ(Q))∗ such that

〈B∗
Q(f), h〉 := 〈f, BQ(h)〉.

We obtain also the estimate
∥∥B∗

Qf
∥∥

Lβ′(Q)
≤ µ(Q)1/β′‖f‖(H1)∗ ,

which concludes the proof. ⊓⊔
The dual space (H1)∗ is always a (Banach) normed vector space, and we can use real
interpolation with an Lq space. For the K-functional, we prove :
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Proposition 3.9. Assume that for σ > β ′, the operator Mσ is bounded by MHL,β′. Then
for q ∈ [β ′,∞) there exist a constant c1 = c1(q) and for all κ ≥ 2 an other constant
c2 = c2(q, κ) ≥ 1 such that for all t > 0, s ∈ [1, β ′], we have the following estimates for
the K functional : for every function f ∈ Lβ′

K(t, f, Lq, (H1)∗) ≥ c1K(t, Ms
♯(f), Lq,∞, L∞), (3.2)

and

K(t, MHL,q(f), Lq,∞, L∞) ≤ c2

[
K(t, f, Lq, (H1)∗)

+κ1−σ/qK(κσ/qt, MHL,q(f), Lq,∞, L∞) + t1tq.µ(X)‖f‖Lβ′1µ(X)<∞

]
. (3.3)

If µ(X) < ∞, we allow the constant c2 to depend on the measure µ(X).

The proof of this proposition requires the following lemma.

Lemma 3.10. Suppose that Mσ is bounded by MHL,β′ with σ > β ′. Then for all ρ
large enough and for all γ < 1 we have a “good lambdas inequality” : for all λ > 0 (or
λ & ‖h‖Lβ′ if µ(X) < ∞)

µ
({

MHL,β′(h) > ρλ, M ♯
β′(h)(x) ≤ γλ

})
.
(
γβ′

ρ−β′

+ ρ−σ
)

µ ({MHL,β′(h) > λ}) .

The implicit constant does not depend on ρ and γ. In addition, for all exponent q ∈ (β ′, σ)
there exists a constant c = c(q) such that for all function h ∈ Lβ′

c‖h‖Lq ≤ ‖M ♯
β′(h)‖Lq + 1µ(X)<∞‖h‖Lβ′ ≤ c−1‖h‖Lq . (3.4)

Proof : This lemma is a consequence of Theorem 3.1 in [3]. With its notations, take
F = |h|β′

and for all balls Q

GQ = cβ′ |B∗
Qh|β′

and HQ = cβ′|A∗
Qh|β′

,

where cβ′ is a constant such that (u + v)β′ ≤ cβ′(uβ′
+ vβ′

). Then for all x ∈ Q, we get
F (x) ≤ GQ(x) + HQ(x). For all balls Q ∋ x, we have

1

µ(Q)

∫

Q

GQdµ ≤ cβ′M ♯
β′(h)(x)β′

:= G(x).

By assumption, for all balls Q ∋ x and x ∈ Q, we obtain

(
1

µ(Q)

∫

Q

|HQ|σ/β′

dµ

)β′/σ

≤ c
β′/σ
β′

(
1

µ(Q)

∫

Q

|A∗
Q(h)|σdµ

)β′/σ

≤ c
β′/σ
β′ Mσ(h)(x)β′

. MHL,β′(h)(x)β′

= MHL,1(F )(x).

Applying Theorem 3.1 of [3] (proved for spaces of homogeneous type in Section 5 of [3]),
we obtain the desired “good lambdas inequality” :

µ
({

MHL,β′(h)β′

> ρλ, M ♯
β′(h)(x)β′ ≤ γλ

})
.
(
γρ−1 + ρ−σ/β′

)
µ
({

MHL,β′(h)β′

> λ
})

.
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By the same theorem, we also have that for all exponent t ∈ [1, σ/β ′) and for F ∈ L1

(which is equivalent to h ∈ Lβ′
)

‖F‖Lt ≤ ‖MHL,1(F )‖Lt . ‖M ♯
β′(h)β′‖Lt = ‖M ♯

β′(h)‖β′

Ltβ′ . (3.5)

Therefore for all q ∈ [β ′, σ)
‖f‖Lq . ‖M ♯

β′(h)‖Lq .

The extra term, which appears when µ(X) < ∞, is explained in Section 5 of [3]. The
other inequality for (3.4) is much more easy and is a direct consequence of the fact that
MHL,β′ is Lq-bounded and

M ♯
β′(h) . MHL,β′(h) + Mβ′(h) . MHL,β′ .

⊓⊔
Remark 3.11. Assume that µ(X) = ∞. Then for β ′ < q < σ, we obtained a “Fefferman-
Stein” inequality :

c‖h‖Lq ≤ ‖M ♯
β′(h)‖Lq ≤ c−1‖h‖Lq .

In fact the proof shows that the right inequality is true for all q > β ′.

Now we can prove Proposition 3.9

Proof : By definition of the K-functional, we have :

K(t, f, Lq, (H1)∗) := inf
f=g+h
g∈Lq

h∈(H1)∗

‖g‖Lq + t‖h‖(H1)∗ .

We want to use the maximal function M ♯
s . From the assumption on the maximal function

Mσ, it is easy to see that for every function φ

M ♯
s(φ) . MHL,s(φ) + Ms(φ) . MHL,q(φ).

So M ♯
s is of weak type (q, q) as s ≤ β ′ ≤ q. We have also :

K(t, f, Lq, (H1)∗) & inf
f=g+h
g∈Lq

h∈(H1)∗

‖M ♯
s(g)‖Lq,∞ + t‖h‖(H1)∗

& inf
f=g+h

M
♯
s(g)∈Lq,∞

h∈(H1)∗

‖M ♯
s(g)‖Lq,∞ + t‖h‖(H1)∗ .

By the same way, using Lemma 3.8, we have

K(t, f, Lq, (H1)∗) & inf
f=g+h

M
♯
s(g)∈Lq,∞

h∈(H1)∗

‖M ♯
s(g)‖Lq,∞ + t‖M ♯

s(h)‖L∞.

Now we note that for f = g+h, we have M ♯
s(f) ≤ M ♯

s(g)+M ♯
s(h) and so we can conclude

M ♯
s(h) ≥

∣∣M ♯
s(f) − M ♯

s(g)
∣∣ .

11



We get also

K(t, f, Lq, (H1)∗) & inf
f=g+h

Ms♯(g)∈Lq,∞

h∈(H1)∗

‖Ms
♯(g)‖Lq,∞ + t‖Ms

♯(f) − Ms
♯(g)‖L∞

& inf
Ms♯(g)∈Lq,∞

Ms♯(f)−Ms♯(g)∈L∞

‖Ms
♯(g)‖Lq,∞ + t‖Ms

♯(f) − Ms
♯(g)‖L∞

& K(t, Ms
♯(f), Lq,∞, L∞). (3.6)

So we have proved the first desired inequality (3.2). Now we will use the fact that we
exactly know the K-functional for the Lebesgue spaces. Let us remember the following
result (see [5], p109) :

K(t, φ, Lq,∞, L∞) ≃
[
sup
0<u

u |{v ∈ [0, tq], φ∗(v) > u}|1/q

]
:= ‖φ∗‖Lq,∞([0,tq ]) , (3.7)

where we write φ∗ for the decreasing rearrangement function

φ∗(v) := inf{λ > 0, µ(|φ| > λ) ≤ v}.

We have also to estimate the function
[
M ♯

β′(f)
]∗

. By Lemma 3.10, we obtain : for all

λ > 0 (or λ & ‖f‖Lβ′ if µ(X) < ∞)

µ
({

MHL,q(f) > ρλ, M ♯
β′(f) ≤ γλ

})
.
(
γβ′

ρ−β′

+ ρ−σ
)

µ ({MHL,q(f) > λ}) .

Let δ := γβ′
ρ−β′

+ ρ−σ. We deduce that (with C ≥ 1 a constant independent on the
important parameters)

µ ({MHL,q(f) > ρλ}) ≤ Cµ
({

M ♯
β′(f) > γλ

})
+ Cδµ ({MHL,q(f) > λ}) .

Then it follows easily that

[MHL,q(f)]∗ (s) ≤ ρ max
{

γ−1
[
M ♯

β′(f)
]∗

(s/C), [MHL,q(f)]∗ (δ−1s/C)
}

+ λ01µ(X)<∞,

where λ0 satisfies λ0 . ‖f‖Lβ′ . To prove (3.3), we distinguish 2 cases :
1−) First case : assume that µ(X) = ∞.
With (3.6) and (3.7), we obtain

K(t, MHL,q(f), Lq,∞, L∞) ≃ ‖MHL,q(f)∗‖Lq,∞([0,tq])

. ργ−1
∥∥∥M ♯

β′(f)∗(·/C)
∥∥∥

Lq,∞([0,tq ])
+ ρ

∥∥MHL,q(f)∗(δ−1 · /C)
∥∥

Lq,∞([0,tq ])
(3.8)

. ργ−1
∥∥∥M ♯

β′(f)∗(·)
∥∥∥

Lq,∞([0,tq ])
+ ρδ1/q ‖MHL,q(f)∗‖Lq,∞([0,δ−1tq ]) .

In all these last estimates, the implicit constant depends on the constant C ≥ 1 and is
uniform on the two important constants ρ ≥ 2 and γ ≤ 1. By using the equivalence (3.7)
and (3.6), we obtain the desired inequality :

K(t, MHL,q(f), Lq,∞, L∞) . ργ−1K(t, f, Lq, (H1)∗) + ρδ1/qK(δ−1/qt, MHL,q(f), Lq,∞, L∞).

12



We choose γ = ρ−σ/β′+1 small enough to have δ ≃ 2ρ−σ and then we take κ ≃ ρ.
2−) Second case : µ(X) < ∞.
In this case, there is an extra term in (3.8) which corresponds to

‖λ0‖Lq,∞([0,tq ]).

This term is bounded by tλ0 and one has just to consider tq ≤ µ(X). Using λ0 . ‖f‖Lβ′ ,
we obtain the result with an implicit constant which depends on µ(X). The previous
study holds with the same arguments for the main terms. The proof is also completed.

⊓⊔

Having good estimates for the interpolation K functional between the Hardy space H1

and the Lebesgue spaces, we now prove the following result :

Theorem 3.12. Assume that for σ > β ′, the operator Mσ is bounded by MHL,β′. Let θ
be in (0, 1], s ∈ [1,∞], q ∈ [β ′,∞) and t satisfying

1 − θ

q
=

1

t
>

1

σ
.

Then there exists a constant c = c(θ, s, σ, q) such that for all function f ∈ Lβ′ ∪ Lq : if
f ∈ (Lq, (H1)∗)θ,s then f ∈ Lt,s and

‖f‖Lt,s ≤ c
[
‖f‖(Lq ,(H1)∗)θ,s

+ ‖f‖Lr′1µ(X)<∞
]
.

Proof : To compute the norm of the intermediate space, we have to integrate the K-
functional as decribed in Definition 3.2 :

‖f‖(Lq,(H1)∗)θ,s
=

(∫ ∞

0

(
t−θK(t, f, Lq, (H1)∗)

)s dt

t

)1/s

.

We will only deal with the interesting case µ(X) = ∞. The other case uses the same
arguments with an extra term which is very easy to control (as t is bounded). We use the
inequality obtained in Theorem 3.9.

K(t, MHL,q(f), Lq,∞, L∞) . K(t, f, Lq, (H1)∗) + κ1−σ/qK(κσ/qt, MHL,q(f), Lq,∞, L∞).

By a formally integration with a change of variable, we get

‖MHL,q(f)‖(Lq,∞,L∞)θ,s
. ‖f‖(Lq,(H1)∗)θ,s

+ κ1−σ/q+θσ/q‖MHL,q(f)‖(Lq,∞,L∞)θ,s
. (3.9)

So for κ large enough as 1 − σ/q + θσ/q < 0, we obtain that

‖MHL,q(f)‖(Lq,∞,L∞)θ,s
. ‖f‖(Lq,(H1)∗)θ,s

.

Here we have assumed that the left side of (3.9) is finite to conclude. In fact, by the same
arguments as used in Theorem 3.1 of [3], it suffices to have that f ∈ Lβ′

or f ∈ Lq to
prove this last inequality. In addition the arguments in Section 5 of [3] allow us to obtain
the extra term when µ(X) < ∞. The proof is also finished since we know (see [5]) that

(Lq,∞, L∞)θ,s = Lt,s.

⊓⊔
Now by duality, we look for a real interpolation result for our Hardy space.
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Proposition 3.13. Assume that the Hardy space H1 is complete and satisfies :

H1 →֒ L1.

Assume that µ(X) = ∞ and that for σ > β ′, the operator Mσ is bounded by MHL,β′. Then
for all θ ∈ (0, 1), s ∈ [1,∞), for all exponents p ∈ (1, β) and t ∈ (1,∞) such that

1

t
=

1 − θ

p
+ θ <

1

σ′ ,

we have the following equivalence :

Lt,s ≃ (Lp, H1)θ,s. (3.10)

Proof : First we note that under our assumption, the Hardy space H1 is a Banach space
(due to Proposition 2.8) if H1 = H1

ato or H1
ǫ,mol. Now the result is well known for H1 = L1

so we already have the inclusion

E := (Lp, H1)θ,s →֒ Lt,s. (3.11)

Let us write E := (Lp, H1)θ,s and (F, ‖ ‖Lt,s) be the closure of E for the Lt,s norm. So F
is a closed subspace of Lt,s. Assume that F ( Lt,s. Then by Hahn-Banach Theorem (and
the duality result in Proposition 2.2), there exists a function φ ∈ Lt′,s′ with ‖φ‖Lt′,s′ = 1
such that φ = 0 in F ∗. We have φ ∈ F ∗ and so by (3.11), we have that φ ∈ E∗.
In addition, we claim that (Lp, H1) is a doolittle couple of Banach spaces. We have to
check that the (diagonal) space Lp∩H1 is a closed sub-space of H1×Lp. Take a sequence
(xn, xn) which converges to (x, y) in H1 × Lp. From the above assumption, xn converges
to x in L1-sense and to y in Lp sense. We deduce that x = y ∈ H1∩Lp. Using the duality
Theorem (Theorem 3.6), we obtain that

E∗ = (Lp′, (H1)∗)θ,s′.

Theorem 3.12 gives us also that

1 = ‖φ‖Lt′,s′ . ‖φ‖E∗. (3.12)

By the embedding (3.11) and the duality properties of Banach spaces, we have

‖φ‖E∗ = sup
e∈E

‖e‖E≤1

|〈e, φ〉| . sup
e∈E

‖e‖
Lt,s≤1

|〈e, φ〉| . ‖φ‖F ∗.

These two inequalities with the properties of φ are impossible. Therefore we deduce that
F = Lt,s and so that E is dense into Lt,s. Finally (3.12) gives us that E is equal to Lt,s

with equivalent norms (due to the completeness of the spaces). ⊓⊔
Make a mixture with Theorem 3.4, then we finally obtain the main result :

Theorem 3.14. Assume that µ(X) = ∞ and the Hardy space H1 satisfies :

H1 →֒ L1.
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Assume that for σ > β ′, the operator Mσ is bounded by MHL,β′. Then for all θ ∈ (0, 1), s ∈
[1,∞), for all exponents p ∈ (1, β] and t ∈ (1,∞) such that

1

t
=

1 − θ

p
+ θ <

1

σ′ ,

we have the equivalence between the two norms

‖ · ‖Lt,s ≃ ‖ · ‖(Lp,H1)θ,s

and
(Lp, H1)θ,s := Lt,s ∩ (H1 + Lp).

Remark 3.15. Note that the norm of the intermediate space does not depend on the Hardy
space H1 considered.

Remark 3.16. We have seen in [6] with the example of Riesz transforms, that the range of
exponents where we can obtain Lebesgues spaces as intermediate spaces is optimal under
the above assumption.

3.3 Interpolation between Hardy spaces and weighted Lebesgue

spaces.

We present in this subsection the weighted version of the previous results. For convenience,
we assume that µ(X) = ∞. We firstly recall the different class of weights :

Definition 3.17 (The Muckenhoupt classes). A nonnegative function ω on X belongs
to the class Ap for p ∈ (1,∞) if

sup
Q ball

(
1

µ(Q)

∫

Q

wdµ

)(
1

µ(Q)

∫

Q

ω−1/(p−1)dµ

)p−1

< ∞.

Definition 3.18 (The Reverse Hölder classes). A nonnegative function ω on X
belongs to the class RHq for q ∈ (1,∞), if there is a constant C such that for every ball
Q ⊂ X (

1

µ(Q)

∫

Q

ωqdµ

)1/q

≤ C

(
1

µ(Q)

∫

Q

ωdµ

)
.

For the weight ω, we define the associated measure (written by the same symbol) ω by
dω := ωdµ and we denote Lp

ω := Lp(X, dω) the corresponding weighted Lebesgue space.
For the considered weights, the space L∞

ω does not depend on ω and will always be equal
to L∞.

We have the well-known following properties (chapter 9 of [19] for the Euclidean case) :

Proposition 3.19. 1) For s ∈ (1,∞) the maximal operator MHL,s is bounded on Lp(ω)
for all p ∈ (s,∞) and ω ∈ Ap/s.
2) For p ∈ (1,∞) and ω an Ap-weight, there exists some constants C, ǫ > 0 such that for
all balls Q and all measurable subsets A ⊂ Q, we have :

ω(A)

ω(Q)
≤ C

(
µ(A)

µ(Q)

)ǫ

. (3.13)
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3) For ω a nonnegative function and p ∈ (1,∞), we have the following equivalence :

ω ∈ Ap ⇐⇒ ω1−p′ ∈ Ap′.

We give the weighted version of Theorem 3.12 :

Theorem 3.20. Assume that for σ > β ′, the operator Mσ is bounded by MHL,β′. Let
θ ∈ (0, 1], s ∈ [1,∞], q ∈ [β ′,∞) and t satisfying

1 − θ

q
=

1

t
>

1

σ
.

Let ω be a weight belonging to RH(σ/t)′∩Aq/β′. Then there exists a constant c = c(θ, s, σ, q)
such that for all function f ∈ Lβ′ ∪ Lq : if f ∈ (Lq

ω, (H1)∗)θ,s then f ∈ Lt,s
ω and

‖f‖Lt,s
ω

≤ c‖f‖(Lq
ω ,(H1)∗)θ,s

.

Proof : The proof is similar to the one of Theorem 3.12. It is based on Lemma 3.10.
Using the same ideas and the weighted Theorem 3.1 of [3], we prove this following one :

Lemma 3.21. Assume that for σ > β ′, Mσ is bounded by MHL,β′. Let for s ∈ (1, σ
β′ ], ω

be a weight belonging to RHs′. Then for all ρ large enough and for all γ < 1 we have a
“good lambdas inequality” : for all λ > 0

ω
({

MHL,β′(h) > ρλ, M ♯
β′(h)(x) ≤ γλ

})
.
(
γρ−β′

+ ρ−σ
)1/s

ω ({MHL,β′(h) > λ}) .

The implicit constant does not depend and ρ and γ. In addition we have that for all
exponent q ∈ [β ′, σ) there exists a constant c = C(q) such that for all function h ∈ Lβ′

c‖h‖Lq
ω
≤ ‖M ♯

β′(h)‖Lq
ω
≤ c−1‖h‖Lq

ω
. (3.14)

Then we obtain the weighted version of Proposition 3.9 :

Proposition 3.22. Assume that for σ > β ′, the operator Mσ is bounded by MHL,β′.
Then for q ∈ [β ′,∞), s ∈ (1, σ

β′ ] and a weight ω ∈ RHs′ ∩ Aq/β′, for all κ ≥ 2 there is a

constant c2 = c2(q, κ) ≥ 1 such that for all t > 0 we have the following estimate of the
K-functional : for every function f ∈ Lβ′

K(t, MHL,q(f), Lq,∞
ω , L∞) ≤ c2

[
K(t, f, Lq

ω, (H1)∗)

+κ1−σ/(sq)K(κσ/(sq)t, MHL,q(f), Lq,∞
ω , L∞)

]
. (3.15)

Proof : The proof is exactly the same as the one of Theorem 3.9. We just have to
check that the maximal operator M ♯

β′ is of weak type (q, q) for the new measure ω. Under
our assumption, this operator is bounded by MHL,β′, which is well bounded on Lq

ω as
ω ∈ Aq/β′ . ⊓⊔
Then the end of the proof is the same, and so Theorem 3.20 is proved (by taking s = σ/t).
We obtain also the following result :
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Theorem 3.23. Assume that the Hardy space H1 is complete, µ(X) = ∞ and that for
σ > β ′, the operator Mσ is bounded by MHL,β′. Let p ∈ (1, β], θ ∈ (0, 1), s ∈ [1,∞) and
t ∈ (1,∞) satisfying

1

t
=

1 − θ

p
+ θ <

1

σ′ .

Let ω be a weight in RH 1−t′

1−
p′

b′

∩ At/σ′ and assume that H1 is continuously embedded into

L1
ω. Then we have the following equivalence :

Lt,s
ω ≃ (Lp

ω, H1)θ,s. (3.16)

Proof : We let the detailled proof to the reader. The proof is analog to the one of
Theorem 3.13 using in addition some weighted arguments. We use the fact that (see
Proposition 2.1 of [3]) : for 1 ≤ x ≤ ∞ and 1 ≤ y < ∞

ω ∈ Ax ∩ RHy ⇐⇒ ωy ∈ Ay(x−1)+1. (3.17)

So we can compute that

ω ∈ RH 1−t′

1−
p′

b′

∩ At/σ′ ⇐⇒ ω1−t′ ∈ RH(σ/t′)′ ∩ Ap′/β′ .

Then we use Theorem 3.20 with the weight ω1−t′. We have to be careful because we are
using duality with respect to the measure µ therefore

(
Lt,s

ω

)∗
= Lt′,s′

ω1−t′ .

⊓⊔
Remark 3.24. The constant appearing in (3.16) for the embedding

Lt,s
ω →֒ (Lp

ω, H1)θ,s (3.18)

is independent on the constant of the embedding H1 →֒ L1
ω. So to check this last inclusion,

we can also assume that the weight is bounded and that H1 →֒ L1. Then the implicit
constant in (3.18) does not depend on ‖ω‖∞.

We introduce the following definition due to [3] :

Definition 3.25. For ω a nonnegative function on X and 0 < p0 < q0 ≤ ∞ two exponents,
we introduce the set

Wω(p0, q0) :=
{
p ∈ (p0, q0), ω ∈ Ap/p0 ∩ RH(q0/p)′

}
.

Remark 3.26. With the notation of Theorem 3.23, since t′ ≤ p′ then 1−t′

1− p′

β′

≥ (β
t
)′. Thus if

ω is a weight in RH 1−t′

1−
p′

β′

∩ At/σ′ , then t ∈ Wω(σ′, p).
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4 Applications.

4.1 The linear theory.

To apply the previous abstract results, it is important to know when an operator is
continuously acting in our Hardy spaces. We recall the following result of [6] :

Proposition 4.1. Let T a linear operator satisfying the following “off-diagonal” esti-
mates : for all ball Q, for all j ≥ 0 there exist coefficients γj such that for all Lβ-functions
f supported in Q

(
1

µ(2j+1Q)

∫

Sj(Q)

|T (BQ(f))| dµ

)
≤ γj

µ(Q)

µ(2jQ)

(
1

µ(Q)

∫

Q

|f |βdµ

)1/β

. (4.1)

If the coefficients γj satisfy

Λ :=
∑

j≥0

γj < ∞, (4.2)

then there exists a constant C = C(Λ) such that for all atom f ∈ H1
ato

‖T (f)‖L1 ≤ C.

Consequently T is continuous from H1
F,ato into L1.

In [6], the authors have given a molecular version too.

Remark 4.2. 1−) The coefficients γj may depend on the ball γj = γj(Q) and then we have
to replace (4.2) by

sup
Q ball

∑

j≥0

γj(Q) < ∞.

2−) We can just assume that T is a sublinear operator or a positive linearizable operator
which is meaning that there exists a Banach space B and a linear operator U defined from
Lβ into Lβ(X,B) such that

∀f ∈ Lβ , T (f)(x) = ‖U(f)(x)‖B , µ − a.e. .

This improvement is useful to study some maximal operators.

We would like to deduce that T can be continuously extended on the whole Hardy space
H1

ato. We know from the work [8] of M. Bownik that it is not sufficient in the general case
to have boundedness on all the atoms. Using ideas of [6], we can found an operator U
bounded from H1

ato into L1, which coincides with T on H1
F,ato. However we do not know

if U and T coincide on more general functions in the Hardy space.
Fortunately to use interpolation, it is not a problem. So we will describe our interpolation
result and we will finish this section by giving some conditions that permit us to extend
our operator to the whole Hardy space.

18



Theorem 4.3. Let us assume 1 ≤ σ′ < p0 ≤ β, H1
ato →֒ L1 and µ(X) = ∞. Let T be an

Lp0-bounded sublinear operator such that for all balls Q and for all functions f supported
in Q

∀j ≥ 0

(
1

µ(2j+1Q)

∫

Sj(Q)

|T (BQ(f))|p0 dµ

)1/p0

≤ γj
µ(Q)

µ(2jQ)

(
1

µ(Q)

∫

Q

|f |βdµ

)1/β

(4.3)
and

∀j ≥ 0

(
1

µ(2j+1Q)

∫

Sj(Q)

|f − BQ(f)|β dµ

)1/β

≤ γj
µ(Q)

µ(2jQ)

(
1

µ(Q)

∫

Q

|f |σ′

dµ

)1/σ′

,

where the coefficients γj satisfy ∑

j≥0

γj < ∞.

Then for all exponents p ∈ (σ′, p0), there exists a constant C = C(p) such that

∀f ∈ Lp0 ∩ Lp, ‖T (f)‖Lp ≤ C‖f‖Lp.

Remark 4.4. We have seen in [6] that for this particular application, we can choose a
space X of finite measure then the extra term is not a problem.
In [6], we have already proved this result without the assumption H1

ato →֒ L1 for lineariz-
able operators. Here we want to explain the proof using real interpolation theory and so
the result is true and new for general sublinear operators.

Proof : In [6], we shew that under these assumptions, the maximal operator Mσ (de-
fined by (3.1)) is bounded by MHL,β′. In addition we know that T is Lp-bounded. From
Proposition 4.1 we know that T is bounded from H1

F,ato into L1. We can use real in-
terpolation theory and obtain for θ ∈ (0, 1) and s ∈ (1,∞) the boundedness of T from
(Lp, H1

F,ato)θ,s to (Lp, L1)θ,s. We know that this last intermediate space corresponds to the
Lebesgue space. In addition from Theorem 3.14, we know that the norm ‖ ‖

(Lp,H1
F,ato)θ,s

is equivalent to the norm in Lt,s and that

(Lp, H1
F,ato)θ,s = Lt,s ∩ Lp,

with
1

t
= θ +

1 − θ

p0
<

1

σ′ .

We then obtain the desired conclusion with t = p = s. ⊓⊔
Remark 4.5. In [6], we have already obtained a weighted result for linearizable operators
satifying (4.3) : consider T a linearizable operator of Theorem 4.3 then for all weight ω
and every exponent p ∈ Wω(σ′, β), there is a constant C such that

∀f ∈ Lp0 ∩ Lp
ω, ‖T (f)‖Lp

ω
≤ C‖f‖Lp

ω
.

With our previous weighted results, we can describe a similar weighted version for a
general sublinear operator but we have to require

ω ∈ RH 1−p′

1−
p′0
β′

∩ Ap/σ′ ,
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which is a stronger assumption due to Remark 3.26. However it is interesting to note that
this stronger assumption permit us to obtain a weighted interpolation result for sublinear
operators, where as the weaker condition (p ∈ Wω(σ′, β)) requires a linearizable operator
due to the use of duality.

We finish this subsection by studying the following problem : let T be an operator bounded
on all the atoms in the space L1. Can we extend it continuously in the whole Hardy space
H1

ato with its natural norm ? This problem was studied for particular case in several
papers (see [29] and [34]). Following the ideas of [29], we have the following result :

Proposition 4.6. Assume that the Hardy space H1
ato →֒ L1 and that

⋂

Q balls

ker(B∗
Q) ⊂ L∞.

Here we use the notation of Lemma 3.8 : B∗
Q is acting on Lβ′

+ (H1
ato)

∗.
Let T be a Lβ-bounded linear operator with a constant C such that for all atoms f ∈ H1

ato,
we have

‖T (f)‖L1 ≤ C.

Then it can be continuously extended on H1
ato into L1.

Proof : We know (see [6] or [29]) that there exists an operator U continuous from H1
ato

into L1 such that for each atom m : U(m) = T (m). We have to prove that

∀f ∈ Lβ ∩ H1
ato, U(f) = T (f).

To prove this fact, we use duality. Let f ∈ Lβ compactly supported and g ∈ L∞ ∩ Lβ′
.

For all balls Q, BQ(f) ∈ H1
F,ato because µ is a borelian measure. So

〈T (BQf), g〉 = 〈U(BQ(f)), g〉.

We deduce that
〈f, B∗

QT ∗g〉 = 〈f, B∗
QU∗g〉.

Hence for all compactly supported functions f ∈ Lβ,

〈f, B∗
Q(T ∗g − U∗g)〉 = 0,

therefore B∗
Q(T ∗g −U∗g) = 0. We know that h := T ∗g − U∗g ∈ Lβ′

+ (H1
ato)

∗. Under our
assumption, we conclude that h ∈ L∞ and so for each atom m

〈m, h〉 = 0.

As the Hardy space H1
ato is embedded into L1, by the duality L1 − L∞, we know that

〈m, h〉 =
∫

mhdµ. Thus for all functions f ∈ H1
ato we have

〈f, h〉 = 0.

In particular for f ∈ Lβ ∩ H1
ato, we get

〈f, h〉 = 0 =Lβ 〈f, T ∗g〉Lβ′ −H1
ato

〈f, U∗g〉(H1
ato)

∗ =Lβ 〈T (f), g〉Lβ′ −H1
ato

〈U(f), g〉(H1
ato)

∗ .

This is true for all functions g ∈ L∞ ∩ Lβ′
. We deduce that T (f) = U(f) in

(
L∞ ∩ Lβ′)∗

and so T (f)(x) = U(f)(x) for almost every x ∈ X. ⊓⊔
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4.2 The bilinear theory.

In all this subsection, we implicitly use a space of homogeneous type X with an infinite
measure : µ(X) = ∞, in order to use our interpolation result of Theorem 3.14.

We are interested in a bilinear version of Theorem 4.3. We choose two collections B1 :=
(B1

Q)Q∈Q and B2 := (B2
Q)Q∈Q and two exponents β1, β2 ∈ (1,∞]. We assume that B1 is a

collection of Lβ1-bounded operators and that B2 is a collection of Lβ2-bounded operators.
We can also define two kinds of Hardy spaces H1

B1 and H1
B2 . According to Definition

2.5, we can construct the spaces H1
F,ato,B1 and H1

F,ato,B2 . In this context, we have also the
following bilinear results :

Proposition 4.7. Let T be a bilinear operator with coefficients (γj)j≥0 satisfying for all
balls Q1, Q2 and for all functions f, g supported in Q1 and Q2, we have for l = 1, 2 and
for all j1, j2 ≥ 0
(

1

µ(2jl+1Ql)

∫

Cj1
(Q1)∩Cj2

(Q2)

∣∣T (B1
Q1

(f), B2
Q2

(g))
∣∣ dµ

)
.

γj1γj2

µ(Q1)

µ(2j1Q1)

µ(Q2)

µ(2j2Q2)

(
1

µ(Q1)

∫

Q1

|f |β1dµ

)1/β1
(

1

µ(Q2)

∫

Q2

|g|β2dµ

)1/β2

(4.4)

with coefficients γl satisfying ∑

l≥0

γl . 1. (4.5)

Then the operator T is continuous from H1
F,ato,B1 × H1

F,ato,B2 into L1/2.

Proof : We will use ideas of [21]. Let f ∈ H1
F,ato,B1 and g ∈ H1

F,ato,B2 , we can also write
them with a finite atomic decomposition :

f =
∑

Q

λQB1
Q(fQ) g =

∑

R

τRB2
R(gR)

with the appropriate properties for fQ and gR : fQ is supported in Q with ‖fQ‖β ≤
µ(Q)−1/β′

, ∑

Q

|λQ| ≤ 2‖f‖H1
B1

(4.6)

and similarly for gR, relatively to the ball R. So we have to study

T (f, g) =
∑

Q,R

λQτRT (B1
QfQ, B2

RgR).

We decompose with the coronas around the balls

T (f, g) =
∑

Q,R

∑

i,j≥0

λQτRT (B1
QfQ, B2

RgR)1Ci(Q)∩Cj(R).

To estimate the norm ‖T (f, g)‖L1/2 by symmetry we need just to study the sum over the
extra condition

2irQ ≤ 2jrR, (4.7)

where r corresponds to the radius of the ball. We recall Lemma 2.1 of [21] :

21



Lemma 4.8. For r ≤ 1, there exists a constant C and δ > 1 such that for all collection
(Qk)k of balls and (gk)k collection of nonnegative integrable functions supported in Qk we
have ∥∥∥∥∥

∑

k

gk

∥∥∥∥∥
Lr

≤ C

∥∥∥∥∥
∑

k

(
1

µ(Qk)

∫
gk

)
1δQk

∥∥∥∥∥
Lr

.

Proof : The proof is explained in the particular case of Rn, using the dyadic structure
of the euclidean space. However the proof can easily be extended to a general space of
homogeneous type using its dyadic structure (proved in [10]) so we let the details to the
reader. ⊓⊔
Now using this Lemma with r = 1/2, we get

‖T (f, g)‖L1/2 .

∥∥∥∥∥
∑

Q,R

∑

i,j≥0

|λQ| |τR|
∣∣T (B1

QfQ, B2
RgR)

∣∣1Ci(Q)∩Cj (R)

∥∥∥∥∥
L1/2

.

∥∥∥∥∥∥

∑

Q,i

|λQ|




∑

R,j

|τR|
∣∣T (B1

QfQ, B2
RgR)

∣∣1Ci(Q)∩Cj (R)



12iQ

∥∥∥∥∥∥
L1/2

.

∥∥∥∥∥
∑

Q,R

∑

i,j≥0

|λQ| |τR|
(

1

µ(2iQ)

∫

Ci(Q)∩Cj(R)

∣∣T (B1
QfQ, B2

RgR)
∣∣ dµ

)
1δ2iQ

∥∥∥∥∥
L1/2

.

We can use the doubling property of the measure, the estimates (4.4) and (4.7) to finally
obtain

‖T (f, g)‖L1/2 .

∥∥∥∥∥
∑

Q,R

∑

i,j≥0

|λQ| |τR| γiγj

µ(Q)µ(R)

µ(2iQ)µ(2jR)

(
1

µ(Q)

∫

Q

|fQ|β1dµ

)1/β1
(

1

µ(R)

∫

R

|gR|β2dµ

)1/β2

1δ2iQ12δ2jR

∥∥∥∥∥
L1/2

.

We can “add” the function 12δ2jR due to the condition (4.7). With the estimates on fQ

and gR, we have

‖T (f, g)‖L1/2 .

∥∥∥∥∥
∑

Q,R

∑

i,j≥0

|λQ| |τR|
γiγj

µ(2iQ)µ(2jR)
1δ2iQ12δ2jR

∥∥∥∥∥
L1/2

.

∥∥∥∥∥
∑

Q,R

∑

i,j≥0

|λQ| |τR|
γi

µ(2iQ)
1δ2iQ

γj

µ(2jR)
12δ2jR

∥∥∥∥∥
L1/2

.

By using Hölder inequality, we get

‖T (f, g)‖L1/2 .

∥∥∥∥∥
∑

Q,i

|λQ|
γi

µ(2iQ)
1δ2iQ

∥∥∥∥∥
L1

∥∥∥∥∥
∑

R,j

|τR|
γj

µ(2jR)
12δ2jR

∥∥∥∥∥
L1

.

Then the proof is finished with the properties (4.5) and (4.6) and the doubling property
of the measure µ. ⊓⊔
If we would like to use the Hardy space for just one of the two functions, we have the
following version :
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Proposition 4.9. Let assume 1 < β1, β2. Let T be a bilinear operator with coefficients
(γj)j≥0 such that for all balls Q1 and all balls Q2 with radius rQ2 = 1, for all functions
f, g supported in Q1 and Q2, we have for l = 1, 2 and for all j1, j2 ≥ 0
(

1

µ(2jl+1Ql)

∫

Cj1
(Q1)∩Cj2

(R2)

|T (BQ1f, g)| dµ

)
.

γj1γj2

µ(Q1)

µ(2j1Q1)

µ(Q2)

µ(2j2Q2)

(
1

µ(Q1)

∫

Q1

|f |β1dµ

)1/β1
(

1

µ(Q2)

∫

Q2

|g|β2dµ

)1/β2

(4.8)

with coefficients γl satisfying ∑

l≥0

γl . 1. (4.9)

Then the operator T is continuous from H1
F,ato,B1 ×Lr2 into Lr for all exponents satisfying

0 < β2 < r2 ≤ ∞ and
1

r
=

1

r2
+ 1. (4.10)

Remark 4.10. The scale rQ2 = 1, taken for the balls Q2 is not important. The important
fact is to have these “off-diagonal” decays for all balls Q2 at a fixed scale.

Remark 4.11. Let assume that T satisfies Proposition 4.9 with β2 = ∞ then, by the same
arguments as we will explain in the proof, we can show that for each function g ∈ L∞,
the linear operator f → T (f, g) satisfies Theorem 4.3 about linear operators.

Proof : The proof is similar to the previous one with choosing B2
Q2

= Id. First we will
prove a weak type estimate for the bilinear operator. So let R be a set of finite measure.
We fix a function g supported on R and bounded by 1. We use a bounded covering of the
space X with balls of radius 1 : (Q2)Q2. We decompose the function g over this covering
and so as previously with r2 ≥ β2 we get :

‖T (f, g)‖Lr .

∥∥∥∥∥
∑

Q1,Q2

∑

i,j≥0

γi

µ(2iQ1)
1δ2iQ1

γjµ(Q2)

µ(2jQ2)

(
µ(R ∩ Q2)

µ(Q2)

)1/r2

12δ2jQ2

∥∥∥∥∥
Lr

.

By Hölder inequality and property (4.6), as r2 ≥ 1 we obtain

‖T (f, g)‖Lr . ‖f‖H1
F,ato

∑

j≥0

γj

∥∥∥∥∥
∑

Q2

µ(Q2)

µ(2jQ2)

(
µ(R ∩ Q2)

µ(Q2)

)1/r2

12δ2jQ2

∥∥∥∥∥
Lr2

.

However there exists a constant C = C(X) such that for all x ∈ X, for all j ≥ 0

∑

Q2
x∈2jQ2

µ(Q2)

µ(2jQ2)
≤ C. (4.11)

This is due to the following fact : all the balls Q2 have the same radius so for Q1
2, Q

2
2 two

balls considered in the sum, we have µ(2jQ1
2) ≃ µ(2jQ2

2). Then we use that the collection
of the balls Q2 is a bounded covering. Using (4.11), we obtain
∥∥∥∥∥
∑

Q2

µ(Q2)

µ(2jQ2)

(
µ(R ∩ Q2)

µ(Q2)

)1/r2

12δ2jQ2

∥∥∥∥∥

r2

Lr2

.

∫ ∑

Q2

(
µ(R2 ∩ Q2)

µ(Q2)

)
µ(Q2)

µ(2jQ2)
12δ2jQ2

dµ

.
∑

Q2

µ(R ∩ Q2) . µ(R).
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We have (again) used at the last inequality the fact that the collection of the balls is a
bounded covering. We deduce also that

‖T (f, g)‖r . ‖f‖H1
F,ato

µ(R2)
1/r2 .

Then for f fixed, the linear operator T (f, .) is of weak type (r2, r) for all exponents (r2, r)
satisfying (4.10). The strong continuities are obtained by real interpolation for Lorentz
spaces. ⊓⊔
These two propositions will permit us to refind results about bilinear Calderón-Zygmund
and related operators. We will explain these examples in the following section.

For convenience, we will use the following definition :

Definition 4.12. Let p0 ≤ β be exponents and H1 be a Hardy space defined by a
collection B of Lβ-bounded linear operators. We say that the space H1 is “Lp0 − Lβ

regularizing” if the maximal operator Mp′0
(defined by 3.1) is bounded by the Hardy-

Littlewood operator MHL,β′ and if the Hardy space is embedded into L1.

Remark 4.13. Under the previous notations, we have seen that if H1 →֒ L1 there exist
coefficients γj such that for all balls Q and all functions f supported on Q

∀j ≥ 0

(
1

µ(2j+1Q)

∫

Sj(Q)

|f − BQ(f)|β dµ

)1/β

≤ γj
µ(Q)

µ(2jQ)

(
1

µ(Q)

∫

Q

|f |p0dµ

)1/p0

,

satisfying ∑

j≥0

γj < ∞,

then the Hardy space is Lp0 − Lβ regularizing.

Now using bilinear interpolation, we obtain the following theorems.

Theorem 4.14. Let assume that the Hardy space H1
F,ato,Bi

is Lqi − Lβi regularizing for
i = 1, 2 and for exponents 1 ≤ qi < βi. Let T be a bilinear operator satisfying the
assumptions of Proposition 4.7 and bounded from Lp1×Lp2 into Lp for exponents satisfying
pi ∈ (qi, βi] and

0 <
1

p
=

1

p1
+

1

p2
≤ 1.

Then for all θ ∈ (0, 1) such that

1

r1
:=

1 − θ

p1
+ θ <

1

q1

1

r2

:=
1 − θ

p2

+ θ <
1

q2

there exists a constant C = C(θ) satisfying

∀fi ∈ Lri ∩ Lpi , ‖T (f1, f2)‖Lr ≤ C‖f1‖Lr1‖f2‖Lr2 ,

with an exponent r given by
1

r1
+

1

r2
:=

1

r
.
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1

L1 = (1, 1)

L2

L3

1/q1

1

1/q2

1/p2

1/p1 1/r1

1/r2

Figure 1: Bilinear interpolation with the two Hardy spaces.

We can summarize this result with Figure 1.

So we have a strong continuity in the point L2. Proposition 4.7 describes the continuity
at the point L1 and then by bilinear interpolation, we obtain strong continuities for all
the points between L2 and L3.

Proof : We have shown (in Proposition 4.7) that the operator T is continuous from
H1

B1 × H1
B2 into L1/2. We know by assumption that it is continuous from Lp1 × Lp2 into

Lp with p, p1, p2 ≥ 1. We use then bilinear real interpolation. We work with a Lorentz
space L1/2 (which is a quasi-Banach space), the bilinear interpolation for these spaces is
studied in [23] by L. Grafakos and M. Mastylo. By the Corollary 5.1 of their paper, we
obtain that our operator T is continuous from (Lp1 , H1

B1)θ,s1 × (Lp2 , H1
B2)θ,s2 into the space

(Lp, L1/2)θ,s for all θ ∈ (0, 1) and all parameters si, s ∈ [1,∞] satisfying

1

s
+ 1 =

1

s1
+

1

s2
.

With our assumptions and taking si = 1, Theorem 3.13 gives us that

(Lpi, H1
Bi)θ,si

≃ Lri,si = Lri,1.

We already know that
(Lp, L1/2)θ,s ≃ Lr,1 →֒ Lr,∞

So by bilinear interpolation, we know that T is continuous from Lr1,1 × Lr2,1 into Lr,∞.
We now use bilinear interpolation for Lorentz spaces (see [24] and [31]) to conclude the
proof and to obtain strong continuity from Lr1 × Lr2 into Lr. ⊓⊔
We can use interpolation on just one side and not on the two sides together.

Theorem 4.15. Let assume that the Hardy space H1
F,ato,B1 is Lq1 −Lβ1 regularizing for an

exponent q1 < β1. Let T be a bilinear operator satisfying the assumptions of Proposition
4.9 and bounded from Lp1 × Lp2 into Lp with

0 <
1

p
=

1

p1
+

1

p2
≤ 1,
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p2 = β2 and p1 ∈ (q1, β1). Then for all exponent (r1, r2, r) such that

1

r
=

1

r1
+

1

r2

and

0 <

1
p2

− 1
r2

1
p1

− 1
r1

<

1
p2

1
p1

− 1
,

the operator T admits a continuous extension from Lr1 × Lr2 into Lr.

We can “think” this result with Figure 2.

1

1

1/p1

1/r2

1/r11/q1

1/p2

L2

Figure 2: Bilinear interpolation with one of the two Hardy spaces.

Proof : Proposition 4.9 shows us that we have a strong continuity for T on the line
r1 = 1 (with r2 ≥ β2). We assume that we have a first strong continuity on a point
(p1, p2) (which is the point L2 on the figure with p2 = β2). By bilinear interpolation,
we can deduce strong continuities in all the hatched region. We conclude the proof by
using Theorem 3.13 : we know that for r1 ≥ q1 the intermediate space corresponds to the
Lebesgue space. So in the most hatched region, we have strong continuities in Lebesgue
space. This domain is exactly decribes by the condition over the exponents. ⊓⊔

Then we can compute the two previous Theorems and combine them with duality and
bilinear interpolation to get other results, we let that to the reader. Similarly, we could
use interpolation with weighted Lebesgue spaces. For the moment, it is not clear what
kind of results in weighted spaces should be reasonnable. That is why we decide to not
describe the weighted version. However it is interesting to note that we could obtain
continuities in Lr1

ω1
× Lr2

ω2
in Lr

ω with different weights ω1, ω2, ω. In addition, as we will
see in the examples, it seems interesting to mixt these weighted results with the weighted
extrapolation theory, described by L. Grafakos and J.M. Martell in [22].

We would like to finish this section by an application of duality to obtain other bilinear
continuities. We follow ideas of [26] and [11]. In these two articles, the authors use duality
and the end point estimate (the continuity from H1

F,ato ×H1
F,ato into L1/2) to obtain other

continuities.
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Definition 4.16. Let T be a bilinear operator bounded from Lβ1 × Lβ2 into Lβ for
exponents β, β1, β2 ∈ [1,∞), we define its two adjoints T ∗1 and T ∗2 by

〈T (f, g), h〉 := 〈T ∗1(h, g), f〉 := 〈T ∗2(f, h), g〉.

So T ∗1 is bounded from Lβ′ × Lβ2 into Lβ′
1 and T ∗2 is bounded from Lβ1 × Lβ′

into Lβ′
2 .

Theorem 4.17. Let assume that we have parameters 1 ≤ q < β ≤ ∞ and a class BS of
bilinear operators such that :

1. For T ∈ BS, its two adjoints T ∗1, T ∗2 belong to the class BS.

2. For each operator T ∈ BS, there exist two Hardy spaces (H1
F,ato,B1 and H1

F,ato,B2)

Lq − Lβ regularizing such that T is continuous from H1
F,ato,B1 × H1

F,ato,B2 into L1/2.

Let T be an operator of this class BS. Assume that there exists three exponents p1, p2, p
′ ∈

(q, β) satisfying
1

p
=

1

p1

+
1

p2

,

such that T is continuous from Lp1×Lp2 into Lp. Then for any exponents r1, r2, r
′ ∈ (q, β)

satisfying
1

r
=

1

r1
+

1

r2

the operator T is continuous from Lr1 × Lr2 into Lr.

Proof : The arguments are written in details in [26]. We describe them by the figures 3
and 4. In the first one (Figure 3), we have drawn the domain for the exponents r1, r2.

1

1/r1

1/r2

1/q

1/q1/q′1/p1 1

A

1/β

1/p2

1/q′

1/β′

1/β 1/β′

Figure 3: Domain of admissible exponents.

Now we will prove how to obtain the continuity near the point A, with the next figure.

We start from the continuity on the point L2. Then we use bilinear interpolation with the
end point estimate at L1 (this is described in Theorem 4.14). We obtain also continuity
in Lebesgue space at the point L3. Then we use duality to obtain continuity for T ∗1 at
the point L4. By assumption 1−) of the class BS, we can repeat this procedure to T ∗1 so
we have continuity for it on the point L5. By duality, we obtain also continuity for T at
a point L6 (that we have not drawn for convenience) which is between the first point L2
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L1 = (1, 1)1

1/r1

1/r2

1/β 1/q

L4

L5

1/p1 1/q′ 1

1/β

1/p2

1/q′

1/q

1/β′

1/β′

L2

A

L3

Figure 4: Scheme of the proof.

and A. By iterating this procedure, we can approach the point A, as closed as we want.
By duality and symmetry, we obtain continuities for points as near as we want of the
extremal points. Then by bilinear interpolation, we get continuities in whole the convex
envelop, which corresponds to the hatched domain. ⊓⊔

All these results can seem to be technical. We will give examples in some well known
cases to show how use them.

5 Examples

We remember that in [7], we have already described an application of the linear theory
for the problem of maximal Lp-regularity associated to a Cauchy problem.
In this section, we give examples and we explain how to use the previous bilinear abstract
results.

5.1 The bilinear Calderón-Zygmund operators.

Let X be a space of homogeneous type with µ(X) = ∞. Choose for our BQ operator, the
exact oscillation

BQ(f) := f(x) −
(

1

µ(Q)

∫

Q

fdµ

)
1Q.

In this case, we know that the Hardy space H1
ato corresponds to the classical Hardy space

of Coifman-Weiss H1
CW (due to the work of E.M. Stein [32] and [33]). Then the operator

AQ is given by

AQ(f) :=

(
1

µ(Q)

∫

Q

fdµ

)
1Q

and we have that AQ = A∗
Q. We deduce also that

M∞(f) ≤ MHL,1(f),

where M∞ is defined by (3.1). So from Theorem 3.13, the Hardy space H1
F,ato is L1 −L∞

regularizing.
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In this case, let T be a bilinear operator associated to a bilinear kernel k such that for
all f, g compactly supported and for all x ∈ supp(f)c ∪ supp(g)c, we have the integral
representation :

T (f, g)(x) :=

∫

X

∫

X

k(x, y, z)f(y)g(z)dµ(y)dµ(z).

Let us assume that k satisfy the “standard” bilinear estimates (for a certain ǫ > 0) :

|k(x, y, z) − k(x, h, z)| .

(
d(y, h)

d(x, y) + d(z, x)

)ǫ
1

µ(B(x, d(y, x))) + µ(B(x, d(z, x)))2
(5.1)

for d(y, h) ≤ d(x, y)/2 and

|k(x, y, z) − k(x, y, h)| .

(
d(z, h)

d(x, y) + d(z, x)

)ǫ
1

µ(B(x, d(y, x))) + µ(B(x, d(z, x)))2
(5.2)

for d(z, h) ≤ d(x, z)/2.

5.1.1 Continuities in Lebesgue spaces.

Suppose in addition that we already know a strong continuity for T : T is continuous
from Lp1 × Lp2 to Lp with 1 ≤ p1, p2, p < ∞ and

1

p
=

1

p1

+
1

p2

.

Then we claim that this bilinear Calderón-Zygmund operator satisfies the required prop-
erties of Proposition 4.7 with β1 = β2 = ∞ and H1

B1 = H1
B1 = H1

CW . We quickly check
this fact. With the notations of this proposition : for j1 = j2 = 0, we only use the strong
continuity. For j1 > 0 and j2 = 0, we use the cancellation with BQ1 : by the classical
arguments, we have that for x ∈ Sj1(Q1) ∩ Q2 and g = BQ2(f2)

|T (BQ1(f1), g)(x)| ≤ 1

µ(Q1)

∫

Q1

∫

Q1

∫

X

|k(x, y, z) − k(x, h, z)| |f1(y)||g(z)|dµ(z)dµ(y)dµ(h).

By using the estimate about the kernel, we obtain :

|T (BQ1(f1), g)(x)| ≤
(∫

X

µ(Q1)
1+ǫ

µ(2j1Q1) + µ(B(x, d(z, x)))2+ǫ
dµ(z)

)
‖f1‖∞‖f2‖∞.

We can compute the integral over the variable z ∈ X and then we get

|T (BQ1(f1), g)(x)| ≤ µ(Q1)
ǫ

µ(2j1Q1))1+ǫ
‖f1‖∞‖f2‖∞ . 2−jδǫ µ(Q1)

µ(2j1Q1)
‖f1‖∞‖f2‖∞.

This inequality implies what we want with γj . 2−jδǫ. When the two index j1, j2 are non
vanishing, we use the cancellation for the smallest ball and then we obtain by the same
arguments the desired inequality with γj . 2−jδǫ/2. So the assumptions of Proposition
4.7 are satisfied. Therefore we can apply Theorem 4.14 and obtain the continuity from
H1

F,ato ×H1
F,ato into L1/2. This result was already obtained by L. Grafakos and N. Kalton
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in [21] for X = Rn. In [26], L. Grafakos and R. Torres have obtained the weak type
estimate L1 × L1 into L1/2,∞ for the euclidean space.

Now, we add the dual assumption of (5.1) and (5.2) :

|k(x, y, z) − k(h, y, z)| .

(
d(x, h)

d(x, y) + d(z, x)

)ǫ
1

µ(B(x, d(y, x))) + µ(B(x, d(z, x)))2
(5.3)

for d(x, h) ≤ d(x, y)/2 + d(x, z)/2.
Then this class of bilinear Calderón-Zygmund operators (satisfying (5.1),(5.2) and (5.3))
is stable by duality. By using Theorem 4.17 and combining it with the continuity from
H1

F,ato × H1
F,ato to L1/2 we deduce that for all exponents r, r1, r2 such that 1 < r1, r2 ≤ ∞

and

0 <
1

r
=

1

r1

+
1

r2

< 2

the operator T can be continuously extended from Lr1 ×Lr2 into Lr. So for these bilinear
Calderón-Zygmund operators (under the three assumptions (5.1), (5.2) and (5.3)), one
strong continuity implies all these continuities.

In addition in this case, using Proposition 4.9, we obtain the continuity of T from H1
F,ato×

Lr1 into Lr for 1 < r1 ≤ ∞ satisfying

1

r
=

1

r1

+ 1.

Applying this to T ∗1 with r1 = ∞, we obtain that T admits a continuous extension from
L∞

c × L∞
c into BMO. Here we note L∞

c for the set of compactly supported and bounded
functions.

All these results are already proved in [26] in the euclidean case and the authors have
described a “T(1)-bilinear Theorem” for this kind of operators to obtain a criterion to get
the important first strong continuity.

5.1.2 Continuities in weighted Lebesgue spaces.

Now we are interesting to weighted inequalities. In [25], L. Grafakos and R. Torres have
studied some weighted estimates for such bilinear Calderón-Zygmund operators in the
euclidean case. They succeed to obtain results to prove boundedness from Lr1

ω1
×Lr2

ω2
into

Lr
ω when the three weights are equal : ω1 = ω2 = ω and belong to a certain class using a

pointwise Cotlar’s inequality. Then in [22], L. Grafakos and J.M. Martell have described a
multiple weight extrapolation theory and have shown that a bilinear Calderón-Zygmund
operator is continuous from Lr1

ω1
×Lr2

ω2
into Lr

ω for ω1 ∈ Ar1, ω2 ∈ Ar2 and ω := ω
r/r1

1 ω
r/r2

2 .
These results are based on the pointwise estimates (5.1) and (5.2). If we just have local
estimates on the kernel, we could not have Cotlar’s inequality. So it is interesting to
describe what our weighted results (Subsection 3.3) gives for bilinear operators satisfying
only similar local estimates.

We could probably improve our weighted results with ideas of the weighted multilinear
extrapolation results of [22]. Let us give an example.
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Let T be a bilinear Calderón-Zygmund operator satisfying one strong continuity. From
the previous discussion and according to Remark 4.11, we can deduce that Ug := T (., g)
satisfies Theorem 4.3 for g ∈ L∞. By using Remark 4.5, we can also deduce that for a
weight ω1 ∈ Ap1 the operator Ug admits a continuous extension from Lp1

ω1
into Lp1

ω1
for

an exponent 1 < p1 < ∞. So we get that T is continuous from Lp1
ω1

× L∞ into Lp1
ω1

. By
symmetry for a weight ω2 ∈ Ap2 with 1 < p2 < ∞, we obtain that T is continuous from
L∞ × Lp2

ω2
into Lp2

ω2
. Now by bilinear interpolation, we obtain that T is bounded from

Lr1
ω1

× Lr2
ω2

into Lr
ω for exponents 1 < r, r1, r2 such that there exists θ ∈]0, 1[ with

1

r1
=

θ

p1
,

1

r2
=

1 − θ

p2
,

1

r
=

1

r1
+

1

r2
,

and with the weight ω = ω
p1θ/r
1 ω

(1−θ)p2/r
2 . The real interpolation theory of weighted

Lebesgue spaces is described in the book [5] at Sections 5.4 and 5.5. However this result
is weaker as the one described in [22]. Using their main weighted extrapolation result,
from the two continuities Lp1

ω1
× L∞ into Lp1

ω1
and from L∞ × Lp2

ω2
into Lp2

ω2
we can regain

their results described in [22]. So it seems to be useful to make a mixture of our weighted
results and the weighted extrapolation theory to obtain the strongest results.

5.2 The generalized bilinear Calderón-Zygmund operators.

In [11], X.T. Duong, L. Grafakos and L. Yan have generalized the previous example in
considering the same kind of bilinear operators associated to other oscillations. We explain
in this subsection, how we can regain their results.

On Rn, they choose operators At, which are given by their kernels at satisfying

|at(x, y)| ≤ t−n/sh

( |x − y|
t1/s

)
,

where s > 0 is a fixed parameter and h is a positive bounded decreasing function satisfying

lim
r→∞

rsn+ηh(rs) = 0

for a parameter η > 0. So the operator At is uniformly L∞-bounded and uniformly
L1-bounded.

According to these notations, we define for Q = B(x, r) a ball the operator AQ := Ar1/s,
and then BQ = Id − AQ. It is obvious to check that the assumptions on the kernel at

give us that our maximal operator M∞ (defined by (3.1)) is bounded by the maximal
function MHL,1. So with the exponent β = ∞, we can define our Hardy space H1

ato, which
is L1 − L∞ regularizing.

In [11], the authors used two Assumptions : Assumption 2.1 and Assumption 2.2, we recall.
The bilinear operator (f, g) → T (BQ(f), g) has a bilinear kernel k1

Q(x, y, z) satisfying the
following estimate

∣∣k1
Q(x, y, z)

∣∣ .
rǫ
Q

(|x − y| + |x − z|)2n+ǫ
+

1[−rQ,rQ](y − z)

(|x − y| + |x − z|)2n
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for |x − y| ≥ rQ and similarly for the operator (f, g) → T (f, BQ(g)). These assumptions
permit to the operator T to satisfy (4.4) of our Proposition 4.7 when one the index j1, j2

is non vanishing. The proof is similar to the one of the previous example, here there is
an extra term to be studied but similar arguments permit to obtain the desired estimates
(we let the details to the reader). So as for the previous example, if we already have
one strong continuity for this operator T , then we have the continuity in H1

F,ato × H1
F,ato

into L1/2, which can be compared to the weak type estimate L1 × L1 → L1/2,∞ obtained
in [11]. Then by the assumptions 3.1 and 3.2 of [11] (which correspond to the previous
assumptions for the operator T and its two adjoints), we construct a class of bilinear
operators which is stable by duality and so we can apply our Theorem 4.17 to obtain a
new proof of Theorem 3.1 of [11].

Using the same arguments as for the previous example, we can deduce that such operators
admit a continuous extension from L∞

c × L∞
c into the space BMOA, which is defined by

the norm

‖f‖BMOA
:= sup

Q

(
1

µ(Q)

∫

Q

∣∣f − A∗
Q(f)

∣∣ dµ

)
.

To prove this claim, we use Proposition 9.2 of [6], which “characterizes” the dual space
(H1

F,ato)
∗ ∩ L2 by this BMO space. This end-point estimate seems to be new compared

to results in [11].

So our results permit us to obtain a new proof of the main theorem of [11]. We have proved
our results with the most abstract framework and assumptions and so we can generalize
this example with restriction for exponents, more general operators At and work on a
space of homogeneous type. In addition as for the previous example, we can develop a

multiple weight theory for these operators. In [11], the authors show how multilinear
Calderón commutators could be thought as a particular case of these generalized bilinear
Calderón-Zygmund operators.

5.3 Applications to quadratic functionals.

In this subsection, we would like to describe how we can use this bilinear theory to study
quadratic linear functionals. For example let X = Rn and A be an n × n matrix-valued
function satisfying the ellipticity condition : there exist two constants Λ ≥ λ > 0 such
that

∀ξ, ζ ∈ Cn, λ|ξ|2 ≤ Re
(
Aξ · ξ

)
and |Aξ · ζ| ≤ Λ|ξ||ζ |.

We define the second order divergence form operator

L(f) := −div(A∇f),

and then we compute the quadratic linear functional :

SL(f)(x) :=

(∫ ∞

0

∣∣(tL)1/2etLf(y)
∣∣2 dt

t

)1/2

.

We define the limit exponent p− as

p− := inf

{
p ≥ 1, sup

t>0
‖etL‖Lp→Lp < ∞

}
.
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In [2], P. Auscher have proved that for p ∈ (p−, 2], the sublinear operator SL is Lp bounded.
We describe how we can regain this result. We bilinearize the square function with the
following bilinear operator :

BSL(f, g)(x) :=

∫ ∞

0

(tL)1/2etLf(y)(tL)1/2etLg(y)
dt

t
.

We have the direct equivalence for 1 < p < ∞ : SL is Lp bounded if and only if BSL

is bounded on Lp × Lp in Lp/2. By the L2 functional calculus, we start from the L2

boundedness of SL so BSL is bounded from L2 ×L2 into L1. Now we will use an adapted
Hardy space to obtain other continuities : for every ball Q, we choose our oscillation
operator

BQ(f) := (r2
QL)Me−r2

QL(f) or BQ(f) :=
(
Id − (Id + r2

QL)−1
)M

(f).

Then we can construct the atomic Hardy space H1
F,ato. Using the L2 off-diagonal decays

of the semigroup (see Section 2.3 of [2]), it is quite “classical” to obtain the assumptions
of our Proposition 4.7 (the arguments are very similar to those of Theorem 6.1 in [2]
(step3) and those in [27]). Then we get the boundedness of BSL from H1

F,ato × H1
F,ato

into L1/2. In addition for all p0 ∈ (p−, 2) we have Lp0 − L2 off diagonal estimates for the
semi group etL. Using Remark 4.13, we know that our Hardy space H1

F,ato is Lp0 − L2

regularizing. Applying Theorem 4.14, we also deduce that for all exponent p ∈ (p−, 2]
our bilinear operator BSL admits a continuous extension from Lp × Lp into Lp/2, which
is equivalent to the Lp boundedness of SL.

We have let the details to the interested reader. Here we want just explain how use the
bilinear theory to study quadratic functionals. It is interesting to note that this point of
view permit us to obtain the desired result without resorting l2 valued arguments.

5.4 The bilinear Marcinkiewicz multipliers.

In [20], L. Grafakos and N. Kalton have studied bilinear Marcinkiewicz multipliers on Rn.
A bilinear operator T is a bilinear Marcinkiewicz multiplier if it is associated to a symbol
σ by

T (f, g)(x) :=

∫

R2n

eix(α+β)f̂(α)ĝ(β)σ(α, β)dαdβ

satisfying
∀a, b ∈ Nn,

∣∣∂a
α∂b

βσ(α, β)
∣∣ ≤ |α|−|a||β|−|b|.

These operators are a little more singular than bilinear Calderón-Zygmund operators.
Such an operator has a bilinear kernel k(x − y, x − z) satisfying

∀a, b ∈ Nn,
∣∣∂a

y∂b
zk(x − y, x − z)

∣∣ ≤ |x − y|−n−|a||x − z|−n−|b|. (5.4)

We want in this subsection to explain what results can we obtain for these bilinear oper-
ators.
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From (5.4), a bilinear Marcinkiewicz multiplier is almost a bilinear Calderón-Zygmund
operator. So as for the first example, let us take our operators BQ equal to the exact
oscillation operator

BQ(f) := f(x) −
(

1

µ(Q)

∫

Q

fdµ

)
1Q.

We would like to apply Proposition 4.7. Let us take its notations. When the two index
j1, j2 are non vanishing, we can use cancellation on the two balls and as for the classical
bilinear Calderón-Zygmund operators, we can find very fast decay and so we can choose
for the coefficients γj := 2−jn/2. When the two indexes are equal to 0, we will use as
previously a strong continuity (assumed on the bilinear operator) to obtain the desired
inequality. The main difficulty is when one of the two index is equal to 0.

In [20], the authors obtained an equivalent condition over the symbol σ to a strong
continuity for the operator T . It is interesting to note that this condition is independent
on the different exponents. So they proved that if such an operator is continuous from
Lr1 × Lr2 into Lr with 1 < r1, r2 < ∞ and

1

r
=

1

r1
+

1

r2

then it is continuous for all the exponents satisfying the same properties. Due to the
similarity, we probably can show the assumptions of Proposition 4.7 when one of the two
index j1, j2 is equal to 0, assuming one strong continuity. But today this fact is not clear
for us.

We finish to underline the improvement of these ideas, compared with the ideas based
on a Calderón-Zygmund decomposition (used in [11, 26, 25]). The use of an appropriate
Hardy space and the bilinear interpolation theory permit us to reduce the problem to the
linear theory of Hardy spaces. In addition, it permits to study kindly the two arguments
of bilinear operators and so we hope to deduce a multiple weight theory for these kind
of operators. It will be interesting to combine our results with those of the weighted
extrapolation theory. In addition, we have given in Proposition 4.7, a criterion for a
bilinear operator to act on a Hardy space H1

F,ato. It will be interesting to obtain a weaker
condition, for example we have just seen that for a Marcinkiewicz multiplier this condition
is not obvious.
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