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FREQUENTIAL AND COLOR ANALYSIS

FOR HAIR MASK SEGMEN TATION

C. Rousset and P.Y. Coulon

GIPSA-Lab/Dis, Grenoble INP, UJF, CNRS

46 Avenue Félix Viallet -
ABSTRACT

In this paper, we present an automatic method fair h
segmentation. Our algorithm is divided into twopsteFirstly, we

take information from frequential and color anakysh order to

create binary masks as descriptor of the hair la@rat Secondly,
we perform a ‘matting treatment’ which is a processextract

foreground object from an image. This approach &sdad on

markers which are initialized from the fusion oéduential and
color masks. At the end of this process, we segthertiair from

the matting treatment result. Results are evaluaisthg semi-
manual segmentation references.

Index Terms— Hair segmentation, Face recognition,
Matting processing

1. INTRODUCTION

Hair is an important feature of human appearahigure 1shows

the importance of hair in face recognition. We aghito recognize
the two American politicians only thanks to thedirhstyle. Indeed
internal facial features of Bill Clinton have beeplaced to Al

Gore's face [1].

V't
Fig 1. "Presidential illusiofi (from [1])

Hair detection, analysis and use have not ldeeply explored
in the face recognition processing. Most of exiptinethods are
based on the study and characterization of thenatdeatures of
the face. Hair may also provide a cue for iderdtfiun process, at
least it can facilitate the process by reducingsiids matches. In
case of identity verification, the hair featuresaleration will be
even more useful because it will bring more paramsein a
description of a person.

Using hair in face recognition was consideneatll recently as
a non stable parameter because hair aspect camslhe eéhanged.
However even if people can changed their appearsigodicantly
by changing their hair style, the majority of thepplation keep a
usual and classic hair appearance. Only few peoplg change
their hair style and less of 2% do it regularly.

It appears that analysis and automatic setatien of hair are
not easy. Hair style can be very different from grerson to
another one. The two main characteristics aredlissow.
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- The presence and the distribution of the hairUnlike
internal facial feature like eyes and mouth, peogtm't have
always hair. Hair can be partially or totally abisgsthaved and bald
person). Hair can also appear split in severalspg@dnytail mats,
etc).

- The hue of hair. Hair doesn’'t have a uniform color
especially for clear color where roots and locks d&e very
different. The color of the hair is moreover hasdlefine with new
trends. The current fashion of using dye leadsind hair with
unnatural colors such as blue, green or violet.nam uniform dye
with highlights.

Recently, hair analysis has been developedsdientific
literature hence only few publications deals witlis ttopic. The
most relevant paper was recently published by Ybaad Davis
[2]. Their approach is based on analysis of tHemask obtained
by an automatic segmentation. They use region gipwirocess
based on a color model of hair. Once the hair nmskegmented,
they characterize hair style and define paramétength, volume,
color, symmetry, etc...)JTheir results are quite good unfortunately
they are not robust enough when hair and backgrarednot
uniform. Moreover evaluation is done using a subjecriterion.

Our goal is to find hair in picture whatever fortrarises and
with different background conditions. The methoel ave to use
should be adaptive to take into account the dityersi hair
position and hue. Our algorithm is divided into tateps. Firstly,
we perform a raw segmentation based on frequeatidl color
analysis to place markers in hair regions. Secoradlynatting
process is achieved to get the final hair mask eErpental results
are evaluated using semi-manual segmentation refese

This paper is organized as follows. Secigresents matting
process. In section 3, we present our algorithm hafir
segmentation. Section 4 shows our results and welwde in
section 5.

2. MATTING PROCESS

The principle of matting process is the creationao€omposite
picture by adding some foreground features on &gdvaand scene
or by changing the background scene. Matting metfaids as
input an image considered to be a composite ofegyfound image
F and a background imagB. The value of the i-th pixel is
assumed to be a linear combination of the corredipgn
foreground and background values:



L= ) m(b)

Fig 2. "Mattlng process Example of alpha matte estimated (b) by

matting process initialized by markers manuallygrga). White
curves represent foreground markers and black surepresent
background markers.

C=aF+@-a)B (2.1)
wherea is the pixel opacity or the blending componentddticed

in 1984 by Porter and Duff [3].

Matting process consists in evaluating the alpten pialled
‘alpha matte’ in order to estimate the foreground &ackground
plan. In our case, we need only the estimatiomefalpha matte to
segment hair.

Most of the recent methods use a trimap basethe Ruzon
and Tomasi work [4]. A trimap is a rough segmenptatof the
picture in three regions: the known foreground cbdéth alpha
equal to 1, the known background coded with alghakto 0 and
the unknown region where alpha must be estimat&niockOut

/ [ ‘Head area’ definition ] \

Frequential analysis } [ Color Analysis }

/

\ [ Fusion & Markers placements ] /
v

[ Matting process

Alpha matte
Hair segmented

Fig 3. "Hair segmentation algorithfn Representation of the
sequence of hair segmentation process

algorithm [5], F and B are assumed to be smooth and therepresents where the hair has the most probalbditge present

estimation is based on a weighted average of knfmneground
and background pixels. In Bayesian matting algoriff] the local

taking into consideration most of the hair type. \&aployed
Viola and Jones algorithm [10]. The algorithm d&tdbe face of

distribution is modelised thanks to a set of oeenGaussian. F, B each person in a picture and defines boxes inalueith face. The

and alpha are estimated to be more suitable wighGhussian

defined box is centred on the face and is not takimo account

distribution In Poisson matting [7], the alpha matte is computedhe hair. We define a "Head area" in order to idelthe hair into a

from a continuous matte gradient field by solvirgjig8on equation
using boundary information from the trimap.

The creation of a trimap is not adapted to automatic
approach of hair segmentation. Trimap-based appesagive
good results when unknown regions are narrowepbasible and
if F and B are well defined. The method developgd.évin et al
[8] [9] is more suitable for our problematic of automatic
segmentation. Making assumptions on local smoothnes
foreground and background values, they show thagfound and
background values can be analytically removed heg tefine a
quadratic cost function only depending on alphayTéstimate the
alpha matte by solving a sparse linear system wétaons. Finally,
they achieve to obtain precise alpha mattes orralataage from
only a small numbers of pixels which replaced tiraap (Fig 2).
We call these pixels ‘markers’.

3. HAIR SEGMENTATION

In this section, we present an algorithm for autiieretection and
segmentation of hair (Fig 3). Our approach consistthe best
automatic definition of markers placements in ortterobtain a
good alpha estimation by matting process. We defirarkers
positions from information obtained by frequentimhd color
analysis.

3.1. Definition of the “Head area”

Even if hair position is highly variable, we camsaler that hair is
around the face. We have to define a “Head arelaitiw

new box(Fig 4.b). This box is calculated from the size of the Viola
and Jones' box and anthropological data generaly dor face
drawing:

'Head area’' height 2*Viola heig
(.1

'Head area' Widthg * Viola widtt

3.2. Frequential analysis

As hair has a particular texture aspect, we sewratharacterize
hair with a frequential analysis of the picture. Wefine the
isotrope Gaussian bandwidth filter :

360 ~(fo-for
hair _ filter (f,,0) = J‘e 20° 32
6=0

with fy the central frequency amdthe bandwidth.

Applying this filter gives a frequential maphen we threshold
this map using equation:
1if frequential_
0 else

i V<= u-
frequential _ mask ,i j:{ mag j )<= u-o

(3.3)
with u the mean and the standard deviation of the frequential
map. Then we use morphomath treatment and labelfipgoach
to remove artefacts or small objects.

The threshold area includes hair and unfoteipgdome other
features of the image:



Fig 4. Description of the steps of the hair segmentagigorithm: (a) Initial picture, (b) ‘Head aredéfinition, (c) Frequential mas
(d) Color mask, (e) Fusion & markers placement {&hharkers represent foreground and black marlepsesent background),

(f) Alpha matte estimated, (g) Hair segmention

- Some parts of the background could be confuseti Wair.
(Clothes, textured walls and objects, trees ....)
- The facial internal features can be detected too.

Frequential mask is not relevant enough tueae good hair
segmentation. We need to add more information. Wilide done
using color .

3.3. Color analysis

Hair color is one of the common parameter that fetghl about to
describe someone. Color appears as a good desdapfind hair
localization. According to the difficulty to define a precise and
unigue color for hair, we assume that creating larcmodel is
insufficient to describe the entire hair mask. Thiedel can be
suitable for markers placement.

The color analysis is divided into two stefist, we calculate
a color model of hair based on image analysis.tifoe being we
work only with hairy people. We define a sample daw at the
top of the face where to compute the color moded. We color
information present in the area defined by the desdial mask.
We suppose that hair is only present on frequeates.

Secondly, for each color plan in the YCbCrocospace, we
calculate the average colar, f1,,11p) and the the standard deviation
(vrYvsyb) Of the sample window.

We create a binary color madki§4.d) following the equation:

i I(r,g,b)(i!j)Zlu(r,g,b)_y(r,g,b)
color_maskK i )= |(r’g'b)(l,j )< gyt Viegn
0 else

(3.4)
3.4. Fusion and Markers placement

Once we have created the two different masks (&etial and
color), we need to keep only the common informafi@m both
masks. We intersect the information taken fromfteguential and
color mask using the logical AND operator:

Caotwask (3.5)

Fusion mask = Frequential maﬁﬁ

We have now created a new binary mask wheghesents the
most probable hair position. Before starting thetimg treatment,

we have to place the white and black mark€ig @.e) We place
white markers (foreground) inside the fusion maske black
markers (background) are placed outside the fragaienask and
inside the frequential mask out of the ‘Head aréanally, we
perform the matting process according to the secioThe hair
segmentation is demonstrated applying the alph&enfag 4.fg)
to the initial picture fig 4.9).

4. EXPERIMENTAL RESULTS

4.1. Image database

We work only on database with women faces in frioviews. We
can explain our choice with following reasons: #ravorking
only with face view limits the possible cases anel @ould use
facial detection as starting point of our proc&dscondly we use
only women models because women have more différainstyle
which includes a part of men hair style and we @vacial hair
problem (beard, goatee, and mustache).

4.1.1.Home database (1)

This data set is a collection of 300 images (76878 pixels) of
different faces. Each picture was taken using foumibackground
under fixed lighting conditions. This databaseniiiesting for the
hair diversity

4.1.2.CALTECH database (2)

This data set is a collection of 450 images (8%®2 pixels) of 27
persons. Each picture was taken under severairgleonditions

and background. We have intentionally selected tlatabase to
test our algorithm in case of variable backgrounfimages

collected by Markus Weber in 1999 for Californisstitute of

Technology)

4.1.3.Hair mask reference database (3)

Hair mask reference doesn't exist. We have to ereae in order
to compare our results. Creating manually a pixelpixel data
base would be tedious and time consuming, so widefto avoid
it. Moreover precision of manual segmentation degenf the
operator’s judgement.

We prefer to generate our baseline by mixing manual
information and automatic process. We create thabdae with a
matting treatment from an image marked manuallpra hand, by
marking manually the picture, we can mark correethch area



corresponding to hair. On the other hand, with thatting
treatment, we take into account the small artefaststhe
background near the hair that we cannot take oth wihe
automatic hair segmentation.

4.2. Performance measurement

We measure the performance of our algorithm based criteria.
We calculate the false rejection rate (FRR) anddlse acceptance
rate (FAR).

- Thefalse rejection ratds the measure of the likelihood that the
biometric security system will incorrectly reject access attempt
by an authorized user. In our caB&R correspond at percentage
of pixels who are in the mask hair obtains by manmmark and
aren't into the hair mask obtain by automatic mark

- Thefalse acceptance rais the measure of the likelihood that the
system will incorrectly accept an access attempt &y
unauthorized user. In our ca$édR correspond at percentage of
pixels who are in the mask hair obtains by automatark and
aren't into the hair mask obtain by manual mark

4.3. Result evaluation

Rate of false refusal
Base (1) 9% 142 %
Base (2) 4,8% 38,7 %

Tab 1: Results obtained for a set of 200 pictures (1) &b8
pictures (2)

Rate of false acceptance

Results (1) show hair segmentation with an averate of false
refusal of 9 % and an average rate of false acoeptacoring at
14.2%. After segmentation, 90 % of the images haveverage
rate of false refusal less than 20 % while mora &% of images
have an average rate of false acceptance les2€h%m

Results (2) show to us hair segmentation aithaverage rate
of false refusal of 4.8 % and an average rate leéfacceptance is
of 38.7%. After segmentation, 95 % of the imagesehan average
rate of false refusal less than 10 % while only?65f images have
an average rate of false acceptance less than 20 %.

We can generally illustrate the false refusal wheats or
highlight lock are missed. On the contrary, thedacceptance can
generally be illustrated when locks are in frontfadial features,
some clothes or background elements are similaaiio

5. CONCLUSION

We achieve, in the majority of the cases, to segtienentire hair
mask. Our development has been focused to be dideptan
different hair styles and background conditionse Tombined use
of two masks obtained by frequential and color ysialleads to a
raw hair localisation in the picture. It's a goddstf approach to
provide relevant information to place markers. Tdétice of
matting approach represents a good way to segnantniask
especially because it can be very adaptive to theéetndefined by
the markers. We achieve to segment as well long(Ra 5.c) as
split hair region like ponytailig 5.d).

We perform our algorithm using Matlab solver on &GBIZ
CPU. Computing time is about 20 seconds using umaged
Matlab code for image of 200 by 300 pixels.

Fig 5: Examples of hair segmentation

Our algorithm is still limited in the following pscts:

The frequential and/or color information are notfeet, and
we can marked some non hair pix@sg 5.e, 5.f) We should
search others parameters for characterize hailizatian and
introduce a weighting function for the definitionf ¢the
markers based on the distance to the face. Ewee douldn't
define exactly the hair position, we can assume ltladé is
around face.

The markers are well placed on hair but their laesibn and
the lack of color informatioifFig 5.g) lead to bad estimation
of the alpha matte.

Our detection had natural limits and even a humaeraior
could hardly achieve good hair segmentation.
background features are very similar to hair imgéirency and
in color(Fig 5.h)

As a future work, we may introduce hairstyle moteguide the
segmentation process.
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