
HAL Id: hal-00322345
https://hal.science/hal-00322345v1

Submitted on 18 Sep 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Perceptual Categorization of Moving Sounds For
Synthesis Applications

Adrien Merer, Sølvi Ystad, Richard Kronland-Martinet, Mitsuko Aramaki,
Mireille R Besson, Jean-Luc Velay

To cite this version:
Adrien Merer, Sølvi Ystad, Richard Kronland-Martinet, Mitsuko Aramaki, Mireille R Besson, et al..
Perceptual Categorization of Moving Sounds For Synthesis Applications. International Computer
Music Conference, Aug 2007, Copenhagen, Denmark. pp.69-72. �hal-00322345�

https://hal.science/hal-00322345v1
https://hal.archives-ouvertes.fr


PERCEPTUAL CATEGORIZATION OF MOVING SOUNDS FOR

SYNTHESIS APPLICATIONS

Adrien Merer, Sølvi Ystad,

Richard Kronland-Martinet

Mitsuko Aramaki, Mireille

Besson, Jean-Luc Velay

CNRS - Laboratoire de
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ABSTRACT

The current study is part of a larger project aiming at of-

fering intuitive mappings for the control of synthesis mod-

els by semantic descriptions of sounds, i.e. simple ver-

bal labels related to various feelings, emotions, gestures

or motions. Hence, this work is directly related to the

general problem of semiotics of sounds. We here put a

special interest in sounds evoking different perceived mo-

tions. To focus on intrinsic invariants of sounds, we have

adopted the ”acousmatic” listening approach by consti-

tuting a set of sounds composed of recorded sounds for

which the sound producing sources are as unrecognizable

as possible. We also included synthesized sounds to ex-

amine specific assumptions related to the physics of mov-

ing sound sources. We then studied the perceptual catego-

rization of these sounds using categorization tasks. In this

paper, the experimental design of the listening tests is de-

scribed and the results obtained from behavioural data are

discussed. We finally present some perspectives directly

linked to synthesis applications.

1. INTRODUCTION

In the sound design context, synthesizing sounds from

simple verbal labels related to various feelings, emotions,

gestures or motions is still an open problem. Also in a

musical context, composers want to create or transform

sounds by acting on parameters that are relevant from a

perceptual point of view. This is a huge and complicated

problem, which necessitates the association of acoustics

and cognitive sciences. For that, we propose a general

methodology which is based on 3 steps:

• Determination of sound categories;

• Determination of invariants representative of these

sound categories;

• Control of synthesis processes based on these in-

variants (sonification).

The current study addresses the case of sounds evoking

different motions. For instance, motion is a primordial as-

pect of the appreciation of music. Indeed, in [3], authors

studied the association between musical parameters and

images of motion, and identified important links between

gesture and various parameters such as pitch, loudness and

rhythm.

The first step consisted in determining categories of

sounds evoking motions by listening tests. Thus, the con-

stitution of the sound data bank dedicated to these tests

was fundamental. To focus on the intrinsic properties of

sounds, it was of importance to dissociate sounds from

any cultural references. Consequently, we used sounds

which do not evoke identifiable sources but which, how-

ever, convey a signification. This approach is in accor-

dance with the so-called ”acousmatic” listening concept

([5], p.91 ) consisting in listening to the intrinsic property

of a sound without paying attention to the source that cre-

ated the sound. This approach should favour the listening

of sounds as sound objects with a certain shape and mass

as defined by Schaeffer [5].

With those considerations in mind, we constituted a set

of sounds collected from data banks made by electroa-

coustic composers. In particular, this was done to obtain

a set of sounds as neutral as possible in the sense that the

subjects’ associations related to the sounds should not de-

pend on their cultural background and musical training.

Synthesized sounds were also included in the sound

material to integrate some assumptions related to the physics

of moving sound sources. In practice, the following phys-

ical phenomena were simulated: Doppler effect, air ab-

sorption, reverb rate (for propagation inside a room). We

tested if sound transformations corresponding to each of

these physical phenomena simulated independently can

evoke specific motions.

To define categories from the collected set of sounds,

we conducted 2 categorization tasks where participants

were asked to group sounds as function of the evoked

motions or displacements. In the first experiment, par-

ticipants were allowed to make as many groups as they

wanted, whereas, in the second experiment, they had to

group sounds in predefined categories, each of them being

represented by a prototypical sound obtained from the re-

sults of the first experiment. This permit not to use verbal



label since it should be a problem as discussed in [1]. Free

categorization has many advantages (compared to dissem-

blance tests for example) in the sense that a lot of stimuli

can be tested. It gives simultaneously access to categories

(with verbal descriptions) and corresponding sounds. In

addition, no hypothesis about the existence of continuous

perceptual dimensions is needed. Furthermore, the second

task should correct the main problem of this kind of tests:

the high variance of the results.

We here present the design of the listening tests and

discuss the results obtained from behavioural data. Fi-

nally, we aim at finding common features (invariants) that

could be linked to the sense conveyed by the sound.

2. STIMULI

Recorded sounds

We preliminary collected about one thousand samples from

personal data banks belonging to electroacoustic composers

of the Music Conservatory of Marseille, with their agree-

ment. These samples are essentially dedicated for musical

compositions and are generally used as or after some au-

dio effect transformations. Among these samples, a selec-

tion of 62 sounds was effectuated with respect to different

criteria. First, according to the acousmatic listening con-

text, we avoided caricatured sounds (like sounds used for

cartoons) and sounds for which the sources were easily

identifiable. Second, we restricted our selection to sounds

that present a simple morphology (single event) and that

last no longer than 4 seconds. We also cared about the fact

that sounds should not be dramatically cut from a longer

sample. This point is of importance since it can influence

the categorization task if used as a strategy of compari-

son between sounds. Finally, according to analysis con-

straints, we aimed at constituting the most heterogeneous

sound panel with respect to timbre, duration and level.

Synthesized sounds

Hypothesis about acoustic information related to a mov-

ing sound source are tested by including additional sounds

obtained by transformation of 6 original recorded sam-

ples different from the 62 sounds previously selected. The

original samples were first modified to freeze the evolu-

tion of signal parameters by using a phase vocoder freez-

ing technique ([4]). Then, we applied sound transforma-

tions corresponding to the following physical phenomena:

air absorption, raise/decay of sound pressure level, reverb

and Doppler time compression/dilatation.

Air absorption is simulated by a first order low pass filter

with varying cutoff frequency (from 13-kHz to 30-Hz).

The raise/decay phenomenon is simulated by a geometric

1/r evolution of the sound pressure level, where r is the

distance between the source and the listener. The reverb

effect is effectuated by an Olaf Matthes freeverb MSP ob-

ject (freeverb is a Schroeder / Moorer reverb model) with-

out damping, max room size and varying reverb rate. Fi-

nally, the Doppler effect is reproduced with a delay line.

For a monochromatic delayed sound source s(t − Dt) =
eiωs(t−Dt) with a time varying delay time Dt, the instan-

taneous frequency ωl and the Doppler shift ωD are given

by:

ωl = ωs(1 −

dDt

dt
) ; ωD = ωs(

1 + vls

c

1 −
vsl

c

) (1)

where vsl and vls are the relative velocities between

the source and the listener. Therefore, for a static listener

(vsl = 0) and assuming that vsl << c, the delay time

is given by: dDt

dt
= −

vsl

c
. In practice, 4 sounds were

constructed to simulate these 4 physical phenomena inde-

pendently. In particular, reverb effect and air absorption

are computed for a source approaching the listener with

constant speed. The sound pressure level raise/decay and

Doppler frequency shift are computed for a linear uniform

movement of a sound source going past a fixed listener

from −50 to 50 meters in 6 seconds. Two sounds were

also constructed (with independently time dilatation/compression

and level variation) to simulate a rotating sound source

around a listener located close to the 9 meters radius loop

with an angular velocity of 18 tr/min.

3. TEST 1: FREE CLASSIFICATION TASK

Twenty-six students (9 females, 17 males) working on

CNRS campus in Marseille participated in the experiment.

They were between 19 and 30 years old (average 23,5), 19

had music experience and two of them had electroacoustic

music experience.

3.1. Experimental protocol

Stimuli were all monophonic with 16-bit 48kHz sampling

rate. The 2 listening tests were conducted in an audiomet-

ric cabin. Participants were placed in front of an imac

computer screen and listened to sounds through a Stax

3R202 headphone set under binaural conditions with a

SRM310 preamplifier (we used the internal sound card).

A training phase was effectuated for the participants to

adopt the ”acousmatic” listening and focus their attention

on the impression of motion evoked by sounds. This pre-

liminary test allowed us to check if the participants were

able or not to make abstraction from the sound source and

if they well understood the instructions.

The 68 sound samples represented by square symbols,

were initially positioned randomly on the screen. The

classification task consisted in grouping together sounds

evoking the same impression of motion or displacement.

Participants could listen to sounds and move them on the

screen with the mouse as often as they wanted. We did

not impose constraints about the number of categories to

make and we insisted on the fact they shouldn’t try to iden-

tify the nature of the sources that produced the sounds.

At the end of the task, participants were asked to describe



(by sentences or a few words) which type of motion asso-

ciated with each group they formed on the screen. They

finally wrote their global impression of the test (whether

the task was hard or boring, the choice of sound material,

etc ...).

3.2. Results

The test lasted from 21 to more than 60 min across par-

ticipants. Except for one, all of them were satisfactory

about the groups they have made. As expected, we ob-

served a high inter-subject variability in the number of cat-

egories. Indeed, participants formed in average 8.8 groups

(standard deviation: 3.9) but the number varied from 3 to

21 groups across participants. We noted that six partici-

pants formed groups composed of only one or two sounds.

One subject gave up the test, since no categories had been

formed after forty-five minutes and the screen was similar

to its initial state.

Definition of moving sound categories

We used three different methods to highlight categories

of evoked motions that were most frequently proposed by

participants and to identify the sound that was the most

significantly prototypical for each of these categories.

The first method consists in comparing words used by sub-

jects to describe their groups. We simply put together

similar words and exclude more complicated expressions

which would necessitate specialists in linguistics to be

well analyzed. Hence, we identified six categories corre-

sponding to the following motions: ”rotate”, ”fall down”,

”approach”, ”pass by”, ”go away” and ”go up”. These cat-

egories were proposed respectively by 69%, 54%, 46%,

46%, 46% and 34% of the participants. We also extracted

sounds corresponding to those categories according to the

percent of time they have been cited. Many sounds are in

two categories at a time since four of the six categories

have been made by less than 50% of the subjects. Despite

this, at least one sound appears more than 70% of the time

for each category.

Finally, the categories are correlated with two different

cluster analysis methods. Only hierarchical clustering method

will be presented here.

We computed a 68 × 68 dissimilarity matrix where

each cell indicates the percentage of participants that did

not group together the two sounds. The method consists

in linking together pairs of sounds with respect to their

similarity, then linking these pairs with other pairs until

all elements are grouped together. A dissimilarity matrix

reordered by this method (cf. fig1) permits to highlight

five groups which highly match five of the groups defined

by analysis of the subjects words. For example the first

six elements of the dissimilarity matrix contains the six

sounds which have been cited by more than 50% of the

subjects who made the category called ”pass by”.

Finally, for each group found in both semantic and clus-

ter analysis, we selected a stimulus to represent the cate-

Figure 1. Each point of the axes correspond to a stimu-

lus, the grey scale correspond to percent of time that two

sounds are grouped together. Black: 100% White: 0%

gory in the second test. Those ”prototypical” sounds have

been cited by at least 70% of the subjects and are not con-

cerned by an other category.

4. TEST 2: RESTRICTED CLASSIFICATION

4.1. Experimental protocol

Sixteen subjects participated in this experiment and all of

them had participated in the first one (within a break of

two weeks between the tests). The same stimuli as in

test 1 were used (in the same experimental conditions).

The task consisted in classifying them into predefined cat-

egories of motion. In practice, on the graphical interface,

the top half of the computer screen was split in five boxes

corresponding to these predefined categories. Sounds to

be categorized were randomly located in the bottom half

of the screen. These predefined categories were deduced

from the most representative ones obtained from listening

test 1. Instead of labelling the predefined categories with

a word, we represented each of them by the sound that

was judged as the most archetypal of the category during

test 1. Participants moved sounds from the bottom of the

screen into one of the boxes as function of evoked mo-

tions. They also were allowed to let sounds which were

unclassifiable on the bottom of the screen.

4.2. Results

We computed the percentage of time each sound was sorted

in each category of motion. In each category, sounds were

ordered as function of their occurrence frequency. Thus,

we arbitrary fixed a threshold value at 70% beyond which

sounds are defined as typical for the category. With such

a threshold, no sounds are representative of the category

”come near”, 2 are representative for ”rise”, 5 for ”fall

down” and ”pass by” and 9 for the category ”turn”. In a

further step, this threshold value has to be adjusted accord-

ing to the number of sounds needed for the determination

of the invariants of each category.

Most participants left some sounds at the bottom of the



screen, but 62% answered ”yes” to the question ”Was the

number of categories sufficient?”. Only 2 sounds are sorted

in no category more than 50% time.

Comparison with test 1

Test 2 gives groups that are valid for all the participants

opposite to the first test in which only two groups where

valid for more than 50% of the subjects. 70% found that

the second test was easier than the first one and the time to

complete the task were considerably lower in the second

test (average 19 min for the second 43 min for the first).

Differences between the subjects’ answers to the first and

to the second test is 23% (average of difference for each

subject). The consistency between the subjects answers

is not higher in test 2. This is most likely linked to the

fact that the participants focused on different aspects of

the sounds and therefore associated different motions to

them. Hence, the same sound can evoke motions such as

rotate, go away and rise at the same time. The second

test didn’t give the participants the opportunity to asso-

ciate more than one motion to each sound.

5. PHYSICAL CONSIDERATIONS

The two sounds simulating the Doppler effect and raise/decay

phenomena for a linear movement weren’t categorized to-

gether. Indeed, the second was typical for the category

”go past” whereas the first was not sorted in this category (

same comment for rotating sound source simulation). In-

deed, according to Lufti & al. [2], the most significant

cues for the perception of displacement of moderate ve-

locity (10m/s) are intensity and interaural time difference.

For high velocity displacements, the most significant cue

is related to the perception of frequency shift due to the

Doppler effect. Hence, cues used to perceive a source dis-

placement seem to differ as function of the variation range

of the velocity. To go further, it is important to see that

such transformations are not always efficient to give an

impression of motion.

6. TOWARDS THE DETERMINATION OF

INVARIANTS

We are currently testing several signal descriptors aiming

at finding signal invariants common to sounds grouped in

the same category. The first results showed that physical

consideration are not always sufficient to describe what

subjects experienced and how they perceive sounds. For

example in the category ”go past”, there is a sound with in-

creasing centroid (computed with time dependency). This

variation is in opposition to low pass filtering due to air ab-

sorption (and also to pitch shift due to doppler effects) for

a going away sound source but 72% of the subjects had

described this displacement to be approaching and then

going away. In the category ”fall down”, all the members

have decreasing pitch (as expected) but one is an impact

sound with no pitch change. This stimulus gives no infor-

mation concerning the trajectory before impact and it’s in-

teresting to see how listeners extract information that can-

not be deduced from signal analysis.

7. CONCLUSION

In this study, a set of sounds obtained from electroacous-

tic composers has been selected and used in a free clas-

sification test to find out whether people perceived simi-

lar movements and to identify classes of movements that

could further be analyzed to extract invariants in the signal

related to specific movements.

From the results, it can be seen that the stimulus selection

is highly important and seems to influence the categoriza-

tion strategies of the subjects.

In spite of a rather important variation between subjects,

five main classes of movements have been identified. First

signal analysis shows how important it is to consider both

physical and cognitive aspects of perception. We currently

work on an analysis tool based on time-frequency decom-

position to identify signal parameters related to these classes,

and we will probably reiterate the test according to anal-

ysis needs (number and diversity of sounds). Last step of

this work will be the development of a synthesis tool using

the same algorithm as this analysis tool.
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