N
N

N

HAL

open science

Inverse problem for a parabolic system with two

components by measurements of one component.
Assia Benabdallah, Michel Cristofol, Patricia Gaitan, Masahiro Yamamoto

» To cite this version:

Assia Benabdallah, Michel Cristofol, Patricia Gaitan, Masahiro Yamamoto. Inverse problem for a
parabolic system with two components by measurements of one component.. 2008. hal-00319788

HAL Id: hal-00319788
https://hal.science/hal-00319788

Preprint submitted on 9 Sep 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00319788
https://hal.archives-ouvertes.fr

Inverse problem for a parabolic system with two components by

measurements of one component

Assia Benabdallah,

Laboratoire d’Analyse Topologie Probabilités/CMI,
U.M.R 6632, Université d’Aix-Marseille, Marseille, France
e-mail: assia@cmi.univ-mrs.fr,

Michel Cristofol,

Laboratoire d’Analyse Topologie Probabilités,

CNRS UMR 6632, Université d’Aix-Marseille, Marseille, France
e-mail:Michel.Cristofol@cmi.univ-mrs.fr,

Patricia Gaitan,

Laboratoire d’Analyse Topologie Probabilités,

CNRS UMR 6632, Université d’Aix-Marseille, Marseille, France
e-mail:Patricia.Gaitan@cmi.univ-mrs.fr,

Masahiro Yamamoto,

Department of Mathematics, University of Tokyo,
Komaba, Meguro, Tokyo 153, Japan

e-mail: myama@mes.u-tokyo.ac.jp



September 9, 2008

Abstract

We consider a 2 x 2 system of parabolic equations with first and zeroth coupling and establish
a Carleman estimate by extra data of only one component without data of initial values. Then we
apply the Carleman estimate to inverse problems of determining some or all of the coefficients
by observations in an arbitrary subdomain over a time interval of only one component and
data of two components at a fixed positive time 6 over the whole spatial domain. The main
results are Lipschitz stability estimates for the inverse problems. For the Lipschitz stability,
we have to assume some non-degeneracy condition at 6 for the two components and for it,
we can approximately control the two components of the 2 x 2 system by inputs to only one
component. Such approximate controllability is proved also by our new Carleman estimate.
Finally we establish a Carleman estimate for a 3 x 3 system for parabolic equations with coupling
of zeroth-order terms by one component to show the corresponding approximate controllability

with a control to one component.

1 Introduction and notations

This article is devoted to the question of the identification of coefficients for a reaction diffusion
convection system of two equations in a bounded domain, with the main particularity that we

observe only one component of the system. Let £ C R™ be a bounded connected open set with

A=30, (9]2». For any fixed T' > 0, we set Qr = Q x (0,7, X7 = 00 x (0,T) and we consider the



following 2 x 2 reaction-diffusion-convection system :

oU=AU+aU +bV+A-VU+B-VV+f in Qp,

WV =AV4+cU+dV+C-VU+D -VV+g in Qp, )
(1.1
U=hi, V=nhs on X,

U(-,0) = Uy, V(-,0) =V in €,

where a, b, ¢, d are scalar functions and A, B, C, D vectorial fields both defined on 2. The boundary
condition h; as well as f, g shall be kept fixed. If we change the reaction coefficients b, ¢ into E, c,
we let (U, V) be the solution of (1.1) associated to b, and (Up, Vo) for the initial condition. Let

w C  be a non-empty subdomain and 7" > (0. We assume that we can measure both

Ulwxo,ry and (U, V)|ax{e}-

at a time 6 € (0,7).

We set wr = w x (0,7). For m € N, 1 < p < oo, by W™P(Q) and LP(0,T;X) we denote the
classical Sobolev space with the norm || - |lyym.»(q), and the space of X-valued p-Bochner integrable
functions respectively (e.g., [1]). As usual we write WOP(Q) = LP(Q) and H™(Q2) = W™2(Q) for

m € N. We define a Banach space
Wo % (Qp) = {u: @ x (0,T) — R; 9297 u € LA(Q7), for || + 2ami1 < m}),

with the norm

IIUHWm,%(Q )= > 1050, ull L2(ay)-
2 ™ Jal+2an11<m

Here a = (a1, ..., ap) is a multi-index, |a] = a; 4+ -+ ay, 0% = 97" -+ - 95, and the differentiation

is to be understood in the weak sense. Let M be an arbitrary positive constant. We denote by v



the outward unit normal to © and by Bx(0,r) the closed ball of a metric space X centered on 0

of radius r.

We pose the following assumptions.

Assumption 1.1 (a) a, b,b,c,¢,d e ELOO(Q)(O,M),

(b) A,B,C,D € By (0, M),

(c) w C Q satisfies Ow NN =~ and |y| #0, and w is of class C2,

(d) |B(z)-v(x)] #0,  xen,

(e) B€ C*w)", Aec CHw)" and b € C*(0),

() U0, [V(-,0) > 6 on Qr with some constant 5y > 0,

(9) Hff”c(ﬂ_Ty H‘7HC(Q_T) <M,

(W) 10103 (wrys 1V I3 or) < M.

If the functions and the coefficients appearing in (1.1) satisfy sufficient smoothness and compati-
bility conditions, then Assumption 1.1 (g) and (h) are satisfied. By Ladyzenskaja, Solonnikov and

Ural’ceva [27] for example, we can describe such conditions, but we are interested mainly in the

inverse problem and we will not exploit these conditions.

Our first main result is the stability in determining the reaction coefficients b, ¢ :

Theorem 1.2 Let 6§ € (0,T) be fizred. We suppose that Assumption 1.1 is satisfied and that

(U V)(-,0) = (U,V)(-,0) in Q. Then there exists a constant x> 0 such that

1= Bllz2(@) + lle = @l 2 < 5 (195U = O)lly2a ) + 10 = Tllyy2,) (12)



The key ingredient to these stability results is a global Carleman estimate for system (1.1).

Since the pioneer work of Bukhgeim-Klibanov [7], Carleman estimates have been successfully used
for the following problems:

(i) the uniqueness and the stability in determining coefficients: Especially for parabolic equations,
see Benabdallah, Dermenjian and Le Rousseau [5], Benabdallah, Gaitan and Le Rousseau [6],
Imanuvilov and Yamamoto [15], [17], Imanuvilov, Puel and Yamamoto [19], Isakov [21], Klibanov
[23], [24] Klibanov and Timonov [26], Yuan and Yamamoto [32] and the references therein. For
hyperbolic problems, among many works, we restrict ourselves to a few works such as Imanuvilov
and Yamamoto [16], Isakov [20], [21], Klibanov [23], Klibanov and Timonov [26] and see the refer-
ences also in Isakov [21] and Klibanov and Timonov [26].

(ii) observability inequalities and related estimates: see Fursikov and Imanuvilov [9], Imanuvilov
[14], Isakov [20], [21], Kazemi and Klibanov [22], Klibanov and Malinsky [25]. Furthermore the
exact controllability of linear systems is equivalent to the observability of the corresponding ad-
joint system and we can refer to [9], [14]. Imanuvilov and Yamamoto [17] discuss the global exact
zero controllability for a semilinear parabolic equation. Also see Ammar-Khodja, Benabdallah and
Dupaix [2], and Ammar-Khodja, Benabdallah, Dupaix and Kostine [3], [4], Gonzalez-Burgos and

Pérez-Garcia [12] for semilinear parabolic systems.

Apart from the last previous works quoted, the existing Carleman estimates require observations
of all the components when we will discuss inverse problems for a system such as (1.1). It is very
desirable to establish the stability for inverse problems for a 2 x 2 parabolic system by means of only
one component, because for a reaction-diffusion system it may be frequently difficult to observe the

both components. There are not many papers devoted to such inverse problems for 2 x 2 parabolic



systems, and we can refer, for instance, to Cristofol, Gaitan and Ramoul [8].

The article is organized as follows. In Section 2 we derive a new Carleman estimate for system (1.1).
In Section 3 we prove the stability result. In Section 4 we will remove Assumption 1.1 (f) on
positivity of U,V at a time 6 > 0. Section 5 is devoted to some comments and open problems. The
appendices provide technical proofs of lemmata stated in Sections 2 and 4. We want to point that
the Carleman estimate proved in Section 2 implies a new approximate controllability result for a
2 x 2 reaction-diffusion-convection system with one localized control. As it will be seen in Section 5,

this result can be extended to a 3 x 3 reaction-diffusion system.

2 Carleman estimate

2.1 A Carleman estimate for a 2 x 2 system by extra data of one compoment

Let (aij)lgiﬂ‘gg € LOO(QT) and (Aij)lgiJSQ S LOO(QT)n. Let ug, vy € LQ(Q) and f,g € L2(QT).

Consider the following reaction-diffusion system with convection terms :

Ou=Au+a; u+ap v+ A1 -Vu+Ao-Vo+ f in Qp,
Ow=Av+ag; u+as v+ Az -Vu+ Ay -Vo+g in Qp,
(2.3)

u=v=>0 on X,

u(+,0) = ugp, v(-,0) = vy in Q.

Uniqueness existence and stability results in solving an initial value-boundary value problem (2.3)
can be proved by the semigroup theory for example (e.g., [27], Pazy [30], Tanabe [31]). In particular

it admits a unique solution (u,v) € C([0,T]; L?(Q))? N L2(0,T; H ()2

Our main interest is to derive a Carleman estimate of (u,v) solution of (2.3) by solely observing u



inw x (0,7). We make the following main assumptions :

Assumption 2.1 (a) Let w C Q with dw NI =~ and || # 0.
(b) |A12($,t) ’ V(x)| # 0, (x’t) € yr, with yp = X (O,T),

(¢) |1Av2llc2@myns llarzllc2 @z, 1A llor @ < M, where M > 0 is an arbitrarily fized constant.

In the sequel k will denote a generic constant and their values may change from a line to others.

The dependence of x on s will be specified.

In this section, we prove:

Theorem 2.2 Let 7 > 1 and w C Q be a subdomain such that w C Q. Under Assumption 2.1,
there exist oy, € 02(5) with o, > 0 on Q and two positive constants so and k which depend on
T,M,Q, w, 7 and the L*>-norms of a;j, A;j, such that there exist positive constants k1(s,T) and k

such that the following Carleman estimate holds

/ (5p)" ™2 (|0pul® + 00 + | Aul® + |Av]* + (sp)?[Vul® + (sp)?|Vul* + (sp)*[ul* + (sp)"|0]?)

Qr
< i Yl 0y + 1 ) 5 [ (e (12 +1gP)
T
for all s > sg and any solution (u,v) to (2.3). Here we set

ay,(x) B 1

nw(x,t) = m, ,0( ) = m (2.4)

This is a Carleman estimate for a 2 x 2 system with extra data in wp of only one component. In
[2] and [8], it is assumed that A;; = Aj2 = 0. In that case, the proof can be completed by directly
substituting v by means of u in wp. By the first-order coupling, we extra need Assumption 2.1 (a)

and (b).



Proof of Theorem 2.2 First we prove

Lemma 2.3 Let w C 2 be a subdomain and Ow N OS) = ~. We consider

ipj(x,t)aju(x,t) +q(x, t)u(x,t) = f(x,t), zewCQ 0<t<T. (2.5)
j=1

Here pj,q € L>=(0,T;C*(Q)) for1 < j <n. We setp= (p1,....,pn) and let v(z) = (v1(2), ..., vn(z))

be the unit outward normal vector to Ow at x. We assume that
Ip(x,t) - v(z)| #0, re7y, 0<t<T. (2.6)

Let u = u(x,t) satisfy (2.5) and ul,x o)y = 0. Then there exist a subdomain w' C w and a constant

k > 0, which is dependent on p and q and independent of f, such that

lull z2(wr) < Bl llz2 ()

Proof of Lemma 2.3. We set = (21,...,x,) = (¢/,2,) and y = (Y1, .., yn) = (v, yn). Without

loss of generality, we can assume that
w={(2",2,); h(z) < z,, < h1(2'), |2'| < p}

and v = {(2,z); = h1(2'), |2'| < p}. Here p > 0 is sufficiently small and h, hy € C?({|2| < p})
satisfy h = hy on {|2'| = p}. We change independent variables y' = 2’ and y,, = x,, — h(2’). Then
w is transformed to

={(¥, yn); 0 < yn < (ha = h)(z"), || < p}.

Set @(y,t) = u(x,t), py,t) = p(x,1), Gy, t) = qlx,t), f(y.t) = f(x,t), T1 = {(¥,0); |y/| < p} and

Lo = {(¥, yn); yn = (h1 — h)(¥'), |y'| < p}. Then 9 =T UTs,

Bu

Zp] Yy, t)——(y,t)



2]

Ty, 8) 5, -(0:0) + 4y, Dy, 1) = fly,t), ye@, 0<t<T (2.7)
where
) = Balnt) — 3 7506022 0,1,
j=1 Y
and
Wy yn,t) =0,  yn=(h—h)W), [y <p, 0 <t <T. (2.8)

Moerover v(x) is parallel to (O h(2'),....,0n—1h(2"),—1) on {(2, z,); x,, = h(2'), |2'| < p}. There-
fore, in terms of (2.6), without loss of generality, we can assume that there exists a constant § > 0

such that 7(y’,0,t) > 2§ for |y/| < p and 0 <t < T. We choose p > 0 sufficiently small, so that
7(y,t) > 9, yew, 0<t<T. (2.9)

Let v(y) = (71(y), ..., "n(y)) be the unit outward normal vector to 0w at y. Then (y) is parallel

to (0,...,0,—1) for y € I'; and to (—E)(}giyzh)(y’), s —%(y’), 1) for y € Ts.

Hence, by choosing hi, h such that ||hy — hl o1 (g |<py) is sufficiently small if necessary, by (2.9) we

have
Ty {y € 05 X371 50, )7 () + 7y, )mly) < 0} (2.10)
and
a(-,t) =0 onTy, TyC {y € Ow; ﬁﬁj(y,t)ﬁj(y) + 7y, ) (y) > 0} : (2.11)
p=

For the proof of the lemma, it suffices to prove a Carleman estimate for (2.5), whose proof is similar

for example to Lemma 3.2 in [18]. We set

Pyu =P

IS
|
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<
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—~
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~
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<
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N—
/L
<
~
N~—



w = w(-,t) = (-, t)e¥ and Qw = e*¥» Py(e~*¥w). Then
Quw = Pyw — si(y, t)w.
We arbitrarily fix ¢t € [0,7]. Hence by integration by parts and (2.8) - (2.11) we obtain

/\P0&]2623y"dy:/\Qw\2dy
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Henceforth x; > 0 depends on maxi<;<y HijCI(Q_T) and w. Hence we have
[ fapemdy < o [ |ByiPermay
w w
for all large s > 0. Since

[|ﬁ0ﬂ|2628y”dy < 2[ |]512|2e2sy”dy—|—2/~ |Ga|esvn dy
w w w

< 2 IR dy + gl oy [l oy,
w w

by choosing s large such that Z—z - 2||q\|20(m) > %, we have

2 [Py <y [ |Fmdy
@ w

for all large s > 0. Since 1 < e2%n < 2% for y € & where kg = ||hy — hllcqly<py), for all
large s > 0, we fix s > 0 large and we have [|a(-,?)|2(e) < /-@5Hf(-,t)||Lz(®). By integrating over
€ (0,7T), the proof of Lemma 2.3 is completed.

10



By (2.3), we have
Ay -Vo+apu=0u—Au+ay; u+ Az Vu+ fin wr

and
v=0o0n 092 x (0,7).
In terms of Assumption 2.1 (b), we apply Lemma 2.3 so that we can choose a subdomain ' C Q
such that
vl p2@r) < KHUHWQ?J(WIT) + 1l z2 ) (2.12)
By [9] and [14], for ', there exist (B, € C?(Q) with 3., > 0 on Q and two positive constants sg

and x, which depend on T,Q, ', 7 and L* norms of a;;, A;;, such that for all s > sg, there exist

positive constants k1(s,7) and & such that
[ (o e (aal? + 8l + (50 ul? + (59)* )
T

< /Q (sp)e 0 laraw + vz - Vo 124 [ (sp) 00 uf?
T w&"

and

[ (50072 (0002 + A0 + (59 Vol? + (sp)of?)
T

<n [ (e W anuct AVt gP 4w [ (sp)7 e ol
T

W

for all large s > 0. Here and henceforth we set 7,/ (x,t) = f(gig)) Adding them and choosing s > 0
sufficiently large to absorb the terms of w, v, Vu, Vv on the right hand side into the left hand side.

Hence

/ (50)7 e (|0pul® + |0p0]* + | Aul® + | Avf* + (5p)*[Vul® + (sp)*|Vol* + (sp) ul? + (sp)*[v]?)

T

11



< [ (e R+ 1gR) + e [ (s0) B (uf 4 of?)
“wr

T

for all large s > 0. Moreover we have |(S,0)T+36_255w/| < ka(s,7) on Qr by B,/ > 0 on Q. Hence

[, o3 (uf o) < s )l + 012 )

T

Apply Lemma 2.3, set a, = 3, and note by ' C w that HuH%V;,l(w/T) < HuH?}V;J(wT). Then the

proof of Theorem 2.2 is completed.

3 Proof of Theorem 1.2

Let us recall that (U, V) satisfie (1.1) and (U, V) system (1.1) with b, ¢, Uy, Vj replaced by b, & Uy, Vo

respectively.

We set

Then (u,v) satisfies

du=Au+au+bv+A-Vu+B-Vo+ (b—bV,

ov=Av+cu+dv+C-Vu+D-Vu+ (c—¢éU in Qp,
u=v=>0 on X

and

By Assumption 1.1, we can assume that |U(z,t)|,|V (z,t)| # 0 for all (z,t) € Qr by taking T > 0
sufficiently small if necessary. Moreover we can assume that 0 = % Because we take small § > 0

12



such that 0 <0 —§ <0 <0+ <T and we can replace w x (0,7) by w x (0 — 6,0 + §). Shifting ¢

by t — (0 — ¢), we can set § = § and T = 29.

Setting
U v ~
Qj:r, 6277 :b—b, :C—E,
v il f g
we have
Ou = At + a1t + a0 + A1z - Vi + A1y - Vo + f - in Qp,
01U = AU+ a1t + at + Az - Vi + Azy - Vi + g in Qr,
where
oV AV vV U vU
aip =a— t~ +—=—+A —, app= =+ B-——,
\% %4 %4
2VV
A=A+ —,
13 7
Ay(z,t) = B=(z,t) = B(x)W (z,t),
vV .V U AU vU
a21:CT+CT, a22_d_tT+T+D'T
U U
and
1% oVU
AQSZCT, A24:D v~ .
U
Let

Yy = at’lj, Z = aﬁ)

Since b, c,g, ¢ are independent of ¢, we obtain

Oy = Ay +any+apz+ A13-Vy+ Ay - Vz

+(0¢a11)u + (9rar2)v + (04 A13) - Vu + (04 A14) - VT,

13

(3.13)

(3.14)

(3.15)



Orz = Az + a0y + agez + Az - Vy + Aoy - Vz
+(0rag1)u + (Orag2)v + (04 Aaz) - Vu + (04 Agq) - VU (3.16)
y=2=0 on Xr.
First Step. In terms of y, we estimate an L2norm of z in a subdomain of Q. Since u(z,t) =

[y y(z, €)de and #(x,t) = [; z(x,€)dE by u(-,0) = 9(-,0) = 0, we rewrite (3.15) as

B(x) - V() + b1 (2)2(x, £) + Wi (2, ) B(x) - /; Va(z, €)dE + bo(x, 1) /gtz(x,g)dg

= W(ic,t) (aty(x,t) — Ay(z,t) — any(x, t) — A1z - Vy — (Orarr) /gt y(z,&)d€ — (9 Ars) - /et Vy(m,f)df)

= Q(y)(z,1t) rew, 0<t<T. (3.17)
Here we set
(o) = 22 (o) = HE) e = S

We will estimate z in a subdomain w’ of w by means of (3.17), and the argument is similar to
Lemma 2.3 but we need a special weight function for treating the integral terms fet Vz(z,£)dE and
fet z(x,&)dE. First we show

Lemma 3.1 Let T = 20 and let p € C'[0,T?] and let us assume that there exists a constant kg > 0

such that %‘?(t) < —kg fort € [0,T%. Then

r

2 5 2 1 T - 2
$255((1=0)) gt < S / 1g(1) 22520 gy,
SKo Jo

[ atepe

The proof is given by Klibanov and Timonov p.78, [26].

14



Henceforth we choose p(t) = —t and we set ¢1(t) = @((t — 0)?) = —(t — #)%2. Then the conclusion

of Lemma 3.1 holds true.

We set

w(x,t) = z(z,t) + Wi(x,t) Atz(x,§)d§, reQ 0<t<T. (3.18)

Then direct calculations yield

t

B(x) - V() = Q(y)(, ) — brz — by /etz(x,g)dﬁ—i—(B-VWl)/e e, 6)de inwp.  (3.19)

Henceforth x; > 0 denote generic constants which are dependent on M, dp in Assumption 1.1 and

independent of s > 0. In terms of Assumption 1.1 (d), we can apply Lemma 2.3 to obtain

82/ |w(x,t)|262sg00(:v)dx§ /{1/ |Q(y)(£6,t)|2625“’°(m)dx

2
e2520(®) g

t
+ o [ P @Odn v [ | @

for all large s > 0. Here and henceforth we set pg(z) = z, — v(2').

Hence by Lemma 3.1, we have

52 / ! / (e, £) 22 P+ O) gt < g, / ! / Q(y) (x’t)‘2628(900(:v)+901(t))dxdt
0 w’ W'

T T
0 Juw’ 0
|

25@1 () dt) 628<p0(x)dx

< / Q) (@ 2@ O gt + gy / oz, t)P 25(p0(x) 1 () s it
W
b B ()22 @+e®) gy,
S w&ﬂ
Consequently

52/ (z,t |2 2s(¢0(@)+01(0) gpdt < 5262853Hy|| )
w T

+/<;2/ |2, )| 225 Po @)1 (D) gt (3.20)
wy

15



for all large s > 0. On the other hand, (3.18) and Lemma 3.1 yield

2
2 2s(o(x)+e1(t)) 2s(o (@) +¢1(1))
\ (x,t)]%e dxdt = dxdt

/
W

wo(x)+p1 (t))dxdt

t
w(z,t) — Wl(ac,t)/ z(z,t)
0
< (2, £) 225 0@ 1) gy 1o, /

/w ” /et z(z,t)
I

w(z, t)]e 2s(o(@)+e1(1) g dt + —/ \z(w,t)\ze%(‘p“(x”‘pl(t))dxdt
S Jw

IN

K5

T
for all large s > 0. Hence choosing s > 0 sufficiently large, we have
/ 2, £)| 22 0@ 1 ) gt < pg / w(z, t) 225 (P0@He10) gy (3.21)
wh o wh,
for all large s > 0. Substituting (3.21) into (3.20) and fixing s > 0 sufficiently large, we obtain
iy < kre™ [yl

Hence by (3.21) we have

120l 2wy < wse Nyl - (3.22)

Second Step. We will estimate [|Vz| 12, x(5,7—s)) Where w1 C w and § > 0. For it, we use the
interior regularity estimate for a heat equation (3.16) in z. Let us recall that p(t) = t(T 5y Setting

Z(z,t) = e PW2(x,t), we rewrite (3.16) as
Oz(z,t) = Az(w,t) — p'()Z(x,t) + ageZ + Aoy - VZ

1 (Byaz) /9 PP 5(5 €)de + (8 Aa) - /;eﬂ@p“’vz(x,g)dg

t t
teP®) <a21?/ + Ag3 - Vy + (315&21)/9 y(z,£)dE + (0p Azs) - /0 Vy(x,ﬁ)d&) : (3.23)

16



We choose subdomains w1, wy of C* class such that w; C W7 C wy C Wy C W' and choose x € Cl(J),

> 0 such that

1, T € wi,
0, =zeuw\ws.

Moreover we can take y satisfying

’VX(%)P ko rEW
S S € (3.24)

(e.g., p-414 in Lions [29]). Multiplying (3.23) with yZ and integrating over «’ x (0,7, we have

1 /T 9 T -9 T o~ T / —2p(t) .2
—/ // X(x)0(Z )dwdt:—/o / x|VZ| dxdt—/o / Vx-szdxdt—/O /lxp (t)e |z|*dxdt

/ / a22’Z] X+ Agg - VZxZ dxdt—i—/ / (Oraga)x 2 (/ eP)=p(t) Z(x, §)d§) dxdt
0

t
/ / (8 Aoy) - X2 ( / ep@f)(t)vz(x,g)dg) dudt
w’ (%

t t
s [0 e (any + anVy+ @) [ e e + @) - [ Vute©)de) der
By the Cauchy-Schwarz inequality and (3.24), we have

1 -
< gX’VZP +

oS, VX . . 2|VX|2~2
Vyx -zVz|=|—=%Z%- Vz —=|z
Vx ! }\/y VX ., |Z|

and
. . 21 - -
|Aog - XZVZ| = |\/XVZ - Aouy/XZ| < gx\VzIQ + 2\A24\zx\z\2.

Hence, since 2(-,0) = 2(-,T) = 0,
sup_ |/ (t)e=20)] < oo

0<t<T

and p(§) — p(t) <0 if £ is between 0 and ¢, we have

T 1 T
/ / x| V2|2dzdt < Z/ / x|V 2|2 dxdt
0 w’ 0 w’
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/t Z(x,&)dE| dxdt
6

+ oo [ <|z|2+|z| yirdt o [ [ 12
ol [
s [ ] ,{|z|<|y|+|w|>+|z| (| vte-te| +| [ ot e1ae]) b awar

Moreover the Cauchy-Schwarz inequality yields

[ [ xizte 0] [ V2
/OT /w, VX|Z(x, 1)) </OT \/@\vz(m,g)y@) dadt

< [/ (% [ vRivaG o

2T2/ / Ee) dxdt—ir/ / 8T/ V3 (x, €)[2dedudt
2T2/ / |Z(x, t)Pdadt + = / / X|VE(z,t)|*dxdt.

dxdt

dxdt

IN

2
+ 2T2Xyz(x,§)\2) dzdt

IN

IN

Hence

8/ / x| VE(z,t) | dxdt

T
< m/ / (2 + |2 dwdt + m/ / (lyl? + |Vy|?)dadt.
0 Ju’ 0 Ju
Let 6 > 0 be fixed sufficiently small. Then |[VZ(z,t)| > k12(0)|Vz(z,t)| for 6 <t < T — 4. Since
x =1 in wy, we have
e 2 2 2
| IVadadt < ria@) (12l o) + 112010
wi

By means of (3.22), we obtain

121|226, 7—5511 (1)) < B14(O)[Yllyy21 (0 - (3.25)

Third Step. We apply Theorem 2.2 to (3.15) and (3.16) for o’ C Q and (5,7 — ). We set

O (x)

et = G =T =10

18



Using also (3.25), we obtain that there exist two positive constants sy and x such that for all s > s,
one has
)
L [0 e 0y 410021+ Ay P+ 82 (592 Vg (50)* [V 21+ () -+ (50) o) ol
)
< rs /6 /ﬂ (Ora11)T + (04a12)T + (B A1s) - Vi + (04 Ar) - V5[2e 2 dadt

T—95
‘i‘:"ﬁ)lg/(S /Q ‘(8,5@21)17/ + ((%agg)@ + ((%Agg) -Vu + (3tA24) . V6‘2)672snd$dt

+r16(8) Hy”;;’l (W' % (6,T—5))

t

t t
+r16(5) (8ta11)/0 y(x,§)d§+(0ta1g)/6 z(w,{)df—i—(@tAlg)-/e Vy(z,&)dE
. 2
(0 Aw) - / Va(z, €)de
0 L2(w'  (6,T—5))
t t t
+r16(5) (8ta21)/0 y(x,§)d§+(0ta22)/6 z(w,{)df—i—(@tAgg)-/e Vy(z,§)dE

2

t
(0, Aay) /6 Va(z, €)de

L2(w' % (8,7—0))

T—96
< ff15/5 /Q |(at(111)a + (815&12)5 + (8151413) -Vu + (8151414) . v5|26_25nd$dt

T-5
+’f15/5 /Q |(Dran1 )i + (Oraza)V + (9 Azs) - Vi + (9 Azs) - VI[*)e > dxdt

+r16(5) 191521 - (3.26)

for all large s > 0. In order to improve inequality (3.26), we use the following lemma. ([24] ,
Lemma 3.1.1 in [26]).

Lemma 3.2 Let 0 = % There exists a positive constant k17 such that

T—6 9 K17 T—6 5 o
“=Ndxdt < —/ / lg(z,t)|7e™=*"dxdt
s J§ Q
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for s > 0.
Proof of Lemma 3.2 The proof is similar to [24], Lemma 3.1.1 in [26]. We have

T—6
e 25 dxdt

_QS”dxdt—i—//T 5/ (z,€)

It is sufficient to estimate the second term because the estimation of the first term is similar. By

q(z, €)d¢ e 25N dxdt.

the Cauchy-Schwarz inequality, we obtain

//T 6/ 2sndggdt<//T 6t_ (/ |qx£|d§) o251 Jp it

//T e QOZ( )(S_t) Oen(, 1) (/;!q(x@)\zdg) ™2 dxdt.

2(t — 0)ay (x)
(t—0)2(T—-0—-1t)2

Here we used

31577(33, t) =

Noting that o, (z) > 0 and 9yn(x,t) >0 for z € Q and § <t < T — §, we have

L () vt opac) e2masar < i [ [ [t ac) ot 2o
/117//T ’ (/ lq(z, €)] d§> (72510 dadt.

—2sn(x,T=9) — (), the integration by parts implies that the right hand side is equal

By noting that e

to
T—95
“17// lq(z, )20, (e~ 21D dpdt.

Thus the proof of Lemma 3.2 is completed.
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Since u(z,t) fe y(z,£)d¢ and v(z,t) fe x,§)d§, by a direct application of this lemma, the

first integral on the right hand side of (3.26) can be absorbed into the left hand side. Hence

T-9
L { (0uyl? + 10212 + |8yl + 182) + sp(Vyl? + [V2I2) + 55 + |z|2>}e—28"dmdt

< wio() (10U = D)z ) + 10 = T2, )

for all large s > 0. We choose ty > 0 sufficiently small such that § <tg <0< T —tg <T — 9, so

that

T—to
I { (00l + 10212 + 189 + [82) + sp(Vyl? +[921%) + 5% (gl + \zP)}ededt
to

< ka6(8)([|0:(U - ﬁ)“i@l(w) +U - ﬁ”ivjl(w))'

Since %6*23", pe= 21 > kg (to, s) on Q x [tg, T — to], we fix s > 0 sufficiently large, so that

~112 ~112 ~12 5112
@l 27 o m—t0: 2 (02)) + 182000 7—t0;22(02)) F W01 (00, 7—t0: 2 02)) + 102 20 7t 22(02))

712 72
< wao @)U — D)y ) + 10 = T2, )
By the trace theorem, we have

186t (-, 0) 122y + 10:0(, 0) 1720y + 10, )12y + 19C-+ O) 112

V(12 77112
< was@ IO ~ D)z 10 = Ta )
Since f and g satisfy (3.13) and (3.14) at ¢t = 6, we see that
b~ g0 + lle — a0y < KW — D)z, + 10~ Ol )

Thus the proof of Theorem 1.2 is completed.
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4 Removing the positivity assumption

For the stability in our inverse problem, the non-vanishing condition Assumption 1.1 (f) is crucial
and does not hold automatically. We are going to prove that one can realize this assumption by a

suitable control.

Let m € N be fixed such that

% > n. (4.27)
We assume that
a,b,¢,d, A, B,C,D € W?™=22(Q). (4.28)
We set
~ Ll(u,v)
L(u,v) = L(a,b,¢,d, A, B,C,D)(u,v) =
LQ(U’U)
Au+au+bv+A-Vu+ B-Vo
_ (4.29)
Av+cu+dv+C-Vo+D-Vo
and
2
D(L) = (HX©Q) N H()) .
For h € L%(wr), let (U, V) := (U(Uy, Vo, h)(-,-), V(Uo, Vo, h)(-,-)) satisty
0,(U,V) = —L(a,b,¢,d, A, B,C,D)(U,V) + (xoh,0)  in Qr,
(U, V)= (0,0) on Xg, (U, V)(-,0) = (Up, Vo) in Q. (4.30)

By (U,V) we denote the solution to (4.30) with b, ¢ replacing b, Our main result in this section

is the following :
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Theorem 4.1 Suppose Assumption 1.1 except for (f). Let w1 be a neighbourhood of O such that
wCwy andletb="b and ¢ = ¢ in wi. Let (U,V)(-,0) = (U,V)(-,0). Then there exists h € L*(wr)

depending on a,g, ¢,d,A,B,C,D, (76, VO and w, such that there exists a constant k > 0 such that
16— Bll 2oy + lle — ell ey < wUIOUT — Dy + 10 = Tllyae,y)  (431)

for arbitrary b, c, U,V satisfying Assumption 1.1 (a), (e), (h).
The rest of this section is devoted to the proof of Theorem 4.1.

First Step. First we prove
Lemma 4.2 Let Assumption 1.1 except for (f) hold and let b = b, ¢ = ¢ in wy. Then there exists
h € L?(wr) such that

T 0), [V(-0)£0 on R\ wr. (4.32)

In this step, we will give the proof of Lemma 4.2, which is based on the approximate controllability

and our Carleman estimate Theorem 2.2.

Taking M > 0 for a,b,¢,d, A, B,C, D, and setting Uy = e Mt and Vi = e MV we have
Uy = AUy + (a — M)U; +5Vl L A-VU +B-VV; +e My h

and

Vi = AV + Uy + (d — M)V, +C - VU, + D - VV.

Consequently, by choosing M > 0 sufficiently large, the integration by parts yields
((L + MI)(U’ U), (ua v))(LQ (©2))2 > K1 ||(u7 U)H%Hl(ﬂ))?a (u’ U) € D(L)
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Therefore with fear of confusion, we may denote a — M and d — M by a and d respectively. Then

| (ws V)| )y2 < wallL(w, )l (L2()y2,  (w,v) € D(L). (4.33)
Here and henceforth x; > 0 denote generic constants which depend on Q, M, [la|y2m-2.0(q),

18] vpr2m—2.00 (), 1]l r2m—2.00 () |l pr2m—2.00 () 1Al r2m—2.00 () | Bl wr2m—2.00 (s |C'l| r2m—2,00 (23
[ D||(v2m—2.0 (2))n - We can prove

Lemma 4.3 Under assumption (4.28), there exists a constant ko > 0 such that

I 0) gz ey < Roll L7 (s 0)l|p2qyes (u,v) € DIL™).

Proof of Lemma 4.3 The proof is done by the classical regularity property for the Dirichlet
problem for the Poisson equation (e.g., Theorem 8.13 in Gilbarg and Trudinger [10]) and given

here for completeness.
We recall (4.29) and we set Q(u,v) = (Q1(u,v), Q2(u,v)), Q1(u,v) = au+bv+ A-Vu+ B-Vov and

Q2(u,v) =céu+dv+C-Vu+D-Vu. Let (u,v) € D(L™). By the elliptic regularity (e.g., Theorem

8.13 in [10]) in the Dirichlet problem for Au = f, we have

lull 20y < Kll(=L1 — Q1) (u, v)|22(0),
and
vl 2y < Kall(—L2 — Q2)(u,v)| 2 (0,
so that
H(U7U)H(H2(Q))2 < HZHL(%U)H(L?(Q))? + fsz(%U)H(Hl(Q)P-
Hence by (4.33), we have
[[(w, 0) || (202 < sl L(w, V)] (22 (0))2- (4.34)
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Again the elliptic regularity yields
H(U,U)H(H3(Q))2 < k1|/(Au, AU)||(H1(Q))2 + fﬂH(U,U)H(B(Q))?

< k1|[(=L = Q) (u, v)|l(m1 ()2 + &1l (w, v)l(z2(0))2
< k|| L(w, )| (1 )2 + B ll(w, )| (2 )2 (4.35)

On the other hand, we have L(u,v) € D(L) and apply (4.33) to L(u,v) to have

L (u, 0) | a1 )2 < w1l L (u,0)]l (22 ()2

Applying this and (4.34) to (4.35), we obtain

(s 0) (3 > < Rall L (w, 0) [l 22 ()2
Repeating these arguments, we can complete the proof of Lemma 4.3.

Moreover by [30] and [31] for example, we see:

Lemma 4.4 The operator —L generates an analytic semigroup in (L*(Q))2.

There are no general result on the approximate controllabilty for parabolic systems with controls
of a restricted number of components and see e.g., [2] and [28] as related works. For controllability
for systems, see [2] - [4], [11] - [13]. Next we will prove the approximate controllability with control

Xwh to only one component.
Lemma 4.5 For any ¢ > 0, (Up, Vp) € (L2(Q))?, (U1, V1) € (L*())2, and any ty € (0,6), there
exists he € L?(wr) such that

10 (Uo, Vo, ) (- t0) = Ut |l 20 + IV (Uo, Vo, B) (- t0) = Vil 120 < e
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Proof. Consider the following reaction-diffusion-convection system :
du=Au+au+bv—V-(Au) — V- (Bv) in Qp,

ov=Av+cu+dv—V-(Cu)—V-(Dv) in Qr,
u=v=0 on X7. (4.36)
The approximate controllability is equivalent to the uniqueness: Let u, v satisfy (4.36). Then u = 0

in wyr implies u = v = 0 in Qr (e.g., Zabczyk [33]). This uniqueness follows from Theorem 2.2 by

replacing the coefficients in (2.3) suitably and verifying Assumption 1.1 (d).

Now we will complete

Proof of Lemma 4.2 The proof is be done in three steps. Henceforth for fixed (ﬁo,%), by
(U, V)(h) we denote (U, V)(Uy, Vo, h).

Existence of a control in L?(w7)

Let us arbitrarily fix (U, V1) € (HZ™2(Q))? satisfying |U1], |[Vi| # 0 on Q \ w;. Then for any € > 0

and any 11 € (0,0), there exists h. € L?(wr,) such that

1T, V) () Ta) = (O, W) zagaye < < (437)

A more regular control

By the density of C°°(wr,) in L?(wry, ), for any § > 0, there exists h. s € C°°(wr,) such that

Hhe — h&gHLz(le) < 4. (4.38)
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Therefore

< I£5(5.

- ~ ~ ~ T
(U, V)(he)(-,T1) — (U, V)(he s) (- T) lz200))2 = H/ e M=)y, (he — hes)(s)ds
0 (L2(52))?

Use of the time regularizing effect

By (4.37) and (4.38), we obtain

(T, V) (he o) (-, T1) = (U1, Vi)l 1202 < € + Rs0. (4.39)
Since —L generates an analytic semigroup in (L?(2))2, by e.g., [30], [31], we see that

e OTTINT, V) (he ) (- Th) € D(L™)
and
L™ e =TT, V) (he ) (-, Ty) — e OTOR@, V)]l 2 ()2
< k(0 — T0) (U, V) (hes) (- Th) = (01, Vi)l z2 (e < k60 — Th) " (e + kis6).

Extending h. s(-,t) = 0 for t > T, we have

e TG V) (he s) (- Th) = (U, V) (hes) (-, 0),
and so

1™ [(U, V) (hes) (-, 6) = e OO0, Vi)l 2z < 66— T1) " (e + rs6). (4.40)

Moreover as (Uy, V1) € D(L™), we have

L™ e =TI, Vi) — (U1, V)l ey < kell(e” L — D) L™ (U1, Vi)l 12 a2

< Kg < K¢

0—T1 B B
/ e " LmTY T, V) dn
(L2(9))2 0

T oty 0y,
/O (€L (O, Vi)

(L2()2
< k(0 — T L™ (U, V)l 202
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In terms of (4.40), we obtain
IL™[(U, V) (e ) (-, 8) = (U1, Vi)lll 202 < K60 —T1) ™" (e + #50)

+r6(8 — TOIL™ (T, T)l| 12y (4.41)

For any €, > 0 and (U, V;) € D(L™1), we choose Ty € (0,6) such that

ro(6 = TV (00, V) | o < -
Then, with this 77, we choose € > 0 such that
k(0 —Th) Me < %1
Finally with this h., we choose § > 0 sufficiently small such that
kgl < %1
Therefore (4.41) yields
IL™ (T, V)(hes)(-,8) — (U1, Vi)]ll 2 (@2 < €1 (4.42)

In terms of Lemma 4.3 and (4.27), by choosing ¢ > 0 sufficiently small for inf,cq\,, Uy ()] and
inf eo\w, [Vi(z)|, the proof of Lemma 4.2 is completed.
Second Step We will complete the proof of Theorem 4.1. Let h € L?(wr) be chosen in Lemma

4.2. We set

Then (u,v) satisfies

ou=Au+au+bv+A-Vu+B-Vov+ fV,
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Ov=Av+cu+dv+C-Vu+D-Vo+gU inQrp,
u=v=>0 on X,

where

We consider the time derivative of system (4.43). Setting y = dyu and z = Jyv, we obtain
oy =Ay+a(x)y+bx)z+A-Vy+B-Vz+ o,V in Qp,

Oz=Nz4c(x)y+da)z+C -Vy+D -Vz+gdU in Qr,

y=z2=0 on .

(4.43)

(4.44)

Applying the Carleman estimate Theorem 2.2 to system (4.43) and using f = 0 in w;, we have

| oy te 0l + foraf + | Ay + AP
Qr
Hp 1Tyl + (sp V2] + (59) ul? + (5p) 2l ot

Smwww@y@ﬂ+n/éefwwu@VP+m@m%Mﬁ.
T

Furthermore, for large s > 0, we can prove that

/ |f(x)Pe= 2 @) ddt < 0(1)/ |f(x))2e 2@ dy  as s — oo
Qr )

(4.45)

(4.46)

In fact, we can prove similarly to [15]. Recall that T' = 26. Setting £(t) = t(T — t), by (2.4) we

have 25%) (3.0) = 0, 2 € Q and

ot
0% (=) _ 20 (1) — £(t)L" (t)
o (1) = meu(®) 0y
and
0 (=) _ 6L (1) (£()L" () — £'()%)
573 (x,t) = —a(x) oL , (z,t) € Qp.
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Therefore

0? (_nw)
ot?

kg

(x,t) < —W,

(.%', t) € Qp

with a positive constant kg and

83(_7%))
W@J)ZO, 0<t<b,zeQ,
83(_77w)

Consequently by the mean value theorem, we can take ¢; such that ¢; is between ¢ and 6 and

20 3(_
ol t) = ol 0) + 2 D gy (o 02 P )1 g
< —nw(w,0) - m(f —-0)%, (x,t) € Qr.

Hence, noting that kg > 0 and —ﬁ < —%, we obtain

T T
_257]w(a:7t)dt < —287]w(1‘,6)/ (_i t—0 2) dt
/0 e <e ; exp BT — t)3( )

T
< e 2me@0) / (_—5“9 t—0 2) dt.
<e ; exp T2 ( )

The Lebesgue theorem yields .

We have
0
Jwan 00 + st POt = [ [t + a0
Q Q 0

= /Q /09{28%(96)p(t)2(T —20)(|y(z, ) + |2(z, 1)) + 2(ydsy + 20,2) ye~ 21 @D drdy
< mo/Q {(sp)%(ly(z, )2 + |2(z, )?) + (sp) " (|0sy(z, 1) |> + |0z (w, t)[>) Y210 dpd.

At the last inequality, we used
_1 1
[yl = |(sp) 20wy (sp)>y|
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< (sp) 1o + Ko (sp)* |yl

DO | —

_ 1
(s0) 10y |* + 5 (sp)lyl* <

N | =

Hence, by (4.45) and (4.46), noting that f = g = 0 in wq, we have

[yt O + |zt )Py < (@)l +o(1) [ (F@) +lg(e)Pe > 0da
QO 2 ( T) Q\wl
(4.47)

for all large s > 0.

On the other hand, since u(-,0) = v(-,#) = 0, we have y(z,0) = f(z)V(z,0) and z(z,0) =

g(z)U(z,0) for z € Q. Therefore, by (4.32) and (4.47) we obtain

li11/Q(|f($)|2+|g($)|2)6_28nW($7e)dx < /-{7(5)Hy||%4/22’1(wT)—|—0(1) /Q\ (|f(a;)|2+|g(x)|2)e_25nw(m,9)dx

w1
as s — oo. Taking s > 0 large and fixing, we absorb the second term on the right hand side into

the left hand side and the proof of Theorem 4.1 is completed.

5 Some generalization and comments

5.1 Identification of all the coefficients

Indeed we can determine all the coefficients of (1.1). For it, we need repeats of measurements by

choosing suitable interior controls. We choose m € N such that

>n+1
m>—+ —.
4 2

We recall that (U, V) = (U(h)(-,-), V(h)(-,-)) satisfies (4.29) and that (U, V) = (U(h)(-,-), V(h)(-,-))
satisfies (4.29) where a, b,¢,d, A, B,C,D are replaced by a,b,¢,d, A, B,C, D respectively. Then,

with m > 2 + 1, under assumption (4.28) we can prove (4.42). Moreover, noting that H>™(Q) C
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CY(Q) by m > 2 + L we can see that for any ¢ > 0 and (U1, V1) € (H3™"(Q))?, there exists
h € L?(wr) such that

”(ﬁ(h)7‘7(h))(7‘9) - (ﬁla ‘71)”(01@))2 <e. (5.48)

Therefore

Uhy)  V(m) 0 0 VU(h) YV (k) 0 0
0 0 U(hy) V(hy) 0 0 VU(hy) VV (1)
U(hs) V (hs) 0 0 VU (hy) VV (ho) 0 0
det 0 0 U(hs) V (hs) 0 0 VU (hy) VV (hy)
U(hant2) V(hani2) 0 0 VU (hant2) VV(hanyo) 0 0
0 0 Ulhania) V(honso) 0 0 VU (hansa) VV(honta)
A0 z€Q\w, t=0 (5.49)

and we choose a constant kK > 0 depending on M, m,~,s,Q,w, T and hy, ..., hanta such that

la —all2q) + b _EHLQ(Q) + [le =€l 2y + lId - CTHLQ(Q)
+ A= Al r2@yn + 1B = Bll 2@y + 1C = Clirz@yn + 1D = D120y

< REEER(OU ) ~ Tl ly2i gy + U R) = T ly2a,,)

for all (a,b,c,d, A, B,C, D) satisfying Assumption 1.1.

Example for Theorem 5.1:
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Let n =1 and let p1,p2,q1, g2, g3 be constants such that p1ga — peq1 # 0 and ps(x1), qs(x1) satisfy

(01p3)(x1) # 0 and O1qa(x1) # 0 for z; € Q\ wq, and let g3 be an arbitrarily smooth function.

Then for z = 1 € Q \ w1, we can verify that

pr ¢1 0 0 Oip1 Ot O 0
0 0 pr ¢« O 0 Oip1 Oin
p2 @2 0 0 Oip2 gz O 0

det 0 0 po qo 0 0 O1p2 01qo (.%') = ‘31])3(.%’1)‘2’81Q4(.%'1)‘2(p1q2 _p2q1)2 # 0.

pe g 0 0 Oips g O 0

0 0 ps au« O 0 Oips Oiqu

Therefore in (5.48), we can choose (U, V;) = (pj,qj), 1 < j < 4to construct hy, ha, hs, hy satisfying

(5.49).

5.2 Carleman estimate for a 3 x3 reaction-diffusion system with one observation
We consider now a 3 x 3 reaction-diffusion system
Ou(z,t) = Au(z, t) + an1 (z, t)u(z, t) + ara(z, t)v(z, t) + arz(z, t)w(z, t) + f(x,t) in Qp,
Ow(z,t) = Av(x,t) + a1 (x, t)u(z,t) + axn(z, t)v(z, t) + a(z, Hw(x,t) + g(x,t) in Qr,
Ow(z,t) = Aw(x,t) + azi(z, t)u(z, t) + asa(x, t)v(x, t) + ass(x, t)w(x,t) + h(z,t) in Qp,
u=v=w=0 on Y. (5.50)

We will assume

Assumption 5.2
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(a) (aij)ij=1,3 € W>*(Qr), llaijw2e @) < M.

(b) w of class C%, dw N O =~ and |y| # 0.

(c) |(Vars — 82Vag) - v| £ 0 on v x (0,T).

(d) a12,a13 € W3 (wr), [larallws.ce (wp, lasllws.ee ) < M.

(e) a1z # 0 on Q.

We show a Carleman estimate with extra data of one component.

Theorem 5.3 Under Assumption 5.2, there exist a,, € C*(Q) with a, > 0 on Q and a constant
5o > 0 which depends on T, M,Q,w, T and the L*°(2)-norms of a;j, 1 < 4,5 < 3 such that we can

choose positive constants k1(s) and k satisfying:
/ (sp)~Le 2 (|0ul? + |0 ] + |0sw]? + | Aul? + |Av]? + |Aw]?
Qr

(592 IVl + (5p)2 V0] + ()2 Vwf? + (sp)*u? + (sp) 0 + (sp)'w?)dadt

< ma(8)(ullfyaz g,y + 11521 0 + 19072 or) + 1BI1T2 )

(wr

[P+ gl + hf2)e 2 dude

T

for all s > sg and (u,v,w) satisfying (5.50). Here we set

Proof Setting z = aj2v + aj3w, we rewrite (5.50) as

Oou=Au+apu+z+ f in Qp,

Oz=Az+A-Vz+az+eu+B-Vo+bv+G in Qp,
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Ow=Av+angu+dv+cz+g in Qp,

u=v=2=0 on X7, (5.51)

where

Vas

ais

A= -2

, B=—-2Vajs + Q%Valsa
a13

2
Va3 a12a23 + Ora1z — Aais
=2 Bl g ,
ais a13

a
b = ai2a99 + aizaze + Ora1z — Aaio + 2Vays -V (a_lz)
13

ao
—a—(a12a23 + aizaszs + a1z — Aays),
13

as3 a12a23
c=—, d=az»— ,  €=ag1ai2 + az1a13
a3 a3

and

G = a12g9 + aizh.

By [9], [14] and the proof of Theorem 2.2, we see that there exist a subdomain w’ C w and

B € C*(Q) with B, > 0 on Q such that

/ (sp)*le*%ﬁw/(\&tul2 + ]8,52\2 + \Au!z + ]AZ\Q

T

(50 IVl + (5p)° V22 + (sp)*u? + (sp)*2)dedt

< /<&2/ (22 + |eu|?)e™ 2 dadt + KZQ/Q (f2 4+ G?)e 2 dadt
Qr

T

+I€2/ |B - Vb + bv|?e™ 2 dxdt + KZQ/ (5p) "t (u? + 2%)e” 20! dadt (5.52)
QT w.

A
and
/ (sp) " Le= 25 (10,2]2 + |0p0]? + |Az] + |Av?
Qrp
F(5p)? V212 + (sp)PIV0f2 + (59)122 + (sp) Pt
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< ra(8) (2l 21y + e+ Gliaguy)) + 52 [ (leu+ G +lazru+glP)e > dadt (5.53)
T

T

for all s > sg, where we set 7,/ (z,t) = % Here (5.52) is obtained by applying the Carleman
estimate in [9] or [14] to the first and the second equations in (5.51), while (5.53) is seen by applying
Theorem 2.2 to the second and the third equations in (5.51) and noting Assumption 5.2 (c). We
further notice that the weight function 7)., can be taken the same, which can be seen from the proof

of Theorem 2.2. By (5.52) and (5.53), in terms of Assumption 5.2 (a), (d) and (e), we have
/Q (sp) e (|0ul? + |8ez]* + |0 + |Auf® + |Az]* + |Avf?
T

+(sp)?[Vul® + (sp)*|V2|* + (9)? Vol + (sp) u® + (sp)*2” + (sp)'v?)dadt
< %2/ (2% +u® + v + |Vo|*)e™ 2 dadt + 52/ (f2 + g% + h?)e 2 dzxdt
QT QT

a5 (122 ) + NulBay + N9l + I0I2s) (5.54)

for all large s > 0. We can absorb the first terms on the right hand side into the left hand side by

choosing s > 0 large, and we use z = dyu — Au — ajyu — f by the first equation in (5.51), so that

the proof of Theorem 5.3 is completed.
The approximate controllability is a direct consequence of Theorem 5.3. That is, we consider
Ou = Au+ ag1(x)u + ag (z)v + as1(z)w + xof in Qp,
0w = Av + aja(z)u + age(x)v + age(x)w  in Qp,
Ow = Aw + ar3(x)u + agg(z)v + ags(z)w in Qp,
u=v=w=>0 on X,
u(-,0) =ug, v(-,0)=wvg, w(-,0)=wy in . (5.55)
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Here we assume that all the coefficients are independent of ¢.

Then
Theorem 5.4 Under Assumption 5.2, for alle > 0, T > 0, (ug, vo,wo) € (L?())? and (u1,v1,wr) €

(L2(Q))3, there exists f € L?(wr) such that the corresponding solution of (5.55) satisfies

[[(w, v, w)(+, T) = (ur, v, w1l (z2Q) < €

Similarly to section 4, we can apply the Carleman estimate of Theorem 5.3 for determining the
nine coefficients a;;, 1 < 4,5 < 3 by suitably repeated observations of only one component u and

we will here omit further details.
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