N

N
N

HAL

open science

Action Theory Contraction and Minimal Change

Ivan Varzinczak

» To cite this version:

‘ Ivan Varzinczak. Action Theory Contraction and Minimal Change. 2008. hal-00319222

HAL Id: hal-00319222
https://hal.science/hal-00319222

Preprint submitted on 6 Sep 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00319222
https://hal.archives-ouvertes.fr

Action Theory Contraction and Minimal Change

Ivan José Varzinczak

IRIT — Université de Toulouse Meraka Institute
Toulouse, France CSIR, Pretoria, South Africa
i van.varzi nczak@rit.fr i van. varzi nczak@rer aka. org. za
Abstract In the second example, the executability of the action under

concern is questioned in the light of new information show-
ing a context that was not known to preclude its execution.
Such cases of theory change are very important in logical

This work is about changing action domain descriptions
in dynamic logic. We here revisit the semantics of ac-
tion theory contraction, giving more robust operators

that express minimal change based on a notion of dis- descriptions of dynamic domains: it may always happen that
tance between models. We then define syntactical con- one discovers that an action actually has a behavior that is
traction operators and establish their correctness w.r.t. different from that one has always believed it had.

our semantics. Finally we show that our operators sat- Up t th h has b tudied inly f
isfy the PDL-counterpart of the standard postulates for p to now, theory change has been studied mainly tor

theory change adopted in the literature. knowledge bases in classical logics, both in terms of remisi
and update. Since (Fuhrmann 1989), only in a few recent
. . works it has been considered in the realm of modal logics,
Introduction and Motivation viz. in epistemic logic (Hansson 1999) and in dynamic log-
Let an intelligent agent be designed to perform rationally ics (Herzig, Perrussel, and Varzinczak 2006), and in action
in a dynamic world, and suppose she should reason aboutlanguages (Eiter et al. 2005). Some other works (Shapiro
the dynamics of an automatic coffee machine. Suppose that et al. 2000; Jin and Thielscher 2005) have investigated re-
the agent believes that a coffee is a hot beverage. Now vision of beliefs aboufactsof the world. In our scenario,
suppose that some day she gets a coffee and observes it ighis would concern for example the truthtokenin a given
cold. In such a case, the agent must change her beliefs state: the agent believes she has a token, but is wrong about
about the relationship between the propositions “I have a that and might subsequently be forced to revise her beliefs
coffee” and “l have a hot beverage”. This example is an about the current state of affairs. Such belief revisiorrape
instance of the problem of changing propositional belief tions do not modify the agent’s beliefs about #tion laws
bases and is largely addressed in the literature abouf belie In opposition to that, here we are interested exactly in such
change (Gardenfors 1988) and belief update (Katsuno and modifications.
Mendelzon 1992).
Next, let our agent believe that whenever buying a coffee Logical Preliminaries

on the machine, she gets a hot beverage. This means that ing,, pase formalism is Propositional Dynamic LogRD(L)
every state of the world that follows the execution of buying  \yithout thex operator (Harel, Tiuryn, and Kozen 2000).
the agent possesses a hot beverage. Some day, it may hap- ’ ’

pen that the machine is running out of cups, and then after Action Theories in Dynamic Logic
buying, the coffee runs through the shelf and so the agent
holds no hot beverage.

Imagine now the agent believes that if she has a token
then it is always possible to buy coffee. However, during a
blackout, even with a token the agent does not manage to
order her coffee on the machine.

Let 2ct = {a,a,...} be the set ofatomic actionsof a
given domain. An example of atomic actionbsy. To each
' actiona there is associated a modal operd#r Prop =
{P1, P2, - . .} denotes the set giropositional constantslso
calledfluentsor atoms Examples of those arteken(“the
agent has a token”) armbffee(“the agent holds a coffee”).
The last two examples illustrate situations where chang- The set of all literals isCit = {¢;,/2,...}, where eacl;
ing the beliefs about the behavior of the action of buying is eitherp or —p, for somep € Prop. If £ = —p, then we
coffee is mandatory. In the first one, buying coffee, once identify —¢ with p. By |¢| we denote the atom i
believed to be deterministic, has now to be seen as nonde-
terministic, or alternatively to have a different outcomeai
more specific context (e.g. if there is no cup in the machine).

We usep, 1, . . . to denoteBoolean formulasan example
of which iscoffee— hot Fml is the set of all Boolean for-
mulas. A propositional valuationis amaximally consistent
Copyright(© 2008, Association for the Advancement of Artificial ~ set of literals. We denote byl ¢ the fact thaw satisfiesp.
Intelligence (www.aaai.org). All rights reserved. By val(y) we denote the set of all valuations satisfying



):CPLis the classical consequence relatiom(y) denotes all
logical consequences g¢fin classical propositional logic.

With IP(¢) we denote the set girime implicant{Quine
1952) ofp. By = we denote a prime implicant, aradm(r)
is the set of atoms occurring in For given/ andr, ¢ € &
abbreviatest is a literal of7’.

We will use®, ¥, . . . to denote complex formulas (formu-
las with modal operators). An example of a complex for-
mula is —coffee— [buycoffee (a) is the dual operator of
(&) ((8)? =der —[a] D).

A PDL-modelis a tuple.# = (W,R) whereW is a set
of valuations, andR maps action constanésto accessibility
relationsRy € W x W. Given.Z, |::]”p (pis true at world
w of model.Z) if w |- p; |:;”[a]<25 if )%U/fdi for everyw’ s.t.

(w,w") € Ry; truth conditions for the other connectives are
as usual. ByM we will denote a set dPDL-models.

A is amodel ofp (noted)://[@) if and only if ){lé forall

w € W. .# is a model of a set of formulas (noted|:“”2)

if and only if |:/”45 for every® € X. ¢ is aconsequence of
the global axiom< in all PDL-models (note® |, @) if

PDL
and only if for every.Z, if |i”2, thenﬁ”@.

With PDL we can state laws describing the behavior of
actions. Following the tradition in the reasoning about ac-
tions community, we here distinguish three types of them.

Static Laws A static lawis a formulapy € Fml. Itis a
formula that characterizes the possible states of the world
An example of static law isoffee— hot if the agent holds

For the sake of clarity, we will here abstract from the
frame problem (McCarthy and Hayes 1969) and the rami-
fication problem (Finger 1987), and assume that the agent’s
theory contains all frame axioms (cf. (Herzig, Perrussad, a
Varzinczak 2006) for a contraction approach within a solu-
tion to the frame problem). The action theory of our example
will be:

coffee— hot, token— (buy) T,
—coffee— [buycoffeetoken— [buy—token
—token— [buy] L, —-token— [buy|—token
coffee— [buyjcoffeehot — [buyjhot

T:

Figure 1 below shows BDL-model for the theory.

(t, —c,—h)

Figure 1: A model for the coffee machine scenatipt, c,
andh stand for, respectivelpuy, token coffee andhot

Sometimes it will be useful to consider models whose
possible worlds arall the possible worlds allowed hy:

Definition 1 Let7 =S U £ U X be an action theory. Then
A = (W, R) is thebig modelof 7'if and only if:

a coffee, then she holds a hot beverage. The set of all static ¢ W = val(S); and

laws of a domain is denoted 8.

Effect Laws An effect law for ais of the formy — [a]v),
whereyp, ¥ € Fml. Effect laws are formulas relating an ac-
tion to its effects, which can be conditional. The consetjuen
1 is the effect that always obtains wharns executed in a
state where the antecedenholds. Ifais a nondeterminis-
tic action, theny is typically a disjunction. An example of
such a law igoken — [buylhot whenever the agent has a
token, after buying, she has a hot beveragey 1§ incon-
sistent we have a special kind of effect law that we call an
inexecutability law For example-token — [buy] L says
thatbuy cannot be executed if the agent has no token. The
set of effect laws of a domain is denoted&y

Executability Laws An executability law for &has the form

¢ — ()T, with ¢ € Fml. It stipulates the context in which
ais guaranteed to be executable. ABL, the operatofa)

is used to express executabilifg) T thus reads&’'s execu-
tion is possible”.) For instancéoken— (buy) T says that
buying can be executed whenever the agent has a token. Th
set of all executability laws of a domain is denotedBy

Givena, &, (resp.X,) will denote the set of only those
effect (resp. executability) laws aboaut

Action Theories7 = S U £ U X is anaction theory

e

o Ry ={(w,w):V.p— [a €&, if %lcp then %1/}}

Figure 2 below depicts the big model &f

W

Figure 2: The big model for the coffee machine scenario.

Elementary Atoms

Giveny € gml, E(p) denotes the elementary atomstu-
ally occurring inp. For exampleE(—p; A (-p; V py)) =
{p:, P, }. An atompis essentiato ¢ if and only ifp € E(¢’)
forall ¢’ such thatz, ¢ < '. Forinstancep, is essential
to —p; A(—p; VPy). El(v) will denote the essential atoms of
¢. (If p is a tautology or a contradiction, th&h(¢) = (.)
For o € gml, ¢« is the set of ally’ € Fml such that

¢ Fep ¢’ andE(¢") C Elyp). For instancep, V p, ¢



Py*, @SPy fzp P1 V Py BUtE(p, Vv py) € El(p,). Clearly,
E(A ¢*) = EN(A\ ¢x). Moreover, wheneve, ¢ < ¢,
thenE!(y) = El(¢’) and alsopx = ¢'x.

Theorem 1 (Least atom-set theorem (Parikh 1999))
e ¥ < Nw*, and Bpx) C E(¢) for every ¢’ s.t.
L = ¢

Thus for everyp € §ml there is a unique least set of
elementary atoms such thatmay equivalently be expressed
using only atoms from that sétHence Cn(y) = Cn(yx).

Prime Valuations

Given a valuatiorv, V' C v is asubvaluation For W a set
of valuations, a subvaluation satisfiesp € Fml modulow
(notedv’ Iy, ) if and only if v I- » for all v € W such that

V' C v. A subvaluatiorv essentially satisfieg modulow
(v IU/! ) ifand only if vIf, » and{[¢] : £ € v} C El(¢p).

Definition 2 Lety € §mland W be a set of valuations. A
subvaluation v is grime subvaluatiof ¢ (modulo W) if

and only if VIU/! @ and there isnovC vs.t. v IU/! ©.

A prime subvaluation of a formulais one of the weakest
states of truth in whicky is true. (Notice the similarity with
the syntactical notion of prime implicant (Quine 1952).)

By bas€y, W) we denote the set of all prime subvalua-
tions of o moduloW.

Theorem 2 Letp € gmland W be a set of valuations. Then
forallw € W,w Ik pifand only ifw I- \/ycpasq o wy Avey £

Closeness Between Models

When contracting a formula from a model, we will perform
a change in its structure. Because there can be severat diffe
ent ways of modifying a model (not all of them minimal), we
need a notion of distance between models to identify those
that are closest to the original one.

As we are going to see in more depth in the sequel, chang-
ing a model amounts to modifying its possible worlds or
its accessibility relation. Hence, the distance betweem tw
PDL-models will depend upon the distance between their
sets of worlds and accessibility relations. These herebsill
based on theymmetric differencbetween sets, defined as
XYV =(X\Y)U(Y\X).

Definition 3 Let.# = (W,R) be a model.#’ = (W,R))
isas close to# as.#" = (W',R"), noted.#' < 4 4",
if and only if
e either W-W C W-W'
e or W-W =W-Wand R-R C R-R’

(Notice that other distance notions are also possible, like
e.g. considering theardinality of symmetric differences.)

1The dual notion (redundant atoms) is also addressed intthe i
erature, e.g. in (Herzig and Rifi 1999), with similar purpase

Semantics of Contraction

When contracting a law> we must ensure that becomes
invalid in at least one (possibly new) model of the dynamic
domain. Because there can be lots of models to consider,
we start with aset M of models in which? is (potentially)
valid. Thus contracting amounts to make it no longer valid
in this set of models. What are the operations that must be
carried out to achieve that? Throwing models ouMfdoes
not work, since? will keep on being valid in all models of
the remaining set. Thus we showdd new models toM.
Which models? Well, models in which is not true. But
not any of such models: taking models falsifyildgghat are
too different from our original models will certainly vidka
minimal change.

Hence, we shall take some modé&f € M as basis and
manipulate it to get a new mode¥’ in which @ is not true.
In PDL, the removal of a lawp from a model# amounts to
modifying the possible worlds or the accessibility relatio
A so that® becomes false. Such an operation gives as re-
sultaset.#, of models, each of which is no longer a model
of @. But if there are several candidates, which ones should
we choose? We shall take those that miaimal modifica-
tions of the original#. Note that there can be more than
one.#’ that is minimal. Because adding just one of these
new models is enough to invalidade we take all possible
combinationsM U {.#"} of expanding our set of models by
one minimal model. The result will beset of sets of models
In each set of models there will be o’ falsifying .

Contraction of Executability Laws

Intuitively, to contract an executability layy — (a) T in one
model, weremove arrowseavinge-worlds. To success the
operation, we have to guarantee that in the resulting model
there is at least ong-world with no departing-arrow.

Definition 4 Let .# = (W,R) be a PDL-model.
M = (W,R) €, - ifandonlyif

oW =W

e RCR

o If (w,w') € R\ R, then|:fl<p

Then

e Thereisw € W s.t. %”@ —(a)T

To get minimal change, we want such an operation to be
minimal w.r.t. the original model: we should remove a min-
imum set of arrows sufficient to get the desired result.

Definition 5 Let .# be aPDL-model andy — (a)T an
executability law. Then
contraction(.#, ¢ — (&T) = | Jmin{Z__ 1, <.«}
And now we define the sets of possible models resulting
from the contraction of an executability in a set of models:

Definition 6 Let M be a set of models, and — (a)T an
executability law. Thea\(_ . = M M =MuU
{M'}, . #" € contractiol.#, o — (Q)T), # € M}.



In our example, considet = {.#}, where.# is the (—coffeeis relevantto —hof). Hence, we can add arrows
model in Figure 2. When the agent discovers that even with from tokenworlds to—hotA —coffeen tokenworlds, as well
a token she does not manage to buy a coffee anymore, sheas to—hot A —coffeen —token(Figure 4). Pointing the ar-
has to change her models in order to admit models with row to —hot A —coffeeA tokenwould make us lose the ef-
states wheraokenis the case but from which there is no  fect—token true after every execution bilyin the original
buy-transition at all. Because having just one of such worlds model. How to preserve this law while allowing for the new
in each new model is enough, taking those resulting models transition to a-hotworld?
whose accessibility relations are maximal guarantees-mini
mal change. Hence we gétl,, .., = {MU {a]} -
1 < < 3}, where each#/ is depicted in Figure 3.

. L

Figure 4: Candidate-hotworlds to receive arrows from
tokenworlds.

Ce (=) Gzeb When pointing a new arrow leaving a wortcit is enough

to preserve old effects only i (because the remaining
structure of the model keeps unchanged after adding this
new arrow). The operation we must carry out is observing
what is true inw and in the candidate target world: what
changes fromw to w’ (w’ \ w) must be what is obliged to

b do so; what does not change franto w’ (w N w’) must be
what is either obliged or allowed to do so.

This means that the only things allowed to change w.r.t.
w in the candidate target world are those that are forced to
CRD) D) Ct e change: they are relevant t@) or to another effect that ap-
plies inw. Every change outside that is not an intended one.
Similarly, we want the literals preserved in the target wdorl
to be those that are relevant ta) or to some other effect
that applies inw or that are usually preservediin Every
preservation outside those may make us lose some law.

Here is where prime subvaluations play their role: the
worlds one should aim the new arrow at are those whose
difference w.r.taw are literals that are relevant, and whose
similarity w.r.t.w are literals we know may not change.

CECED N GRS N G Definition 7 Let.# = (W, R), w,w’ € W, M be such that

Figure 3: Models resulting from contracting the executabil A € M, andy — [a]¢ an effect law. 'I_'hen/_is arelevar_It
ity law token— (buy) T in the model# of Figure 2. target world ofw w.r.t. ¢ — [a]y for .# in M if and only if

. l{l% b{fzﬁ

o forall { € w' \ w

Contraction of Effect Laws

. : ,

When the agent discovers that there may be cases when after slrt?ﬁer::jrijf gis[é Vqﬁe’vl\al)azé;ﬁ\fg\/\;)vsin?/éce Z},

buying she gets no hot beverage, she must give up the law A ' ’ =

token — [buylhotin her models. This means thatkenA ¢ eV, andE="[a]y’ for every.Z; € M

(buy)—hot shall now be admitted in at least one world of ¢ forall ¢ € wN v’

some of her new models of bellefs. Hence, to contract an  _ gjther there is v& basé—, W) s.t. vC v’ and/ € v

effect lawy — [a]y) from a given model, we have tout _ or there arey’ € Fml, V € baséy’. W) st v C '

new arrowdeavingy-worlds to worlds satisfying. 2 ' ’ =
In our example, when contractirtgken — [buylhot in ¢ eV, and="[a]y’ for every.ZZ; € M

the model of Figure 2, we add arrows frawkenworlds .

to —hotworlds. The challenge in such an operation is in — orthere is./; € M such thatb{ Eiat

guaranteeing minimal change: becagséee — hot, and By RelTgtw, ¢ — [a|y, .#, M) we denote the set of all rel-

then —hot — —coffee this should also givébuy)—coffee evant target worlds ofv w.r.t. ¢ — [a]y for .# in M.



We need the set of modelst (and here we can suppose
it contains all models of the theory we want to change) be-
cause preserving effects depends on what other effects hold
in the other models that interest us. One needs to take them
into account in the local operation of changing one maédel:

Definition 8 Let.# = (W, R) be aPDL-model andM be
suchthat# € M. Then#’' = (W,R) € M5, 1fand
only if

W =W

RCR

(w,w') € R\ Rimpliesw’ € RelTgtw, ¢ — [@y, .#, M)

There isw € W s.t. ly{l,cp — [a]y

As having just one world where the law is no longer
true in each model is enough, taking those resulting mod-
els whose difference w.r.t. the original accessibilityatigin
is minimal guarantees minimal change:

Definition 9 Let .# be aPDL-model andy — [a]y) an
effect law. Then

contraction(.#Z, p — [aly) = | Jmin{.7__ ., <.«}

Now we can define the possible sets of models resulting
from contracting an effect law from a set of models:

Definition 10 Let M be a set of models, and — [a]y
an effect law. ThemM__ , = {M' : M' = MU
{AM'"}, A" € contraction.#, ¢ — [a]y), # € M}.

Taking againM = {.#}, for .# as in Figure 2, after
contracting the effect lavoken— [buyhotfrom M, we get
Miokenpuhot = {IMU{A4]} : 1 <1 < 3}, where all.Z]s
are as depicted in Figure 5.

If ¢ is not satisfied by# or v is true in.#, of course we
do not succeed in falsifying — [a]«. In these cases, prior
to do that we must change our set of possible states.

Contraction of Static Laws

When contracting a static law in a model, we want to admit
at least one possible state falsifying it. Intuitively thigans
that we should add new worlds to the original model. This
is quite easy. A delicate issue however is what to do with
the accessibility relation: should new arrows leave/argay
the new world? If no arrow leaves the new added world,
we may lose an executability law. If some arrow leaves it,
we may lose an effect law, the same holding if we add an
arrow pointing to the new world. If no arrow arrives at the
new world, what about the intuition? Do we want to have an
unreachable state?

All this discussion shows how drastic a change in the
static laws may be: it is a change in the underlying struc-
ture (possible states) of the world! Changing it may have as
consequence the loss of an effect law or an executability law

2\We do not need\ in the local contraction of executabilities

M, 7 s all effects are preserved along the removal of arrows.

CeD &P

Figure 5: Models resulting from contracting the effect law
token — [buylhot in the model.# of Figure 2. The new
arrows are the dashed ones.

What we can do is choose which laws we accept to lose and
postpone their change (by the other operators).

The tradition in the reasoning about actions community
says that executability laws are, in general, more diffitult
state than effect laws, and hence are more likely to be incor-
rect. Relying on this, in (Herzig, Perrussel, and Varzikcza
2006) no change in the accessibility relation is made, what
means preserving effect laws and postponing correction of
executability laws. We here embrace this solution. It is-con
troversial whether this approach is in line with the intoiti
or not (see (Varzinczak 2008a) for an alternative). Anyway,
with the information we have at hand, this is the safest way
of contracting static laws.

Definition 11 Let .# = (W,R) be aPDL-model. Then
M = (W,R) € ., ifand only if
e WC W
e R=F
e Thereisw € W s.t. %”@

The minimal modifications of one model are as expected:
Definition 12 Let.# be a model and a static law. Then

contractior(.#, ¢) = Umin{///;, =}



And we define the sets of models resulting from contract-
ing a static law from one set of models:

Definition 13 Let M be a set of models, angd a static
law. ThenM7 = {M' : M' = MuU{a'}, 2" €
contraction(.Z , ), # € M}.

In our example, contracting the static laoffee — hot
from M = {.#}, with .# as in Figure 2, will give us
Maytioenot = {M U LA}, MU {43} }, where eacht]
is as depicted in Figure 6.

e
:t.,c,—\h\.

_———

G=PH »H G=d

W

Figure 6: Models resulting from contracting the static law
coffee— hotin the model# of Figure 2. The new added
coffeen —hotworlds are dashed.

Notice that by not modifying the accessibility relation all
the effect laws are preserved with minimal change. More-
over, our approach is also intuitive: when learning that a
new state is now possible, we do not necessarily know all
the behavior of the action in the new added state.

Syntactic Operators for Contraction

We now turn our attention to the definition of a syntacti-

cal counterpart of our semantic operators. As (Nebel 1989)
says, “[...] finite bases usually represent [...] laws, and
when we are forced to change the theory we would like to

stay as close as possible to the original [...] base.” Hence,

besides the definition of syntactical operators, we should
also guarantee that they perform minimal change.

By 7, we denote in the sequel the result of contracting a
law @ from the set of lawg.

Contracting Executability Laws

For the case of contracting an executability law— (a)T
from an action theory, the first thing we do is to ensure that
the actiona is still executable (if that was so) in all those

contexts wherep is the case. Second, in order to get min-
imality, we must make executable isomecontexts where
@ is true, viz. allp-worlds but one. This means that we can
have several action theories as outcome.

Algorithm 1 gives a syntactical operator to achieve this.

Algorithm 1 Contraction of an executability law
input: 7,0 — (a)T
output: 7__ - /*asetof theories */
if Tk, ¢ — ()T then
forall 7 € IP(S A ¢) do
for all A C atm(w) do
A = /\pl- catm(7) p; A /\piem P

p; €A p; €A

if S pp, (1 A ga) — L then

,]-/: — (T\ Xa) @]
{(pi A=(mAa)) = (@T 1 i — (T € A}
| T =T @ VIT}
else
T, ={T}

As an example, contractingken — (buy)T from our
theory7 would give us three theories. One of them is:

coffee— hot, ~coffee— [buyjcoffee
token— [buy]—token —token— [buy L,
—token— [buy—token coffee— [buyjcoffee
hot — [buylhot
(tokenA —coffeen hot) — (buy) T,
(tokenA —coffeeA —hot) — (buy) T

T =

Contracting Effect Laws

When contracting an effect law — [a]y> from a theory7,
intuitively we should change some effect laws that preclude
—) in target worlds. In order to cope with minimality, we
must change only those laws that are relevant te- [a]1).

Let LY denote the minimum subset of the effect laws in
&, such thatS, £¢¥ oL — [@. Inthe case where the
theory is modular (Herzig and Varzinczak 2005) (see fur-
ther), interpolation guarantees that such a set alwayssexis
Moreover, note that there can be more than one such a set,
in which case we denote thef@¢ )y, ..., (E8Y),. Let

&= U @

1<i<n

The laws inf; will serve as guideline to get rid of — [a]v
in the theory.

The first thing that we must do is to ensure that action
a still has effecty (if that was so) in all those contexts in
which¢ does not hold. This means that we shall weaken the
laws in&¢-¥ specializing them te.

Second, we need to preserve all old effects igpalorlds
but one. To achieve that, we specialize the above laws to
each possible valuation satisfyiggbut one. In the leftp-
valuation, we must ensure that actiarhas either its old
effects or—+) as outcome. We achieve that by weakening
theconsequentf the laws in; .



Finally, in order to get minimal change, we must ensure
that all literals in thisp-valuation that are not forced to
change in—y-worlds should be preserved. We do this by
stating an effect law of the forifp, AL) — [a] () V€), where
©r IS the abovep-valuation. The reason why this is needed
is clear: there can be severap-valuations, and as far as we
want at most one to be reachable frgm, we should force
it to be the one whose difference¢q is minimal.

Again, the result will be a set of theories. Algorithm 2
below gives the operator.

Algorithm 2 Contraction of an effect law
input: 7, ¢ — [ay
output: 7__,,, /* a set of theories */
if T ks, 0 — [al then
forall 7 € IP(S A ¢) do
for all A C atm(w) do

PAr= /\pieatm(w) p; A /\pieatm(ﬂ') -p;
p; €A pi EA

if S Fp (m A oa) — L then
forall 7’ € IP(S A —)) do

T =(T\ &)U
{(pi A=(m A pa)) — [alths : i — [ahs € E4 }U
{lpi AT A @A) = (s V') s pi — [l € Eq }

forall L C gitdo
it S p (M A wa) = NpepfandS f, (7' A
Necr €) — Lthen
forall £ € L do
if T (mApant) — [a]-Lorlen

then
T =T U{(rAgant) — [@(¥VO)}
T = T VIT'}
else
Twﬂ[a]df: = {T}

For instance, contracting the effect lamken— [buylhot
from 7 will give us three resulting theories, one of them is
T =

coffee— hot, token— (buy) T,
token— [buy]—token —token— [buy L,
—token— [buy|—token
(coffeen —(tokenA coffeen hot)) — [buyjcoffee
(hotA —(tokenA coffeeA hot)) — [buyihot,

(—coffeen —(tokenA coffeeA hot)) — [buyjcoffee

(tokenn coffeen hot) — [buy|(coffeev —hot),

(tokenA coffeen hot) — [buyl(hotV —coffeg

Contracting Static Laws

Finally, in order to contract a static law from a theory, wa ca
use any standard contraction/revision operatdor classi-
cal propositional logic to change the set of static lats
Because contracting static laws meausnitting new pos-

sible states (cf. the semantics), it may be the case that just

modifying S is not enough.

careful approach is to change the theory so that all action
laws remain the same in the contexts where the contracted
law is the case. In our example, if when contracting the law
coffee— hotwe are not sure whethéuyis still executable

or not, we should weaken our executability laws specializ-
ing them to the contextoffee— hot, and then makéuya
priori inexecutable in alt(coffee— hot) contexts.

Algorithm 3 below formalizes such an operation.

Algorithm 3 Contraction of a static law
input: 7, ¢
output: 7, /* a set of theories */
if S Fep o then
forall S" e Sepdo

(T\S)US7 )\ XU
T:= {(piny) = @T:p; — @T € A} U
{-p — [al 1}

T, =T, u{T'}
else

T,:={T)

In our running example, contracting the laaffee— hot
from 7 produces two theories, one of them is

—(—tokenA coffeen —hot),
(tokenA coffee— hot) — (buy) T,
—coffee— [buyjcoffeetoken— [buyj—token
—token— [buy] L, -token— [buy|—token
coffee— [buycoffeehot — [buyjhot
(coffeen —hot) — [buy L

Observe that the effect laws are not affected by the
change: as far as we do not state executabilities for the new
world, all the effect laws remain true in it.

If the knowledge engineer is not happy with the added in-
executability law(coffeen—hot) — [buy] L, she can contract
it from the theory using Algorithm 2.

Correctness of the Operators

Here we show that our algorithms are correct w.r.t. our se-
mantics for action theory contraction. Before doing thag, w
need a definition.

Definition 14 (Modularity (Herzig and Varzinczak 2005))
An action theory7 is modularif and only if for every

@ € Imlif T, ¢, thenS =, o

For an example of a non-modular theory, suppose in our
action theory7 we had stated the laibuy) T instead of

token— (buy) T. Then7 |, tokenandS [#, token

In (Herzig and Varzinczak 2005) algorithms are given to
check whetherT satisfies the principle of modularity and
also to make’ satisfy it, if that is not the case.

Since we in general do not necessarily know the behav- Theorem 3 7 is modular if and only if its big model is a
ior of the actions in a new discovered state of the world, a model of7.



Modular theories have interesting properties. For exam-
ple, if 7is modular, then its consistency can be checked by
just checking consistency of the set of static latvalone.
Deduction of effect laws does not need the executability
ones and vice versa. Prediction of an effect of a sequence of
actionsay; . . .;a, does not need the effect laws for actions
other thanay, ..., a,. This also applies to plan validation
when deciding whethep, ;. . . ; a,)¢ is the case. For more
results on modularity, see (Herzig and Varzinczak 2007).

The following theorem (see Appendix A for the proof)
establishes that the semantic contraction of thedefrom
the set of models of the action thedfproduces models of
some contracted theory i, .

Theorem 4 Let7 be modular, and be a law. For allM’ €
Mg such that" 7 for every.# € M, there isT’ ¢ Ty

such thalj:///T’ forevery.z’ € M’.

The next theorem establishes the other way round: models
of theoriesin7Z are all models of the semantical contraction
of @ from models of7. (The proof is in Appendix B.)

Theorem 5 Let 7 be modular® a law, and7”’ € 7. For
all .4’ such that=? 77, there isM’ € M; such that
A" e M and |:/”Tfor every.z € M.

Hence our operators are correct w.r.t. the semantics.

Assessment of Postulates for Change

We now analyze our operator’s behavior w.r.t. Katsuno and
Mendelzon'’s classical contraction postulates. (Due teaspa
limitations, proofs are omitted here. They are all ava#abl
at (Varzinczak 2008a).)

Theorem 6 7 |5, 7', forall 7" € 7.

This result means our operators satisfy BieL-version of
Katsuno and Mendelzon’s (C1) postulate abmamnotonic-

ity. Such a postulate is not satisfied by the operators given
in (Herzig, Perrussel, and Varzinczak 2006): there, when re
moving e.g. an executability law — (a) T one may make

» — [a] L valid in all models of the resulting theory.

Theorem 7 If Ti5, @, thens, 7 T, forall 77 € 7.

This corresponds to Katsuno and Mendelzon’s (C2) postu-
late aboupreservation Whenevef [ @, then the models

of the resulting theory are exactly the modelsiobecause
these are the minimal models falsifyidg

Theorem 8 Let7 = S U £ U X be consistent, and be
an executability or an effect law such th&tys ) . If Tis

modular, ther” 5, @ for everyT’ € T,

Thus, under modularity our operators satisfy tecess
postulate (C3). Still under modularity and the assumption
that the classical contraction operator satisfies Katsmdo a
Mendelzon’s (C4) postulate, our operations also satisfy it

Theorem 9 Let 7; and 75 be modular. If|:PDL T — T
and |:PDL &1 — by, then for each?] € (7’1);2 there is
T, € (T2)g, such thats, 7, < 75, and vice-versa.

Thanks to modularity, our operators also satisfy Katsuno
and Mendelzon’s (C5) postulatecovery

Theorem 10 Let 7 be modular. 7/ U {®} |,
T €T,.

Theorem 11 If 7 is modular, then every”’ € 7, is also
modular.

Besides satisfying all postulates for contraction, ourrape
tors also preserve modularity. This is a nice property,esinc
it means that modularity can be checked/ensured once for all
during the theory’s evolution.

Related Work

To the best of our knowledge, the first work on updating ac-
tion theories is that by (Li and Pereira 1996) in a narrative-
based action description language (Gelfond and Lifschitz
1993). Contrary to us, however, they investigate the proble
of updating the narrative with new obsernadtsand (pos-
sibly) with occurrences of actions that explain those facts

This amounts to updating a given state/configuration of
the world (in our terms, what is true in a possible world) and
focusing on the models of the narrative in which some ac-
tions took place (in our terms, the models of the action the-
ory with a particular sequence of action executions). Glear
the models of the action laws remain the same.

(Liberatore 2000) proposes an action language in which
one can express a given semantics for belief update, like
(Winslett 1988) and (Katsuno and Mendelzon 1992). Up-
date operations are then expressed as action laws in a theory

The main difference between Liberatore’s work and Li
and Pereira’s is that Liberatore’s framework allows for ab-
ductively adding to the action theory new effect proposisio
(effect laws, in our terms) that consistently explain the oc
currence of an event.

7, for all

The work by (Eiter et al. 2005) is similar to ours in that
they also propose a framework for updating action laws.
They mainly investigate the case where e.g. a new effect law
shall be added to the description. This problem is the dual
of contraction and is then closer tevision

In Eiter et al's approach, action theories are also de-
scribed in a variant of a narrative-based action language.
Like here, the semantics is in terms of transition systems.
Contrary to us, the minimality condition on the outcome of
the update is in terms of inclusion of sets of laws, which
means the approach is more syntax-oriented than ours.

Both their framework and ours can be qualified as
constraint-based update, in that the update is carriecebut r
ative to a set of laws that one wants to hold in the result.
Here for example, all changes in the action laws are relative
to the static laws irS.

One difference between our approach and Eteal’s is
that there it is also possible to update a theory relatively t
e.g. executability laws: when expandifigvith a new effect
law, one may want to constrain the change so that the action
under concern is guaranteed to be executable in the result.
This may of course require the withdrawal of some static
law. Hence, in Eiteet al’s framework, static laws do not
have the same status as in ours.



Concluding Remarks
The contributions of the present work are as follows:

e What is the meaning of removing a laivfrom an action
theory7? How to get minimal change, i.e., how to keep
as much knowledge about other laws as possible? We
answered these questions with Definitions 6, 10 and 13.

e How to syntactically contract an action theory so that
its result corresponds to the intended semantics? We
answered this question with Algorithms 1-3 and Theo-
rems 4 and 5.

e Is our method closer to update or revision? Does it
comply with the standard postulates for classical theory
change and what are the differences w.r.t. that? We an-
swered these questions with Theorems 6-11.

We have shown the importance that modularity has in ac-
tion theory change. Under modularity, our operators sat-
isfy all Katsuno and Mendelzon'’s postulates for contrattio
This shows that our modularity notion is fruitful. Moreoyer
considering future modifications one should perform on the
theory, since modularity is preserved by our operatorsfit s
fices to check/ensure it only once.

Here we presented the case for contraction. We are cur-
rently investigating the definition of the revision couptert
of action theory change. The first results on this issue are
available in (Varzinczak 2008b).

Our ongoing research is on how to contract not only laws
but any PDL-formula. Definitions 4, 8 and 11 show up to
be important for better understanding the case of general
formulas: the modifications to perform in a given model
in order to falsify a general formula will also comprise re-
moval/addition of arrows and worlds. The definition of a
more general contraction method will thus benefit from our
present constructions.
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Appendix A: Proof of Theorem 4

Lemma 1 T):PDL

For the proof of this lemma, the reader is invited to
check (Varzinczak 2008a).

Proof of Theorem 4
Let M = {4 |: T}, and/\/l’ € M. We show that
there is7’ € T, such thalj: T for every.Z' € M'.

By definition, each#’ € M’ is such that eitheﬁt "Tor
bé”l@. BecauseZ,, # (), there mustbg’ € 7. If |:“”,T,
by Lemma 1|:/”/ 7’ and we are done. Let’'s then suppose
that i;é”,@. We analyze each case.

Let @ have the formp — (a)T for someyp € Fml. Then
"= (W,R), whereW = W, R = R\ R, with R =

{(w,w") :%”gp and(w,w’) € Ry}, for some# € M.
Letu € W be such tha%ﬂltp — ()T, i.e., '::”/90 and

Ra(u) = 0.
Because It ¢, there must be € baséy, W) such that
v Cu. Letr = A, ¢ Clearlyr is a prime implicant of

S Nyp. Letalsopa = A\, £, and consider

= (I\X)U{(pirn(mApa)) — (@) T 1 s — (@) T € Xy}
(Clearly,7" is a theory produced by Algorithm 1.)

It is enough to show tha#’ is a model of the new added
laws. G|ven(<pl =(m A pa)) — ( >T € 7', for every

w e W, if |: ©i A= (T A o), thenl: i, from what it

follows )?u ©i- BecausQ: p; — ()T, there isw’ € W
such thatw’ € Ra(w). We need to show thgtw, w') €

Ry If |2 ¢, thenR¢ = 0), and (w, w') € R,. If ):“”Qp,
eitherw = u, and then frorﬂ: T A pp We concludd:

(pi A (m A wa)) — (@T, orw # u and then we must
have(w,w’) € R,, otherwise there i§ C RY such that
R-(R\ &) c R—(R\R?), and then#” = (W,R\ &) is

such thaﬁ;é” ¢ — (T and.#" <_4 .#', acontradiction
because#’ is minimal w.r.t.< 4. Thus(w,w’) € R,, and

then%ﬂl @T. Hence|:/”/7’.

Now let & be of the formy — [a]y), for p, ¢ € Fml.
Then.#' = (W,R), whereW = W, R = RUR{ ™, with
RS ™ = {(w,w') : w' € RelTgtw, ¢ — [@y, .4, M)}

forsome.# = (W,R) € M.
Letu € W be such tha%” ¢ — [a]yp. Then there is

u’ € W such that(u,v') € R, and%{/w. Because: I ¢,
there isv € basép, W) such thaty C u, and asu’ |- =),
there must be’ € basé-v, W) such that’ C «’. Let
T = Noeo & oA = Npeyo & @anda’ = A\, L. Clearlyr
(resp.n’) is a prime implicant ofS A ¢ (resp.S A —)).

Now let&; = U, <<, (E5%): and let the theory

=(T\ &)U
{(pi A=(m A pn)) = [Ali s — [Ahs € E5 U
{(i A A@a) = [A](s V') s o — [Alih; € €5} U
{ (mApant) —[a(pVve):Le L, forL C gits.t. }

S Wep (T A Ny £) — L, and
(ernorT

T ApaAL) — [a—L

PDL(
(Clearly, 7’ is a theory produced by Algorithm 2.)

In order to show that#’ is a model of7”, it is enough to
show that it is a model of the added laws. GienA —(r A

op)) — [ajy; € T/, foreveryw € W, if %ﬂ,goi/\ﬁ(w/\cpA),
then){/% and therj:fcpi. Becaus¢:“”gpi — [y, %{wi
for all w’ € W such that(w,w') € Rs. We need to show
thatR,(w) = Ra(w). If [’ ¢, thenR¢™ = §, and then
R (w) = Ra(w). If %ﬂcp, then eitherw = u, and from
K 7 A on we conclude?’ (i A —(m A oa)) — [ald,
orw # u, and then we must have?: ™ = (), otherwise
there would besf"™¥ < RZ ™ such thaR—(RU S ™) C
R-(RUR¢ ™), and thenz” = (W,RU S %) would be

such thal};é”//w — @]y and.#" <, .#’, a contradiction
since.#’ is minimal w.rt.<_,. HenceR,(w) = Ra(w),

and|:/”/1/;i for all w’ such that{w, w') € R).
Now, glven(gaZ AT A gpA) [@ (v vV ) for everyw €
W, if |: i ANTAQA, then|: (pz, andthed: ;. Because,
" o — [alihi, we have)i, ; for all w’ € W such that

(w,w") € Ry, and thed:f/ 1, for everyw’ € W' such that
(w,w') € R\ R&™. Now, given(w, w') € R&™, %/w’,
and the result follows.

Now for eacr(w/\gpA/\é) [a(ypVve), foreveryw eWw,
if |: T A @a AL, then|: v, and then|: . Because

o — [dy
(w,w") € Ry, and thenl{{, ¢ for all w' € W such that
(w,w') € R\ R&™. It remains to show tha}t:f/ ¢ for
everyw’ € W such that(w,w’) € R&™. Since.#' is
minimal, it is enough to show th&{/ﬂé for every/ € £Lit
such that|::”/ T A pa A L.
Otherwise, suppostéu/f/ﬁ. Then

e either—¢ € 7/, thenn’ and/ are unsatisfiable, and in this
case Algorithm 2 has not put the lafer A pp A £) —
[a(x Vv £) in T', a contradiction;

e or—¢ € u’'\v'. Inthis case, there is a valuatioff = (u"\
{=¢}) U {¢} such that” | 1». We must have)” € W/,
otherwise there will bd’ = {¢; : ¢; € «"} such that

¥, we have)i, 1 for everyw’ € W such that

If ¢ € #’, the result follows.



Ty (7" ANy ep ti) — L, and, becaus&is modular,
S Fep (M A Ny,ers ti) — L, and then Algorithm 2 has
not put the law(m A pa A ¢) — [a](y vV £) in 7', a con-
tradiction. Thenu”” € W/, and moreovet” ¢ R ™ (u),
otherwise 7’ is not minimal. Asu’\ v C '\ u, the only
reason whyu” ¢ R ™V(u) is that there ig € u N u”
such thate?" Ne,enti — [a]=t for every #; € M
if and only if ¢/ ¢ V' for anyV € basé—, W’) such
thatv C w”. Clearly?’ = ¢, and becausé ¢ =’, we
have £/ Ne,cuti — 8-t for every.#; € M. Then
T 5, (T Apant) — [a]=¢, and Algorithm 2 has not put
the law(m A pa A €) — [8](v» V £) in T’, contradiction.

Hence we have}:fl 1 Vv £ for everyw’ € W such that
(w,w') € R,.
Putting the above results together, we g’é{tT’.

Let now ¢ be some propositionap. Then .7’ =
(W,R), whereW C W, R = R, is minimal w.r.t.<_, i.e.,
W is a minimum superset o such that there iz € W
with u Iff . Because we have assumed the syntactical clas-
sical contraction operator is correct w.r.t. its semandicd
is moreover minimal, then there must8e € S & ¢ such

thatw = val(S—). Hence|:“”/8*.
AsR =R, every effect law off remains true inZz".
Now, let
(T\S)US™)\ XU
T'= {(ping) = @T 0 = (@T € X} U
{—p —[aL}
(Clearly,7" is a theory produced by Algorithm 3.)
For every(y; A ) — (@)T € 7' and everyw € W, if
%{ @i A, thenRa(w) # 0, becaus$%<pi — (a)T. Given

—p — [a] L, for everyw € W/, if '{,/ﬁ% thenw = u, and
Ra(w) = 0.

Putting all these results together, we h@% 7. [ ]

Appendix B: Proof of Theorem 5

Lemma 2 Let® be a law. If7is modular, then ever§’ e
74 is modular.

Proof: Let® be nonclassical, and suppose ther&‘iss 7,
such that7”’ is not modular. Then there is somé € Fml

such that7” |5, ¢’ andS’ 5, ', whereS' is the set
of static laws in7". By Lemma 1,7 |5 7, and then we
haveT |5, ¢'. Becauseb is nonclassicalS’ = S. Thus
S Wp ¢’ and hencdis not modular.

Let now® be somep € Fml. Then

(T\S)uS™)\ XU
T = {(ping) = @T 1 — (T € AL} U
{~¢ — [aL}

forsomeS™ € S © .

SupposeT is modular, and lety’ € Fml be such that
T’ fpp ¢ andS™ ey, ¢

As S &, ¢/, there isv € val(S™) such thaw I .
If v e val(S), thenS 2, ¢, and asT is modular,7 |5,
¢'. By Lemma 1,7 |5, 7', and we have” £ ', a
contradiction. Hence ¢ val(S). Moreover, we must have
Vv ¥ , otherwise= has not worked as expected.

Let .# = (W,R) be such that:“” T'. (We extend#
to another model of’.) Let.#’ = (W,R’) be such that
W = WU {v} andR" = R To show that#' is a model
of 77, it suffices to show that satisfies every law ir7”.
Asv € val(S™), )://[ S~. Given—yp — [aL € T/, as

v

’

v I o andR,(v) = 0, )%/[ - — [a]L. Now, for every

pi — Ay, € T, if %”/ ©;, then we trivially havq%”/ W
for everyv’ such thatv, V') € R,. Finally, given(¢; A p) —
(a)T € T',asvlff o, the formula trivially holds irv. Hence
|:’”, 7', and because therevse W such that%”, ¥, we
have7’ 4., ¢, a contradiction. Hence for alp/ € Fml

PDL
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suchthatl” |5 ¢, S g ¢, and therZ” is modular. m

For the proof of the following three lemmas, please refer
to (Varzinczak 2008a).

Lemma 3 If g = (Whig, Ruig) is @ model of7, then

for every.# = (W,R) such that|:/” 7 there is a mini-
mal (w.r.t. set inclusion) extensiorf R Ryig \ R such that
A" = (val(S),RUR) is a model of7.

Lemma 4 Let7 be modular, an@ be a law. Therﬂ:PDL@

if and only if every.#’ = (val(S),R) such that|:<W’R> T
and RC R is a model ofp.

Lemmab5 Let 7 be modular® a law, and7’ € 7. If
A" = (val(§'),R) is a model of7’, then there isM =
(A . = valS),R) and £ T} such that#’ € M’
for someM’ € M.

Proof of Theorem 5

From the hypothesis thatis modular and Lemma Z’
is modular. Then#' = (val(S’),R) is a model of7”, by
Lemma 4. From this and Lemma 5 the result follows. m



