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#### Abstract

This paper investigates the use of stratified sampling as a variance reduction technique for approximating integrals over large dimensional spaces. The accuracy of this method critically depends on the choice of the space partition, the strata, which should be ideally fitted to the subsets where the functions to integrate is nearly constant, and on the allocation of the number of samples within each strata. When the dimension is large and the function to integrate is complex, finding such partitions and allocating the sample is a highly non-trivial problem. In this work, we investigate a novel method to improve the efficiency of the estimator "on the fly", by jointly sampling and adapting the strata and the allocation within the strata. The accuracy of estimators when this method is used is examined in detail, in the socalled asymptotic regime (i.e. when both the number of samples and the number of strata are large). We illustrate the use of the method for the computation of the price of path-dependent options in models with both constant and stochastic volatility. The use of this adaptive technique yields variance reduction by factors sometimes larger than 1000 compared to classical Monte Carlo estimators.
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## 1 Introduction

A number of problems in statistics, operation research and mathematical finance boils down to the evaluation of the expectation (or higher order moments) of a random variable $\phi(Y)$, known to be a complicated real valued function of a vector $Y=\left(Y_{1}, \ldots, Y_{d}\right)$ of independent random variables. In our applications, we will mainly focus on simulations driven by a sequence of independent standard normal random variables, in situations where the dimension $d$ is very large. We have in particular in mind the computations of moments of functionals of diffusion processes; the dimension $d$ can be very large if the mapping $\phi$ is path-dependent ( $\phi$ a general functional defined on the space of continuous function) and the solutions of the diffusion process cannot be explicitly computed and simulated (i.e. should be approximated using for example the Euler or an higher-order model discretization scheme). Such problems arise in particular in computational finance for the pricing of path-dependent options, either when the number of underlying assets is large, or when additional source of randomness is present such as in stochastic volatility models, which in general preclude the existence of explicit solutions for the multi-dimensional diffusions modeling the price of the asset.

Since the distribution of $\phi(Y)$ is most often impossible to obtain in closed analytic form, then a classical approach is to resort to Monte Carlo integration. In its most elementary form, a random sample of points $Y_{1}, \ldots, Y_{d}$ is drawn from $\mathbb{R}^{d}, \phi$ is evaluated at each of these points and the moments of interest are estimated from these values. Intuitively, rather than calculate $\phi$ at independently sampled points, it seems to be a better option to dissect $\mathbb{R}^{d}$ into mutually exclusive subsets (or strata) and ensure that $\phi$ is evaluated for a prescribed and appropriate number of points in each stratum. This is referred to as stratified sampling. Good reviews of the method include Glasserman (2004) (with an emphasis on finance applications), Asmussen and Glynn 2007, Rubinstein and Kroese (2008).

The main purpose of this paper is to discuss a way of dissecting the space into strata and sampling from the strata, adapted to the case where $Y$ is a (typically large-dimensional) standard Gaussian vector. We also address the accuracy of estimators when this method of sampling is used, and give conditions upon which the variance reduction is most effective.

Determining an efficient dissection in a large dimensional space is a highly non-trivial problem. We shall consider a computationally inexpensive way to overcome this difficulty, which uses a kind of dimensionality reduction. This method makes use of one or more orthogonal directions, to induce a dissection of $\mathbb{R}^{d}$ with the right property. These directions and the associated allocation are learnt adaptively, while the simulations are performed. The advantage of the adaptive method, similar to those introduced for importance sampling by Rubinstein and Kroese (2004) is that information is collected as the simulations are done, and computations of means and variance of $\phi(Y)$ in strata are used to update the choice of these strata and of the allocation. We investigate in some details the asymptotic regime i.e. where the number of simulations and the number of the strata both go to infinity. We show that the variance of the estimator critically depends on the relations of the strata to the regions of the space where $\phi$ is "nearly" constant which can be fairly complex for example when pricing path-dependent basket options or when the underlying model of the asset is a multi-dimensional non-linear diffusion process.

The method is illustrated for pricing path-dependent options driven by high-dimensional gaussian vectors, combining adaptive importance sampling based on a change of drift together with the suggested adaptive stratification. The combination of these two methods, already advocated in an earlier work by Glasserman et al 1999, is very effective; nevertheless, these examples show that, contrary to what is suggested in this work, the asymptotical optimal drift vector is not always the most effective direction of stratification.

The paper is organized as follows. In section an antroduction to the main ideas of the stratifation is presented. Section 3 addresses the behavior of the stratified estimator in the asymptotic regime (i.e. when both the number of samples and the number of strata go to infinity). The roles of the stratification directions, the strata in each direction of stratification and of the allocation within each strata are evidenced. In section 4, an algorithm is proposed to adapt the directions of stratifications and the allocation of simulations within each stratum. In Section 5, the proposed adaptive stratification procedure is illustrated using applications for the pricing of path-dependent options.

## 2 An introduction to stratification

Suppose we want to compute an expectation of the form $\mathrm{E}[\phi(Y)]$ where $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a measurable function and $Y$ is a $\mathbb{R}^{d}$-valued random variable. We assume hereafter that

$$
\begin{equation*}
\mathrm{E}\left[\phi^{2}(Y)\right]<+\infty . \tag{1}
\end{equation*}
$$

In the examples we have in mind, $\phi$ is the payoff of a path-dependent option and $Y=\left(Y_{1}, \ldots, Y_{d}\right)$ is a typically large-dimensional standard Gaussian vector.

Stratified sampling is a variance reduction method which produces an alternative estimator of $\mathrm{E}[\phi(Y)]$ having smaller variance than the crude Monte Carlo estimator. Fully stratifying a random vector is typically infeasible in high dimension. We therefore focus on methods where the stratification is applied to a lowdimensional projection of the random vector $Y$. In a simulation driven by arbitrary random vectors, stratifying on a linear combination would typically be impractical because of the difficulty of sampling from the distribution of the vector conditional on a given linear combination, but in the Gaussian case, this conditional distribution is itself Gaussian which makes this approach practical.

We therefore consider a stratification variable of the form $\mu^{T} Y$ where $\mu$ is an orthonormal $(d \times m)$ matrix with $m \leq d$; recall that $\mu$ is orthonormal if $\mu^{T} \mu=\operatorname{Id}_{m}$ where $\operatorname{Id}_{m}$ is the identity matrix in dimension $m$ and $\mu \mu^{T}$ is the orthonormal projector onto the range of the matrix $\mu$. In all our examples, $m$ is equal to one or two. Given a partition $\left\{\mathbf{S}_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}\right\}$ of $\mathbb{R}^{m}$, the sample space of $\mu^{T} Y$, the sample space $\mathbb{R}^{d}$ of $Y$ is divided into strata defined by

$$
\begin{equation*}
\mathbf{S}_{\mu, \mathbf{i}} \stackrel{\text { def }}{=}\left\{x \in \mathbb{R}^{d}, \mu^{T} x \in \mathrm{~S}_{\mathbf{i}}\right\}, \quad \mathbf{i} \in \mathcal{I} . \tag{2}
\end{equation*}
$$

The strata $S_{i}$ need not be a connected region or might have a curve surface in full generality, but will typically be a an hyperrectangle in all our applications. It is assumed in the sequel that the probability of the strata $\left\{p_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}\right\}$

$$
\begin{equation*}
p_{\mathbf{i}}(\mu) \stackrel{\text { def }}{=} \mathbb{P}\left(Y \in \mathrm{~S}_{\mu, \mathbf{i}}\right)=\mathbb{P}\left(\mu^{T} Y \in \mathrm{~S}_{\mathbf{i}}\right), \tag{3}
\end{equation*}
$$

are known; the dependence of the probability $p_{\mathbf{i}}(\mu)$ on the strata $\left\{\mathrm{S}_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}\right\}$ is implicit. If $Y$ is a large dimensional standard Gaussian vector and if $S_{\mathrm{j}}$ is an hyperrectangle, computing (3) is easy since in such case $\mu^{T} Y$ also is a standard Gaussian vector. Glasserman (2004, section 4.3, p. 223) (see also Section 5.1) presents a simple algorithm to sample according to the conditional distribution of $Y$ given $\mu^{T} Y \in \mathbf{S}_{\mathbf{i}}$. Up to removing some strata, we may assume without loss of generality that $p_{\mathbf{i}}(\mu)>0$, for any $\mathbf{i} \in \mathcal{I}$. For the special case where all the $p_{\mathbf{i}}(\mu)$ are equal, i.e. $p_{\mathbf{i}}(\mu)=|\mathcal{I}|^{-1}, \mathbf{i} \in \mathcal{I}$, we shall say that the strata are equiprobable.

Let $M$ be the total number of draws and $\mathcal{Q}=\left\{q_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}\right\}$ be an allocation vector (i.e. $q_{\mathbf{i}} \geq 0$ and $\left.\sum_{\mathbf{i} \in \mathcal{I}} q_{\mathbf{i}}=1\right)$ : the number $M_{\mathbf{i}}$ of samples allocated to the $\mathbf{i}$-th stratum is given by

$$
\begin{equation*}
M_{\mathbf{i}} \stackrel{\text { def }}{=}\left\lfloor M \sum_{\mathbf{j} \leq \mathbf{i}} q_{\mathbf{j}}\right\rfloor-\left\lfloor M \sum_{\mathbf{j}<\mathbf{i}} q_{\mathbf{j}}\right\rfloor, \quad \mathbf{i} \in \mathcal{I}, \tag{4}
\end{equation*}
$$

where $\lfloor\cdot\rfloor$ denotes the lower integer part and by convention, $\sum_{\emptyset} q_{\mathbf{j}}=0$ (it is assumed that the set of indices $\mathcal{I}$ is totally ordered: e.g. if $\mathcal{I}$ is a cartesian product of a set of totally ordered sets indexed by an ordinal, the order on $\mathcal{I}$ is the lexicographical one). If the number of points in each stratum is chosen to be proportional to the probability of the strata, the allocation is said to be proportional. Given the strata $\left\{\mathrm{S}_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}\right\}$ and the allocation $\mathcal{Q}$, the stratified estimator with $M$ draws is defined by

$$
\begin{equation*}
\sum_{\mathbf{i} \in \mathcal{I}: M_{\mathbf{i}}>0} p_{\mathbf{i}}(\mu)\left\{\frac{1}{M_{\mathbf{i}}} \sum_{j=1}^{M_{\mathrm{i}}} \phi\left(Y_{\mathbf{i}, j}\right)\right\}, \tag{5}
\end{equation*}
$$

where for each $\mathbf{i} \in \mathcal{I},\left\{Y_{\mathbf{i}, j}, j \leq M_{\mathbf{i}}\right\}$ are i.i.d. random variables distributed according to the conditional distribution of the vector $Y$ given the strata, $\mathrm{P}\left[Y \in \cdot \mid \mu^{T} Y \in \mathrm{~S}_{\mathbf{i}}\right]$. In addition, the random variables $\left\{Y_{\mathbf{i}, j}, j \leq M_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}\right\}$ are independent.

The stratified estimator is an unbiased estimator of $\mathrm{E}[\phi(Y)]$ if the $M_{\mathrm{i}}$ 's are all positive (a sufficient condition is $\left.M \geq\left\{\min _{\mathbf{i}} \rho_{\mathbf{i}}(\mu)\right\}^{-1}\right)$. Its variance is given by

$$
\begin{equation*}
\sum_{\mathbf{i} \in \mathcal{I}: M_{\mathbf{i}}>0} M_{\mathbf{i}}^{-1} p_{\mathbf{i}}^{2}(\mu) \sigma_{\mathbf{i}}^{2}(\mu) \tag{6}
\end{equation*}
$$

where $\sigma_{\mathbf{i}}^{2}(\mu)$ is the conditional variance of the random vector $\phi(Y)$ given $\mu^{T} Y \in \mathrm{~S}_{\mathbf{i}}$,

$$
\begin{equation*}
\sigma_{\mathbf{i}}^{2}(\mu) \stackrel{\text { def }}{=} \mathrm{E}\left[\phi^{2}(Y) \mid \mu^{T} Y \in \mathrm{~S}_{\mathbf{i}}\right]-\left(\mathrm{E}\left[\phi(Y) \mid \mu^{T} Y \in \mathrm{~S}_{\mathbf{i}}\right]\right)^{2} . \tag{7}
\end{equation*}
$$

When $M$ goes to infinity and the number of strata is either fixed or goes to infinity slowly enough, the variance of the stratified estimator is equivalent to

$$
\begin{equation*}
M^{-1} \sum_{\mathbf{i} \in \mathcal{I}: q_{\mathbf{i}}>0} q_{\mathbf{i}}^{-1} p_{\mathbf{i}}^{2}(\mu) \sigma_{\mathbf{i}}^{2}(\mu) \tag{8}
\end{equation*}
$$

(see e.g. Lemma in Section 6.1 for a proof of this assertion).
The two key questions that arise in every application of the stratified sampling method are (i) the choice of the dissection of the space and (ii) for a fixed $M$, the determination of the number of samples $M_{\mathrm{i}}$ to be generated in each stratum i. It is well-know (see e.g. (Fishman, 1996, Theorem4.15)) that, whatever the choice of the strata $S_{\mu, \mathrm{i}}$ is, the stratification with proportional allocation always produces a variance reduction compared to the crude Monte Carlo. More ambitiously than just considering proportional allocation, the optimal allocation (in the sense of variance minimization) is obtained by minimizing the asymptotic variance (8) subject to the constraint $\sum_{\mathbf{i} \in \mathcal{I}} q_{\mathbf{i}}=1$. The solution of this problem is given by:

$$
\begin{equation*}
q_{\mathbf{i}}^{\star}(\mu) \stackrel{\text { def }}{=} \frac{p_{\mathbf{i}}(\mu) \sigma_{\mathbf{i}}(\mu)}{\sum_{\mathbf{j} \in \mathcal{I}} p_{\mathbf{j}}(\mu) \sigma_{\mathbf{j}}(\mu)} . \tag{9}
\end{equation*}
$$

Note that Eq. 6 reveals that the magnitude of variance reduction depends crucially on how widely dispersed the strata means $\mathrm{E}\left[\phi(Y) \mid Y \in \mathrm{~S}_{\mu, \mathbf{i}}\right]$ are around the population mean $\mathrm{E}[\phi(Y)]$.

For a given stratification matrix $\mu$, we refer to $\mathcal{Q}^{\star}(\mu)=\left\{q_{\mathbf{i}}^{\star}(\mu), \mathbf{i} \in \mathcal{I}\right\}$ as the optimal stratification vector. Of course, contrary to the proportions $p_{\mathbf{i}}(\mu)$, the conditional expectations $\mathrm{E}\left[\phi(Y) \mid Y \in \mathrm{~S}_{\mu, \mathbf{i}}\right]$ are unknown and so are the conditional variances $\sigma_{\mathbf{i}}^{2}(\mu)$. Because the stratification matrix is also unknown, an adaptive procedure is required.

The simplest approach would be to estimate these conditional variance in a pilot run, to determine the optimal allocation vector from these estimates, and then to use this allocation vector in a second stage to determine the stratified estimator. Such a procedure is clearly suboptimal, since the results obtained in the pilot step are not fully exploited. This calls for a more sophisticated procedure, in the spirit of those used for adaptive importance sampling; see for example, Rubinstein and Kroese (2004) and Rubinstein and Kroese (2008). In these algorithms, the estimate of conditional variance and the stratification directions is gradually improved while computing the stratified estimator and estimating its variance. Of course, the limiting behavior of such estimators is more complex, because of the dependence between the successive draws and the definition of the strata themselves. Such algorithm extends the procedure by Etore and J burdain (2007), who proposed to adaptively learn the optimal allocation vector for a set of given strata and derived a central limit theorem for the adaptive estimator (with the optimal asymptotic variance).

## 3 Asymptotic analysis of the stratification performance

We derive in this Section the asymptotic variance of the stratified estimator when both the total number of draws $M$ and the number of strata (possibly depending upon $M$ ) tend to $+\infty$. The variance of the estimator depends on the stratification matrix $\mu$, on the partition $\left\{\mathbf{S}_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}\right\}$ of the sample space of $\mu^{T} Y$ and on the allocation $\mathcal{Q}$.

### 3.1 Notations and Assumptions

For any integer $k$, we denote by $\lambda$ the Lebesgue measure on $\mathbb{R}^{k}$, equipped with its Borel sigma-field (the dependence in the dimension $k$ is implicit). For a probability density $h$ w.r.t the Lebesgue measure on $\mathbb{R}$, we denote by $H$ the cumulative distribution function, and $H^{-1}$ the quantile function, defined as the generalized inverse of $H$,

$$
H^{-1}(u)=\inf \{x \in\{H>0\}: H(x) \geq u\}, \quad \text { for any } u \in[0,1],
$$

where, by convention, $\inf \emptyset=+\infty$. Let $I$ be a positive integer. The choice of the strata boundaries is parameterized by an $m$-uplet $\left(g_{1}, \ldots, g_{m}\right)$ of probability densities on $\mathbb{R}$ in the following sense: for all $m$-uplet $\mathbf{i}=\left(i_{1}, \ldots, i_{m}\right) \in\{1, \cdots, I\}^{m}$,

$$
\begin{equation*}
\mathrm{S}_{\mathbf{i}} \stackrel{\text { def }}{=}\left\{\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}: G_{k}^{-1}\left(\frac{i_{k}-1}{I}\right)<x_{k} \leq G_{k}^{-1}\left(\frac{i_{k}}{I}\right)\right\} \tag{10}
\end{equation*}
$$

We denote by $g\left(x_{1}, \ldots, x_{m}\right)$ the associated joint density:

$$
\begin{equation*}
g\left(x_{1}, \ldots, x_{m}\right) \stackrel{\text { def }}{=} \prod_{k=1}^{m} g_{k}\left(x_{k}\right) . \tag{11}
\end{equation*}
$$

We consider allocations parameterized by a probability density $\chi: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$with respect to the Lebesgue measure by setting for all $\mathbf{i} \in\{1, \cdots, I\}^{m}$

$$
q_{\mathbf{i}}(\chi) \stackrel{\text { def }}{=} \int_{\mathrm{S}_{\mathbf{i}}} \chi d \lambda ;
$$

denote by $\mathcal{Q}_{\chi}=\left\{q_{\mathbf{i}}(\chi), \mathbf{i} \in\{1, \ldots, I\}^{m}\right\}$ the associated allocation. Let $\mu$ be a $d \times m$ orthonormal matrix. We consider the stratification $\mathcal{S}(\mu)=\left\{\mathrm{S}_{\mu, \mathbf{i}}, \mathbf{i} \in\{1, \ldots, I\}^{m}\right\}$ of the space $\mathbb{R}^{d}$. Denote by $\varsigma_{I, M}^{2}(\mu, g, \mathcal{Q})$ the asymptotic variance of the stratified estimator, given by

$$
\begin{equation*}
\varsigma_{I, M}^{2}(\mu, g, \mathcal{Q}) \stackrel{\text { def }}{=} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{m}: M_{\mathbf{i}}>0} M_{\mathbf{i}}^{-1} p_{\mathbf{i}}^{2}(\mu) \sigma_{\mathbf{i}}^{2}(\mu), \tag{12}
\end{equation*}
$$

where the number of draws $M_{\mathbf{i}}$ is given by (4) and $p_{\mathbf{i}}(\mu), \sigma_{\mathbf{i}}^{2}(\mu)$, the probability and the conditional variance are given by (3), and (7), respectively. The dependence w.r.t. $g$ and $\mathcal{Q}$ of $M_{\mathbf{i}}, p_{\mathbf{i}}(\mu)$ and $\sigma_{\mathbf{i}}^{2}(\mu)$ is implicit. We assume that the random variable $\mu^{T} Y$ possesses a density $f_{\mu}$ w.r.t. the Lebesgue measure (on $\mathbb{R}^{m}$ ). We consider the functions (taking a regular version of the conditional expectation)

$$
\psi_{\mu}(x) \stackrel{\text { def }}{=} \mathrm{E}\left[\phi(Y) \mid \mu^{T} Y=x\right], \quad \text { and } \quad \zeta_{\mu}(x) \stackrel{\text { def }}{=} \mathrm{E}\left[\phi^{2}(Y) \mid \mu^{T} Y=x\right] .
$$

Using these notations, the asymptotic variance of the stratified estimator may be rewritten as

$$
\varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)=\sum_{\mathbf{i} \in\{1, \ldots, I\}^{m}: M_{\mathbf{i}}>0} M_{\mathbf{i}}^{-1}\left\{\left(\int_{S_{\mathbf{i}}} f_{\mu} d \lambda\right)\left(\int_{S_{\mathbf{i}}} \zeta_{\mu} f_{\mu} d \lambda\right)-\left(\int_{\mathrm{S}_{\mathbf{i}}} \psi_{\mu} f_{\mu} d \lambda\right)^{2}\right\}
$$

We will investigate the limiting behavior of asymptotic variance $\varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)$ when the total number of samples $M$ and the number of strata $I$ both tend to $+\infty$. For that purpose, some technical conditions are required. For $\nu$ a measure on $\mathbb{R}^{n}$ and $h$ a real-valued measurable function on $\mathbb{R}^{n}$, we denote by $\operatorname{essinf}_{\nu}(h)$ and $\operatorname{esssup}_{\nu}(h)$ the essential infimum and supremum w.r.t. the measure $\nu$. From now on we use the following convention : $z / 0$ is equal to $+\infty$ if $z>0$ and to 0 if $z=0$.

A1 $\int_{\mathbb{R}^{m}} \chi^{2} g^{-1} d \lambda<+\infty$ and $\operatorname{essinf}_{g \cdot \lambda}\left(\chi g^{-1}\right)>0$.
A2 for $h \in\left\{f_{\mu}, \zeta_{\mu} f_{\mu}, \psi_{\mu} f_{\mu}\right\}, \int_{\mathbb{R}^{m}} h^{2} g^{-1} d \lambda<+\infty$.
Under A目, $\lambda$-a.e., $g=0$ implies that $f_{\mu}=0$. Finally, a reinforced integrability condition is needed
A3 $\int_{\mathbb{R}^{m}} f_{\mu}^{4}\left(\zeta_{\mu}-\psi_{\mu}^{2}\right)^{2}\left[\chi^{2} g\right]^{-1} d \lambda<+\infty$.
Not surprisingly, the behavior of the asymptotic variance of the stratified estimator behaves differently if $m<d$ or if $m=d$. In the first case, the leading term of the variance remains proportional to the inverse of the number of samples and is asymptotically dominated by the variance in the subspace which is orthogonal to the stratification subspace. In the second case, the rate of convergence is faster, but depends on the choice of the strata in a more complex way.
3.2 The case $m<d$

Our main result is the following proposition which establishes the expression of the limit as the number of strata $I$ goes to $+\infty$ of the limiting variance (as the number of simulations $M$ goes to $+\infty$ ) of the stratified estimator. Define

$$
\begin{equation*}
\varsigma_{\infty}^{2}(\mu, \chi) \stackrel{\text { def }}{=} \int_{\mathbb{R}^{m}} f_{\mu}^{2}\left(\zeta_{\mu}-\psi_{\mu}^{2}\right) \chi^{-1} d \lambda . \tag{13}
\end{equation*}
$$

Proposition 1 Let $m$ be an integer such that $m<d, g_{1}, \cdots, g_{m}$ be probability density functions (pdf) w.r.t. to the Lebesgue measure of $\mathbb{R}, \mu$ be a $d \times m$ orthonormal matrix, and $\chi$ be a pdf w.r.t. the Lebesgue measure on $\mathbb{R}^{m}$. Assume that $g$ defined by (11) and $\chi$ satisfy assumptions $A$ ( -4 . Then

$$
\lim _{I \rightarrow+\infty} \lim _{M \rightarrow+\infty} M \varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)=\varsigma_{\infty}^{2}(\mu, \chi)
$$

Assume in addition one of the following conditions
(i) $\operatorname{esssup}_{\chi \cdot \lambda}\left(f_{\mu} \chi^{-1}\right)<+\infty$ and $\left\{I_{M}, M \geq 1\right\}$ is an integer-valued sequence such that $I_{M}^{-1}+I_{M}^{m} M^{-1} \rightarrow$ 0 as $M$ goes to infinity.
(ii) $\left\{I_{M}, M \geq 1\right\}$ is an integer-valued sequence such that $I_{M}^{-1}+I_{M}^{2 m} M^{-1} \rightarrow 0$ as $M$ goes to infinity.

Then,

$$
\lim _{M \rightarrow+\infty} M \varsigma_{I_{M}, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)=\varsigma_{\infty}^{2}(\mu, \chi) .
$$

It is worthwhile to note that the limiting variance of the stratified estimator $\varsigma_{\infty}^{2}(\mu, \chi)$ does not depend on the densities $\left(g_{1}, \ldots, g_{m}\right)$ that define the strata. This might seem counter-intuitive because it means that only the directions of stratification $\mu$ and the allocation distribution $\mathcal{Q}_{\chi}$ enters in the limit. The contribution to the variance of the randomness in the directions orthogonal to the rows of $\mu$ dominates at the first order. Therefore, it is not required to optimize the choice of the distributions $g_{1}, \ldots, g_{m}$ which define the positions of the strata in each direction. In practice, this means that asymptotically, once the stratification direction is chosen, the choice of the strata is irrelevant (which is of course not true for any given finite sample); a convenient choice is to set $g_{i}$ as the distribution of the $i$-th component of the random vector $\mu^{T} Y, i \in\{1, \ldots, m\}$. When $Y$ is a standard normal random vector, then the components of the vector $\mu^{T} Y$ are standard gaussian variables, and the strata are simply chosen according to the quantiles of standard gaussian random variables (the distributions $g_{i}, i \in\{1, \ldots, m\}$ are in such case independent from $\mu$ ).

On the contrary, the limiting variance $\varsigma_{\infty}^{2}(\mu, \chi)$ depends on the allocation density $\chi$. For a given value of the stratification directions $\mu$, it is possible to minimize the function $\chi \mapsto \varsigma_{\infty}^{2}(\mu, \chi)$. Assume that $\int_{\mathbb{R}^{m}} f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}} d \lambda>0$. Since

$$
\int_{\mathbb{R}^{m}} f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}} d \lambda=\mathrm{E}\left[\sqrt{\operatorname{Var}\left[\phi(Y) \mid \mu^{T} Y\right]}\right] \leq \sqrt{\operatorname{Var}(\phi(Y))},
$$

the integral is finite by (目) and it is possible to define a density $\chi_{\mu}^{\star}$ by

$$
\begin{equation*}
\chi_{\mu}^{\star} \stackrel{\text { def }}{=} \frac{f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}}{\int_{\mathbb{R}^{m}} f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}} d \lambda} . \tag{14}
\end{equation*}
$$

Then $\chi_{\mu}^{\star}$ is the minimum of $\chi \mapsto \varsigma_{\infty}^{2}(\mu, \chi)$ and the minimal limiting variance is

$$
\varsigma_{\infty}^{2}\left(\mu, \chi_{\mu}^{\star}\right)=\left(\int_{\mathbb{R}^{m}} f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}} d \lambda\right)^{2}=\left(\mathrm{E}\left[\sqrt{\operatorname{Var}\left[\phi(Y) \mid \mu^{T} Y\right]}\right]\right)^{2}
$$

Provided $\chi_{\mu}^{\star}$ satisfies assumptions A $\mathrm{A}^{2}$ (note that in that case, AB is automatically satisfied), the choice $\chi=\chi_{\mu}^{\star}$ for the allocation of the drawings in the strata is asymptotically optimal.
Remark 1 An expression of the limiting variance $\varsigma_{\infty}^{2}(\mu, \chi)$ has been obtained in Glasserman et al, 199, Lemma 4.1) in the case $m=1$ and for the proportional allocation rule which corresponds to $\chi=f_{\mu}$. It is shown by these authors that the limiting variance is $\mathrm{E}\left(\operatorname{Var}\left[\phi(Y) \mid \mu^{T} Y\right]\right)$ which is equal to $\varsigma_{\infty}^{2}\left(\mu, f_{\mu}\right)$ (note that in this case the stratification density $g=f_{\mu}$, satisfies the assumptions A团 provided that $\left.\mathrm{E}\left[\phi^{4}(Y)\right]<\infty\right)$. Unless Var $\left[\phi(Y) \mid \mu^{T} Y\right]$ is a.s. constant, the asymptotic variance is strictly smaller for the optimal choice of the allocation density.

The optimal allocation density $\chi_{\mu}^{\star}$ cannot in general be computed explicitly but, as shown in the following Proposition, can be approximated by computing the optimal allocation within each stratum.

Proposition 2 Let $m<d$ be an integer and $\mu$ be an $(d \times m)$ orthonormal matrix. Assume that there exist p.d.f $g_{1}, \ldots, g_{m}$ such that assumptions $A$ is satisfied with $g$ given by (11). Then,

$$
\lim _{I \rightarrow+\infty} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{m}}\left|q_{\mathbf{i}}^{\star}(\mu)-\int_{\mathrm{S}_{\mathbf{i}}} \chi_{\mu}^{\star} d \lambda\right|=0
$$

where $\mathcal{Q}^{\star}(\mu) \stackrel{\text { def }}{=}\left\{q_{\mathbf{i}}^{\star}(\mu), \mathbf{i} \in\{1, \ldots, I\}^{m}\right\}$ is given by (乌). Let $\left\{I_{M}, M \geq 1\right\}$ be an integer-valued sequence such that $I_{M}^{-1}+I_{M}^{m} M^{-1} \rightarrow 0$ as $M$ goes to infinity. Then,

$$
\lim _{M \rightarrow+\infty} M \varsigma_{I_{M}, M}^{2}\left(\mu, g, \mathcal{Q}^{\star}(\mu)\right)=\varsigma_{\infty}^{2}\left(\mu, \chi_{\mu}^{\star}\right)
$$

The proof is given in Section 6.1. As the number of strata goes to infinity, the stratified estimator run with the optimal allocation $\mathcal{Q}^{\star}(\mu)$ has the same asymptotic variance as the stratified estimator run with the allocation deduced from the optimal density $\chi_{\mu}^{\star}$. In practice, of course, the optimal allocation $\mathcal{Q}^{\star}(\mu)$ is unknown, but it is possible to construct an estimator of this quantity by estimating the conditional variance of $\operatorname{Var}\left[\phi(Y) \mid \mu^{T} Y \in \mathrm{~S}_{\mathbf{i}}\right]$ within each stratum (Etore and Jourdain, 2007).

### 3.3 Case $m=d$

We will consider the case where $m=d$, the number of stratified directions is equal to the dimension of the space. Of course, the results obtained in that setting are markedly different, because this time, the accuracy of the stratified estimator will depend crucially on the definition of the strata along each direction (using the optimal allocation alone is no longer sufficient to reach the optimal asymptotic variance). Let $\phi_{\mu}(x) \stackrel{\text { def }}{=} \phi\left(\mu^{T} x\right)$ and for $k \in\{1, \ldots, d\}, \partial_{k} \phi_{\mu}$ denote the partial derivative of $\phi_{\mu}$ w.r.t. its $k$-th coordinate. By a slight abuse of notation, we still denote by $g_{k}$ the function $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d} \mapsto g_{k}\left(x_{k}\right)$. When $m=d, \psi_{\mu}=\phi_{\mu}, \zeta_{\mu}=\phi_{\mu}^{2}=\psi_{\mu}^{2}$ and the limits obtained in Propositions 1 and are zero. The number $M$ of random drawings is no longer the appropriate normalization to get a non-trivial limit for the asymptotic variance $\varsigma_{I, M}^{2}$. According to the following proposition, the right multiplicative factor is $I^{2} M$.
Proposition 3 Assume A A. Assume in addition that $\operatorname{esssup}_{\lambda}\left(f_{\mu} / g\right)<+\infty$ and that $\phi$ is $C^{1}$ and satisfies $\operatorname{esssup}_{\lambda}\left(\sum_{k=1}^{d} \frac{\left|\partial_{k} \phi_{\mu}\right|}{g_{k}}\right)<+\infty$. Finally, let $\left\{I_{M}, M \geq 1\right\}$ be an integer-valued sequence such that $\lim _{M \rightarrow \infty}\left(I_{M}^{-1}+I_{M}^{d+2} M^{-1}\right)=0$. Then,

$$
\lim _{M \rightarrow+\infty} M I_{M}^{2} \varsigma_{I_{M}, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)=\varsigma_{\infty}^{2}(\mu, g, \chi)
$$

where

$$
\begin{equation*}
\varsigma_{\infty}^{2}(\mu, g, \chi) \stackrel{\text { def }}{=} \frac{1}{12} \int_{\mathbb{R}^{d}} \frac{f_{\mu}^{2}}{\chi} \sum_{k=1}^{d}\left(\frac{\partial_{k} \phi_{\mu}}{g_{k}}\right)^{2} d \lambda . \tag{15}
\end{equation*}
$$

Notice that under the assumptions of the proposition, $\varsigma_{\infty}^{2}(\mu, g, \chi)<+\infty$ since $d \lambda$ a.e.,

$$
\frac{f_{\mu}^{2}}{\chi} \sum_{k=1}^{d}\left(\frac{\partial_{k} \phi_{\mu}}{g_{k}}\right)^{2} \leq \frac{\left(\operatorname{esssup}_{\lambda}\left(\frac{f_{\mu}}{g}\right) \operatorname{esssup}_{\lambda}\left(\sum_{k=1}^{d} \frac{\left|\partial_{k} \phi_{\mu}\right|}{g_{k}}\right)\right)^{2}}{\operatorname{essinf}_{g . \lambda}\left(\frac{\chi}{g}\right)} g
$$

In the same way, $\int_{\mathbb{R}^{d}} f_{\mu} \sqrt{\sum_{k=1}^{d}\left(\frac{\partial_{k} \phi_{\mu}}{g_{k}}\right)^{2}} d \lambda<+\infty$. If this last integral is positive, it is possible to define a density $\chi_{\mu, g}^{\star}$ by

$$
\chi_{\mu, g}^{\star} \stackrel{\text { def }}{=} \frac{f_{\mu} \sqrt{\sum_{k=1}^{d}\left(\frac{\partial_{k} \phi_{\mu}}{g_{k}}\right)^{2}}}{\int_{\mathbb{R}^{d}} f_{\mu} \sqrt{\sum_{k=1}^{d}\left(\frac{\partial_{k} \phi_{\mu}}{g_{k}}\right)^{2}} d \lambda} .
$$

Then the minimum of $\chi \mapsto \varsigma_{\infty}^{2}(\mu, g, \chi)$ is attained at $\chi_{\mu, g}^{\star}$ and

$$
\varsigma_{\infty}^{2}\left(\mu, g, \chi_{\mu, g}^{\star}\right)=\frac{1}{12}\left(\int_{\mathbb{R}^{d}} f_{\mu} \sqrt{\sum_{k=1}^{d}\left(\frac{\partial_{k} \phi_{\mu}}{g_{k}}\right)^{2}} d \lambda\right)^{2}
$$

Remark 2 When $d>1$, the optimization of the stratified estimator asymptotic variance $\varsigma_{\infty}^{2}\left(\mu, g, \chi_{\mu, g}^{\star}\right)$ w.r.t. $g$ is not obvious, because of the restrictive choice of the stratification.

Remark 3 When $d=1$, Proposition 3 continue to hold under a weakened assumption on $\phi$, consisting in supposing that $\phi$ is locally bounded on $\mathbb{R}$ with a locally integrable distribution derivative $\phi^{\prime}$ such that $\operatorname{esssup}_{\lambda}\left(\frac{\left|\phi^{\prime}\right|}{g}\right)<+\infty$. Moreover, one has

$$
\begin{aligned}
\varsigma_{\infty}^{2}(\mu, g, \chi) & =\int_{\mathbb{R}} \frac{\left(f_{\mu} \phi_{\mu}^{\prime}\right)^{2}}{g^{2} \chi} d \lambda=\int_{\mathbb{R}}\left(\frac{f_{\mu}\left|\phi_{\mu}^{\prime}\right|}{g \chi}\right)^{2} \chi d \lambda \\
& \geq\left(\int_{\mathbb{R}}\left(\frac{\sqrt{f_{\mu}\left|\phi_{\mu}^{\prime}\right|}}{g}\right)^{2} g d \lambda\right)^{2} \geq\left(\int_{\mathbb{R}} \sqrt{f_{\mu}\left|\phi_{\mu}^{\prime}\right|} d \lambda\right)^{4}
\end{aligned}
$$

where both inequalities are equalities for the choice $\chi_{\mu, g}^{\star} \propto \frac{f_{\mu}\left|\phi_{\mu}^{\prime}\right|}{g}$ and $g_{\mu}^{\star} \propto \sqrt{f_{\mu}\left|\phi_{\mu}^{\prime}\right|}$ which leads to $\chi_{\mu, g_{\mu}^{\star}}^{\star}=g_{\mu}^{\star} \propto \sqrt{f_{\mu}\left|\phi_{\mu}^{\prime}\right|}$. For this choice the allocation is uniform ( $q_{i}=\int_{G^{-1}\left(\frac{i-1}{I}\right)}^{G^{-1}\left(\frac{i}{I}\right)} g(x) d x=\frac{1}{I}$ ) and the asymptotic result given in the proposition is preserved for $I_{M}=M$ :

$$
\lim _{M \rightarrow+\infty} M^{3} \varsigma_{M, M}^{2}\left(\mu, g_{\mu}^{\star}, \mathcal{Q}_{\chi_{\mu, g_{\mu}^{\star}}^{\star}}\right)=\left(\int_{\mathbb{R}} \sqrt{f_{\mu}\left|\phi_{\mu}^{\prime}\right|} d \lambda\right)^{4} .
$$

Indeed, for this choice, there is no rounding error in the allocation of the drawings in the strata : $M_{i}=$ $1=M q_{i}$ for all $i \in\{1, \cdots, M\}$.

Let us compute the asymptotic variance under the optimal allocation :
Proposition 4 Assume $\operatorname{esssup}_{\lambda}\left(\frac{f_{\mu}}{g}\right)<+\infty$, that $\phi$ is $C^{1}$ and such that $\operatorname{esssup}_{\lambda}\left(\sum_{k=1}^{d} \frac{\left|\partial_{k} \phi_{\mu}\right|}{g_{k}}\right)<+\infty$ and $\left\{I_{M}, M \geq 1\right\}$ is an integer-valued sequence such that $I_{M}^{-1}+I_{M}^{d+2} M^{-1} \rightarrow 0$. Then

$$
\lim _{M \rightarrow+\infty} M I_{M}^{2} \varsigma_{I_{M}, M}^{2}\left(\mu, g, \mathcal{Q}^{\star}(\mu)\right)=\varsigma_{\infty}^{2}\left(\mu, g, \chi_{\mu, g}^{\star}\right) .
$$

## 4 An adaptive stratification algorithm

As shown in the asymptotic theory presented above, under optimal allocation, it is more important to optimize the stratification matrix $\mu$ than the strata boundaries along each stratification direction ${ }^{1}$. Proposition 1 suggests the following strategy: the "optimal" matrix $\mu_{\star}$ is defined as a minimizer (which is not necessarily unique) of the limiting variance $\mu \mapsto \varsigma_{\infty}^{2}\left(\mu, \chi_{\mu}^{\star}\right)$. Of course, this optimization problem does not have a closed form expression because it is unrealistic to assume that the functions $x \mapsto \psi_{\mu}(x), x \mapsto \zeta_{\mu}(x)$ are available.

We rather use the characterization of the optimal limiting variance of the stratified estimator given in Proposition 6, i.e. the problem boils down to search for a minimizer $\mu$ of the variance $\varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}^{\star}(\mu)\right)$. The choice of $g$ is, as emphasized above, largely arbitrary. In our applications, $Y$ is a $d$-dimensional standard normal vector, and $\mu^{T} Y$ is a $m$-dimensional standard Gaussian vector. In this case, we set $g_{i}$, $i=\{1, \ldots, I\}^{m}$ to be the standard Gaussian distribution so that the strata boundaries in each directions are the quantiles of the standard normal variable (independently from the direction matrix $\mu$ ). This choice leads to equiprobable strata for the vector $\mu^{T} Y$.

Of course, the optimization of $\varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}^{\star}(\mu)\right)$ is a difficult task because in particular the definition of this function involves multidimensional integrals, which cannot be computed with high accuracy. Note

[^1]also that, in most situations, the optimization should be done in parallel to the main objective, namely, the estimation of the quantity of interest $\mathrm{E}[\phi(Y)]$, which is obtained using a stratified estimator based on the adaptively defined directions of stratification $\mu$ (and thus on the adaptively defined strata $\mathrm{S}_{\mu, \mathbf{i}}, \mathbf{i} \in \mathcal{I}$ ). The adaptive stratification algorithm might be seen as an analog to the very popular adaptive importance sampling; see for example Rubinstein and Kroese (2004), Arouna 2004, Kawai (2007), and Rubinstein ald Kroese (2008).

When the function to minimize is an expectation, the classical approaches to tackle this problem are based on some forms of Monte Carlo approximations for the integrals appearing in the expression of the objective function and its gradients. There are typically two approaches to Monte Carlo methods, the stochastic approximation procedure and the sample average approximation method; see for example Judistsky et al (2007) for an in-depth comparison of these procedures. None of these procedures can be directly applied in our context, but they can be more or less directly adapted to solve our problem. In the adaptive stratification context, these Monte Carlo estimators are based on the current fit of the stratification matrix and of the conditional variances within each stratum, the underlying idea being that the algorithm is able to progressively learn the optimal stratification, while the stratified estimator is constructed.

The algorithm described here is closely related to the sample average approximation method, the main difference with the classical approach being that, at every time a new search direction is computed, a new Monte Carlo sample (using the current fit of the strata and of the allocation) is drawn; this is due to the fact that we are not only willing to minimize the asymptotic variance of the stratified estimator but we also want to compute the stratified estimator "on the fly".

Denote by $f$ the density of $Y$ w.r.t. the Lebesgue measure. Define for $\mathbf{i} \in\{1, \cdots, I\}^{m}$, a function $h \in\left\{f, \phi f, \phi^{2} f\right\}$, and an orthonormal $d \times m$ matrix $\mu$,

$$
\begin{equation*}
\nu_{\mathbf{i}}(h, \mu) \stackrel{\text { def }}{=} \int_{\mathrm{S}_{\mu, \mathbf{i}}} h d \lambda=\int \prod_{k=1}^{m} \mathbb{1}_{\left\{y, G_{k}^{-1}\left(\left(\mathbf{i}_{k}-1\right) / I\right) \leq\left\langle\mu_{k}, y\right\rangle \leq G_{k}^{-1}\left(\mathbf{i}_{k} / I\right)\right\}} h d \lambda \tag{16}
\end{equation*}
$$

where $\langle x, y\rangle$ denotes the scalar product of the vectors $x$ and $y$. Using the definition of $\nu_{\mathbf{i}}$, the proportions $p_{\mathbf{i}}(\mu)$ and the conditional variances with each stratum $\sigma_{\mathbf{i}}^{2}(\mu)$ respectively given by (3) and (7) may be expressed as, when $\nu_{\mathbf{i}}(f, \mu)>0$,

$$
\begin{equation*}
p_{\mathbf{i}}(\mu)=\nu_{\mathbf{i}}(f, \mu), \quad \text { and } \quad \sigma_{\mathbf{i}}^{2}(\mu)=\frac{\nu_{\mathbf{i}}\left(f \phi^{2}, \mu\right)}{\nu_{\mathbf{i}}(f, \mu)}-\left(\frac{\nu_{\mathbf{i}}(f \phi, \mu)}{\nu_{\mathbf{i}}(f, \mu)}\right)^{2} \tag{17}
\end{equation*}
$$

When $M$ is large and $I$ is fixed, minimizing the asymptotic variance of the stratified estimate with optimal allocation is equivalent to minimize $V(\mu)$ w.r.t. the stratification matrix $\mu$ where (see Lemma )

$$
V(\mu) \stackrel{\text { def }}{=} \sum_{\mathbf{i}=1}^{\mathcal{I}} p_{\mathbf{i}}(\mu) \sigma_{\mathbf{i}}(\mu)=\sum_{\mathbf{i}=1}^{\mathcal{I}}\left(\nu_{\mathbf{i}}(f, \mu) \nu_{\mathbf{i}}\left(f \phi^{2}, \mu\right)-\nu_{\mathbf{i}}^{2}(f \phi, \mu)\right)^{1 / 2}
$$

Assuming that the functions $\mu \mapsto \nu_{\mathbf{i}}(h, \mu)$ are differentiable at $\mu$ for $h \in\left\{f, f \phi, f \phi^{2}\right\}$ (which we prove below, under appropriate technical conditions), the gradient may be expressed as

$$
\begin{equation*}
\nabla_{\mu} V(\mu)=\sum_{\mathbf{i}=1}^{\mathcal{I}} \frac{\nabla_{\mu} \nu_{\mathbf{i}}(1, \mu) \nu_{\mathbf{i}}\left(\phi^{2}, \mu\right)+p_{\mathbf{i}}(\mu) \nabla_{\mu} \nu_{\mathbf{i}}\left(\phi^{2}, \mu\right)-2 \nu_{\mathbf{i}}(\phi, \mu) \nabla_{\mu} \nu_{\mathbf{i}}(\phi, \mu)}{2 p_{\mathbf{i}}(\mu) \sigma_{\mathbf{i}}(\mu)} \mathbb{1}_{\left\{p_{\mathbf{i}}(\mu) \sigma_{\mathbf{i}}(\mu) \neq 0\right\}} \tag{18}
\end{equation*}
$$

The computation of this gradient thus requires to establish the differentiability and to compute the gradients $\nabla_{\mu} \nu_{\mathbf{i}}(h, \mu)$ for $h \in\left\{f, f \phi, f \phi^{2}\right\}$. For a vector $\nu \in \mathbb{R}^{d}, \nu \neq 0$, and $z \in \mathbb{R}$, define $\lambda_{z}^{\nu}$, the restriction of the Lebesgue measure on the hyperplane $\left\{y \in \mathbb{R}^{d},\langle\nu, y\rangle=z\right\}$.
Proposition 5 Let $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a locally bounded integrable real function and $z$ be a real. Let $g_{z}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the function

$$
g_{z}(\nu) \stackrel{\text { def }}{=} \int \mathbb{1}_{\{y,\langle\nu, y\rangle \leq z\}} h(y) d \lambda(y) .
$$

Let $\mu \in \mathbb{R}^{d}$ be a non-zero vector. Assume that $h$ is continuous $\lambda_{z}^{\mu}$ almost everywhere and that there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\lim _{M \rightarrow+\infty} \sup _{|\nu-\mu| \leq \varepsilon} \int|y| \mathbb{1}_{\{|y| \geq M\}}|h(y)| d \lambda_{z}^{\nu}(y)=0 \tag{19}
\end{equation*}
$$

Then, the function $\nu \mapsto g_{z}(\nu)$ is differentiable at $\mu$ and

$$
\nabla_{\mu} g_{z}(\mu)=-\int \frac{y}{|\mu|} h(y) d \lambda_{z}^{\mu}(y)
$$

It is worthwhile to note that the function $\nu \mapsto g_{z}(\nu)$ is differentiable whereas the integrand $\nu \mapsto \mathbb{1}_{\{y,\langle\nu, y\rangle \leq z\}} h(y)$ is not even continuous. The situation is rather different to the classical case where the gradient is obtained as the empirical mean of the gradient of the estimate. The expression of the gradient involves the computation of the integral with respect to a measure located on an hyperplane (a surface integral).

Corollary 1 Assume that $h$ is a real locally bounded integrable function. Let $m$ be an integer and $z=$ $\left(z_{1}, \ldots, z_{m}\right) \in \mathbb{R}^{m}$. Let $g_{z}: \mathbb{R}^{d \times m} \rightarrow \mathbb{R}$ be the function

$$
g_{z}\left(\nu_{1}, \ldots, \nu_{m}\right) \stackrel{\text { def }}{=} \int \prod_{k=1}^{m} \mathbb{1}_{\left\{y,\left\langle\nu_{k}, y\right\rangle \leq z_{k}\right\}} h(y) d \lambda(y) .
$$

Let $\mu=\left[\mu_{1}, \ldots, \mu_{m}\right] \in \mathbb{R}^{d \times m}$ be a full rank matrix. Assume that $h$ is continuous $\sum_{k=1}^{m} \lambda_{z}^{\mu_{k}}$ almost everywhere and that there exists $\varepsilon>0$ such that, for any $k \in\{1, \ldots, m\}$,

$$
\begin{equation*}
\lim _{M \rightarrow+\infty} \sup _{\left|\nu-\mu_{k}\right| \leq \varepsilon} \int|y| \mathbb{1}_{\{|y| \geq M\}}|h(y)| d \lambda_{z}^{\nu}(y)=0 \tag{20}
\end{equation*}
$$

Then, $g_{z}$ is differentiable at $\mu$ and the differential $\nabla_{\mu} g_{z}$ is given by $\nabla_{\mu} g_{z}=\left[\nabla_{\mu_{1}} g_{z}, \ldots, \nabla_{\mu_{m}} g_{z}\right]$, where

$$
\nabla_{\mu_{i}} g_{z}(\mu)=-\int \frac{y}{\left|\mu_{i}\right|} \prod_{k \neq i} \mathbb{1}_{\left\{y,\left\langle\mu_{k}, y\right\rangle \leq z_{k}\right\}} h(y) d \lambda_{z_{i}}^{\mu_{i}}(y) .
$$

For $k \in\{1, \cdots, m\}$, (16) shows that $\nabla_{\mu_{k}} \nu_{\mathbf{i}}(h, \mu)$ may be expressed as

$$
\begin{align*}
& \nabla_{\mu_{k}} \int \mathbb{1}_{\left\{y,\left\langle\mu_{k}, y\right\rangle \leq G_{k}^{-1}\left(\mathbf{i}_{k} / I\right)\right\}}\left[\prod_{j \neq k} \mathbb{1}_{\left\{y, G_{j}^{-1}\left(\left(\mathbf{i}_{j}-1\right) / I\right) \leq\left\langle\mu_{j}, y\right\rangle \leq G_{j}^{-1}\left(\mathbf{i}_{j} / I\right)\right\}} h\right] d \lambda \\
&-\nabla_{\mu_{k}} \int \mathbb{1}_{\left\{y,\left\langle\mu_{k}, y\right\rangle \leq G_{k}^{-1}\left(\left(\mathbf{i}_{k}-1\right) / I\right)\right\}}\left[\prod_{j \neq k} \mathbb{1}_{\left\{y, G_{j}^{-1}\left(\left(\mathbf{i}_{j}-1\right) / I\right) \leq\left\langle\mu_{j}, y\right\rangle \leq G_{j}^{-1}\left(\mathbf{i}_{j} / I\right)\right\}} h\right] d \lambda \tag{21}
\end{align*}
$$

The algorithm goes as follows. Denote by $\left\{\gamma_{t}\right\}$ a sequence of stepsizes. Consider the strata $\left\{\mathbf{S}_{\mathbf{i}}, \mathbf{i} \in\right.$ $\left.\{1, \cdots, I\}^{m}\right\}$ given by (10) for some product density $g$.

1. Initialization. Choose initial stratification directions $\mu^{(0)}$ and an initial number of draws in each statum $M^{(0)} \stackrel{\text { def }}{=}\left\{M_{\mathbf{i}}^{(0)}, \mathbf{i} \in \stackrel{\text { def }}{=}\{1, \ldots, I\}^{m}\right\}$ such that $\sum_{\mathbf{i}} M_{\mathbf{i}}^{(0)}=M$. Compute the probabilities $p_{\mathbf{i}}\left(\mu^{(0)}\right)$ of each stratum.
2. Iteration. At iteration $t+1$, given $\mu^{(t)}, M^{(t)}$ and $\left\{p_{\mathbf{i}}\left(\mu^{(t)}\right), \mathbf{i} \in\{1, \cdots, I\}^{m}\right\}$,
(a) Compute $\widehat{\nabla V}\left(\mu^{(t)}\right)$ :
(i) for $\mathbf{i} \in\{1, \cdots, I\}^{m}$, draw $M_{\mathbf{i}}^{(t)}$ realizations of i.i.d. random variables $\left\{Y_{\mathbf{i}, k}^{(t)}, k \leq M_{\mathbf{i}}^{(t)}\right\}$ with distribution $\mathbb{P}\left(Y \in \cdot \mid Y \in \mathrm{~S}_{\mu^{(t)}, \mathbf{i}}\right)$ and evaluate for $h \in\left\{\phi, \phi^{2}\right\}$

$$
\hat{\nu}_{\mathbf{i}}^{(t+1)}(h)=\frac{p_{\mathbf{i}}\left(\mu^{(t)}\right)}{M_{\mathbf{i}}^{(t)}} \sum_{k=1}^{M_{\mathbf{i}}^{(t)}} h\left(Y_{\mathbf{i}, k}^{(t)}\right)
$$

which is a Monte Carlo estimate of $\nu_{\mathbf{i}}(h, \mu)$ with $\mu=\mu^{(t)}$.
(ii) for $k \in\{1, \cdots, m\}, s \in\left\{G_{k}^{-1}(1 / I), \cdots, G_{k}^{-1}((I-1) / I)\right\}$, draw $\tilde{M}_{k, s}^{(t)}$ realizations of i.i.d. random variables with distribution $\mathbb{P}\left(Y \in \cdot \|\left[\mu_{k}^{(t)}\right]^{T} Y=s\right)$. Compute a Monte Carlo estimate of $\nabla_{\mu} \nu_{\mathbf{i}}\left(h, \mu^{(t)}\right)$ for $h \in\left\{f, f \phi, f \phi^{2}\right\}$ based on (21) and Corollary 1.
(iii) deduce from these Monte Carlo approximations, a Monte Carlo estimate of $\nabla V\left(\mu^{(t)}\right)$ based on the expression (18).
(b) Update the direction of stratification: Set $\tilde{\mu}=\mu^{(t)}-\gamma_{t} \widehat{\nabla V}\left(\mu^{(t)}\right)$; define $\mu^{(t+1)}$ as the orthonormal matrix found by computing the singular value decomposition of $\tilde{\mu}$ and keeping the $m$ left singular vectors.
(c) Update the allocation policy:
(i) compute an estimate $\hat{\sigma}_{i}^{(t+1)}$ of the standard deviation within stratum i

$$
\hat{\sigma}_{\mathbf{i}}^{(t+1)}=\left(\frac{\hat{\nu}_{\mathbf{i}}^{(t+1)}\left(\phi^{2}\right)}{p_{\mathbf{i}}\left(\mu^{(t)}\right)}-\left(\frac{\hat{\nu}_{\mathbf{i}}^{(t+1)}(\phi)}{p_{\mathbf{i}}\left(\mu^{(t)}\right)}\right)^{2}\right)^{1 / 2}
$$

(ii) Update the allocation vector

$$
q_{\mathbf{i}}^{(t+1)}=\frac{p_{\mathbf{i}}\left(\mu^{(t)}\right) \hat{\sigma}_{\mathbf{i}}^{(t+1)}}{\sum_{\mathbf{j} \in\{1, \ldots, I\}^{m}} p_{\mathbf{j}}\left(\mu^{(t)}\right) \hat{\sigma}_{\mathbf{j}}^{(t+1)}}
$$

and the number of draws $\left\{M_{\mathbf{i}}^{(t+1)}, \mathbf{i} \in\{1, \ldots, I\}^{m}\right\}$ by applying the formula (4) with a total number of draws equal to $M$.
(d) Update the probabilities $p_{\mathbf{i}}\left(\mu^{(t+1)}\right), \mathbf{i} \in\{1, \cdots, I\}^{m}$.
(e) Compute an averaged stratified estimate of the quantity of interest: Estimate the Monte Carlo variance of the stratified estimator for the current fit of the strata and the optimal allocation

$$
\left[\varsigma^{2}\right]^{(t+1)}=\frac{1}{M}\left(\sum_{\mathbf{i} \in\{1, \cdots, I\}^{m}} p_{\mathbf{i}}\left(\mu^{(t)}\right) \hat{\sigma}_{\mathbf{i}}^{(t+1)}\right)^{2} .
$$

Compute the current fit of the stratified estimator by the following weighted average

$$
\begin{equation*}
\mathcal{E}^{(t+1)}=\left(\sum_{\tau=1}^{t+1} \frac{1}{\left[\varsigma^{2}\right]^{(\tau)}}\right)^{-1} \sum_{\tau=1}^{t+1} \frac{1}{\left[\varsigma^{2}\right]^{(\tau)}} \sum_{\mathbf{i} \in\{1, \cdots, I\}^{m}} \hat{\nu}_{\mathbf{i}}^{(\tau)}(\phi) \tag{22}
\end{equation*}
$$

There are two options to choose the stepsizes $\left\{\gamma_{t}, t \geq 0\right\}$. The traditional approach consists in taking a decreasing sequence satisfying the following conditions (see for example Pflug (1996); Kushner and Yin (2003)

$$
\sum_{t \geq 0} \gamma_{t}=+\infty, \quad \sum_{t \geq 0} \gamma_{t}^{2}<+\infty
$$

If the number of simulations is fixed in advance, say equal to $N$, then one can use a constant stepsize strategy, i.e. choose $\gamma_{t}=\gamma$ for all $t \in\{1, \ldots, N\}$. As advocated in Judistsky et a 2007, a sensible choice in this setting is to take $\gamma_{t}$ proportional to $N^{-1 / 2}$. This is a rather crude optimization algorithm but line-searching is computationally heavy and should therefore better be avoided in this context; the convergence of a crude gradient proved to be quite fast in all our applications, so it is not required to resort to computationally intensive alternatives.

Step 2(a)i] is specific to the optimization problem to solve and is not related to the stratification sampler itself. The number of draws for the computation of the surface integral (see Corollary (1) can be chosen independently of the allocation $M^{(t)}$. When the samples in steps 2(a) and 2(a)ii can be obtained by transforming the same set of variables (see Section 5 for such a situation), it is natural to choose $\tilde{M}^{(t)}=\left\{\tilde{M}_{k, s}^{(t)}, k \in\{1, \cdots, m\}, s \in\left\{G_{k}^{-1}(1 / I), \cdots, G_{k}^{-1}((I-1) / I)\right\}\right\}$ such that $\sum_{k, s} \tilde{M}_{k, s}^{(t)}=M$.

When $f_{\mu}$ has a product form (which is the case e.g. when $Y$ is a standard d-dimensional Gaussian distribution), we can set $g=f_{\mu}$. Then, the strata are equiprobable and $p_{\mathbf{i}}(\mu)=1 / I^{m}$ for any (i, $\mu$ ).

It is out of the scope of this paper to prove the convergence of this algorithm and we refer the reader to classical treatises on this subject. The above algorithm provides, at convergence, both (i) "optimal" directions of stratification and an estimate of the associated optimal allocation; (ii) an averaged stratified estimate $\mathcal{E}$. By omitting the step 2 , the algorithm might be seen as a mean for computing the stratification directions and the associated optimal allocation, and these quantities can then be plugged in a "usual" stratification procedure.

## 5 Applications in Financial Engineering

The pricing of an option under classical Black-Scholes assumptions amounts to compute the expectation $\mathrm{E}[\Xi(Y)]$ for some measurable non-negative function $\Xi$ on $\mathbb{R}^{d}$, where $Y$ is a standard $d$-multivariate Gaussian variable. Examples of such situations include the pricing of Asian options or Basket options when the underlying asset prices are described by geometric Brownian motions. The Cameron-Martin formula implies that for any $\nu \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\mathrm{E}[\Xi(Y)]=\mathrm{E}\left[\Xi(Y+\nu) \exp \left(-\nu^{T} Y-0.5 \nu^{T} \nu\right)\right] \tag{23}
\end{equation*}
$$

Classical results on importance sampling show that the variance of the crude Monte Carlo estimate depends on $\nu$. In the numerical applications below, we apply the adaptive stratification procedure introduced in

Section $⿴$ (hereafter referred to as "AdaptStr") with $\phi(y)=\Xi\left(y+\nu_{\star}\right) \exp \left(-\nu_{\star}^{T} y-0.5 \nu_{\star}^{T} \nu_{\star}\right)$ where $\nu_{\star}$ is the solution of the optimization problem

$$
\begin{equation*}
\operatorname{argmax}_{\left\{\nu \in \mathbb{R}^{d}, \Xi(\nu)>0\right\}}\left\{\ln \Xi(\nu)-0.5 \nu^{T} \nu\right\}, \tag{24}
\end{equation*}
$$

(case $\nu=\nu_{\star}$ ), and with $\phi(y)=\Xi(y)$ (case "no drift" or " $\nu$ is the null vector"). The motivations for this particular choice of the direction $\nu$ and procedures to solve this optimization problem are discussed in Glasserman et al (1999).

For comparison purposes, we also run the stratification procedure proposed in Glasserman et al (1999) (hereafter referred to as "GHS"): we implement the algorithm which combines (i) importance sampling with the drift $\nu_{\star}$ defined as above, and (ii) stratification with direction $\mu_{\mathrm{g}}$ defined as some eigenvector of some Hessian matrix (see (Glasserman et al, 1999. Section 4.2)). We also run for comparison the plain Monte Carlo estimator.

### 5.1 Practical implementations of the adaptive stratification procedure

The numerical results have been obtained by running Matlab codes ${ }^{2}$ In the numerical applications below, $m=1$. We choose $g=f_{\mu}$ so that the strata are equiprobable $\left(p_{\mathbf{i}}(\mu)=1 / I\right)$. We choose $I=100$ strata and $M=10000$ draws per iterations.

The drift vector $\nu$ that solves (24) is obtained by running solnp, a nonlinear optimization program in Matlab freely available at http://www.stanford.edu/~yyye/matlab/. The direction $\mu^{(0)}$ is set to the unitary constant vector $(1, \cdots, 1) / \sqrt{d}$-except when specified-; and the initial allocation $M^{(0)}$ is the proportional one. Exact sampling under the conditional distributions $\mathbb{P}\left(Y \in \cdot \mid Y \in \mathrm{~S}_{\mu^{(t)}, \mathbf{i}}\right)$ and $\left.\mathbb{P}\left(Y \in \cdot \| \mu^{(t)}\right]^{T} Y=s\right)$ can be done by linear transformation of standard Gaussian vectors (see (Glasserman, 2004, section 4.3, p. 223)). For example, when $m=1$, the procedure
(i) Draw independently $V \sim \mathcal{N}_{d}(0$, Id $)$ and $U \sim \mathcal{U}([0,1])$
(ii) Set $\tilde{U}=\Phi^{-1}\left(\Phi\left(s_{\mathbf{i}-1}\right)+U\left\{\Phi\left(s_{\mathbf{i}}\right)-\Phi\left(s_{\mathbf{i}-1}\right\}\right)\right.$, where $\Phi$ is the c.d.f. of a standard Gaussian random variable $\mathcal{N}(0,1)$
(iii) $\operatorname{Set} Z=\tilde{U} \mu+\left(\operatorname{Id}-\mu \mu^{T}\right) V$
produces a r.v. $Z$ with distribution $\mathbb{P}\left(Y \in \cdot \mid \mu^{T} Y \in\left[s_{\mathbf{i}-1}, s_{\mathbf{i}}\right]\right.$ ) (by convention $\Phi(-\infty)=1-\Phi(+\infty)=0$ ); and the procedure
(i) Draw $V \sim \mathcal{N}_{d}(0$, Id $)$
(ii) Set $Z=s \mu+\left(\operatorname{Id}-\mu \mu^{T}\right) V$
produces a r.v. $Z$ with distribution $\mathbb{P}\left(Y \in \cdot \mid \mu^{T} Y=s\right)$. The draws in step 2(a)i and 2(a)ii can thus be obtained by transforming the same set of $M^{(t)}$ Gaussian random variables $\left\{V_{j}^{\mathbf{i}}, j \leq M_{\mathbf{i}}^{(t)}, \mathbf{i} \in\{1, \cdots, I\}\right\}$. Therefore, the total number of draws by iteration is $M$ (the estimates of $\nu_{\mathbf{i}}(h, \mu)$ and $\nabla_{\mu} \nu_{\mathbf{i}}(h, \mu)$ are not independent). The criterion is optimized using a fixed stepsize steepest descent algorithm (we take $\gamma_{t}=\gamma$ for some $\gamma \in[0.001,0.01])$.

### 5.2 Assessing efficiency of the adaptive stratification procedure

We compare the averaged stratified estimate $\mathcal{E}^{N}$ obtained after $N=200$ iterations, with the stratified estimate obtained by running GHS, and with the crude Monte Carlo estimate. For a fair comparison, the GHS algorithm and the Monte Carlo procedure are run with the same $M N$ realizations of standard Gaussian vectors (in the present case, $M N=210^{6}$ ). We report in the tables below the estimates of the option prices given by the stratification procedures (column "Price") and the estimates of the variance of the estimators. The column "GHS" is an estimate of $\sum_{\mathbf{i}} p_{\mathbf{i}} \sigma_{\mathbf{i}}^{2}\left(\mu_{\mathrm{g}}\right)$ computed with $M N$ samples; the column "AdaptStr, $\nu=\nu_{\star} "$ is the limiting variance per sample of $\mathcal{E}^{N}$ which is equal to

$$
N\left\{\sum_{t=1}^{N}\left(\left[\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}^{(t)}\right]^{2}\right)^{-1}\right\}^{-1} \sim\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \sigma_{\mathbf{i}}\left(\mu^{(+\infty)}\right)\right)^{2}
$$

when the objective function is given by (23) with $\nu=\nu_{\star}$. For comparison purposes, we also report in column "Monte Carlo", an estimate of the variance of the crude Monte-Carlo estimator computed with $M N$ samples.

[^2]
### 5.3 Asian options

Consider the pricing of an arithmetic Asian option on a single underlying asset under standard BlackScholes assumptions. The price of the asset is described by the stochastic differential equation

$$
\frac{d S_{t}}{S_{t}}=r d t+v d W_{t}, \quad S_{0}=s_{0}
$$

where $\left\{W_{t}, t \geq 0\right\}$ is a standard Brownian motion, $r$ is the risk-free mean rate of return, $v$ is the volatility and $s_{0}$ is the initial value. The asset price is discretized on a regular grid $0=t_{0}<t_{1}<\cdots<t_{d}=T$, with $t_{i} \stackrel{\text { def }}{=} i T / d$. The increment of the Brownian motion on $\left[t_{i-1}, t_{i}\right)$ is simulated as $\sqrt{T / d} Y_{i}$ for $i \in\{1, \cdots, d\}$ where $Y=\left(Y_{1}, \cdots, Y_{d}\right) \sim \mathcal{N}_{d}(0$, Id $)$. The discounted payoff of a discretely monitored arithmetic average Asian option with strike price $K$ is given by $\Xi(Y)$,

$$
\Xi(y)=\exp (-r T)\left(\frac{s_{0}}{d} \sum_{k=1}^{d} \exp \left(\left(r-0.5 v^{2}\right) \frac{k T}{d}+v \sqrt{\frac{T}{d}} \sum_{j=1}^{k} y_{j}\right)-K\right)_{+} \quad, \quad y=\left(y_{1}, \cdots, y_{d}\right) \in \mathbb{R}^{d},
$$

where for $x \in \mathbb{R}, x_{+}=\max (x, 0)$. In the numerical applications, we take $s_{0}=50, r=0.05, T=1$, $(v, K) \in\{(0.1,45),(0.1,50),(0.1,55),(0.3,45),(0.3,50),(0.3,55)\}$ and $d=16$. We run AdaptStr for $N=$ 100 iterations, when $v=0.1$ and $K=45$. On Figure if, the optimal drift vector $\nu_{\star}$, the direction $\mu^{(N)}$ obtained after $N$ iterations of AdaptStr, and the direction of stratification $\mu_{\mathrm{g}}$ are plotted.

## Insert Figure 1 about here

In Figure , the successive directions $t \mapsto \mu^{(t)}$, the successive estimations of the quantity of interest $t \mapsto \mathcal{E}^{(t)}$ and of the variance $t \mapsto\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}^{(t)}\right)^{2}$ are displayed. As shown on Figure $\mathbb{Z}^{1},\left\{\mu^{(t)}, t \geq 0\right\}$ converges to the direction $\mu_{\mathrm{g}}$, and the convergence takes place after about 30 iterations. We find the same pattern for a wide range of parameter values. The choice of the stratification direction has a major impact on the variance of the estimate $\mathcal{E}^{(t)}$ as shown on Figure 1 [bottom right]. Along the 100 iterations of the algorithm, the variance decreases from 0.1862 to 0.0015 . We also observed that the convergence of the algorithm and the limiting values were independent of the initial values $\left(\mu^{(0)}, M^{(0)}\right)$ (these results are not reported for brevity). These initial values (and the choice of the sequence $\left\{\gamma^{(t)}, t \geq 1\right\}$ ) only influence the number of iterations required to converge.

## Insert Figure about here

AdaptStr can also be read as a procedure that computes a stratification direction and provides the associated optimal allocation. These quantities can then be used for running a (usual) stratification procedure with $M$ draws and for the optimal allocation. By doing such with $M=10000$, we obtain an estimate of the quantity $\mathrm{E}[\phi(Y)]$ equal to 6.05 and of the variance equal to $0.0015 / M$. We can compare these results to the output of GHS: this yields the same estimator of $\mathrm{E}[\phi(Y)]$ and a larger standard deviation equal to $0.0070 / M$. Observe that since $\mu^{(N)}=\mu_{\mathrm{g}}$, the two algorithms differ from the allocations in the strata (in GHS, an equal number of replications in each stratum is used).

We conclude this study of AdaptStr by illustrating the role of the drift vector $\nu$ (see Eq. 23). We report on Figure 3 the limiting direction $\mu^{(N)}$, the estimates $t \mapsto \mathcal{E}^{(t)}$ and the variance $t \mapsto\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}^{(t)}\right)^{2}$ when the drift vector $\nu$ is the null vector. The limiting direction $\mu^{(N)}$ slightly differs from $\mu_{\mathrm{g}}$ and is close to $\nu_{\star}$. Moreover, the variance reduction is weaker: the limiting value of $t \mapsto\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}^{(t)}\right)^{2}$ is 0.0035 . The efficiency of the adaptive stratification procedure AdaptStr is thus related to the drift vector $\nu$ in (23); similar conclusions are reached in Glasserman et al (1999) (see also Glasserman (2004).

## Insert Figure 3 about here

We report in Table 1 the variance (per sample) of the plain Monte Carlo estimate, of GHS and of AdaptStr. For AdaptStr, we consider the cases $\nu=\nu_{\star}$ and $\nu$ equal to the null vector in the formula (23).
5.4 Options with knock-out at expiration

A knock-out barrier option is a path-dependent option that expires worthless if the underlier reaches a specified barrier level. The payoff of this option is given by

$$
\Xi(y)=\exp (-r T)\left(\frac{s_{0}}{d} \sum_{k=1}^{d} \exp \left(\left(r-0.5 \sigma^{2}\right) \frac{k T}{d}+\sigma \sqrt{\frac{T}{d}} \sum_{j=1}^{k} y_{j}\right)-K\right)_{+} \mathbb{1}_{S_{T}(y) \leq B},
$$

where $K$ is the strike price, $B$ is the barrier and $S_{T}(y)$ is the underlier price modeled as

$$
S_{T}(y)=s_{0} \exp \left(\left(r-0.5 \sigma^{2}\right) T+\sigma \sqrt{\frac{T}{d}} \sum_{j=1}^{d} y_{j}\right) .
$$

In the numerical applications, we set $s_{0}=50, r=0.05, T=1, \sigma=0.1, d=16$ and $(K, B) \in$ $\{(50,60),(50,70),(50,80),(55,70),(55,80)\}$.

On Figure we plot $\mu^{(N)}$ and $\mu_{\mathrm{g}}$ for different values of the parameters $(K, B)$. In this case, the optimal importance sampling direction does not necessarily coincide with the optimal direction of stratification $\mu \mathrm{g}$. In the case $(K, B)=(50,60)$, we display in Figure ${ }^{2}$, the successive directions $t \mapsto \mu^{(t)}$ when $\mu^{(0)}$ is proportional to the constant vector $(1, \cdots, 1)$, and $\mu^{(0)}=\mu_{\mathrm{g}}$ : the limiting direction does not depend on the initial value and this is an example where the limiting direction differs from $\mu_{\mathrm{g}}$.

$$
\text { Insert Figure } \mathbb{4} \text { and Figure }
$$

We report in Table 2 the variance (per sample) of the plain Monte Carlo estimate, of GHS and of AdaptStr. For AdaptStr, we consider the cases $\nu=\nu_{\star}$ and $\nu$ equal to the null vector in the formula (23).

Insert Table 目 about here

### 5.5 Basket options

Consider a portfolio consisting of $d$ assets. The portfolio contains a proportion $\alpha_{k}$ of asset $k, k \in\{1, \ldots, d\}$. The price of each asset is described by a geometric Brownian motion (under the risk neutral probability measure)

$$
\frac{d S_{t}^{(k)}}{S_{t}^{(k)}}=r d t+v_{k} d W_{t}^{(k)}
$$

but the standard Brownian motions $\left\{W^{(k)}, k \in\{1, \ldots, d\}\right\}$ are not necessarily independent. For any $t \geq s$ and $k \in\{1, \ldots, d\}$

$$
\ln S_{t}^{(k)}=\ln S_{s}^{(k)}+\left(r-0.5 v_{k}^{2}\right)(t-s)+v_{k} \sqrt{t-s} \tilde{Y}_{k}
$$

where $\tilde{Y}=\left(\tilde{Y}_{1}, \ldots, \tilde{Y}_{d}\right) \sim \mathcal{N}_{d}(0, \Sigma)$. The $d \times d$ matrix $\Sigma$ is a positive semidefinite matrix with diagonal coefficients equal to 1 . Therefore, the variance of the log-return on asset $k$ in the time interval $[s, t]$ is $(t-s) v_{k}^{2}$, and the covariance between the log-returns $i, j$ is $(t-s) v_{i} v_{j} \Sigma_{i, j}$. It follows that $\Sigma_{i, j}$ is the correlation between the log-returns. The price at time 0 of a European call option with strike price $K$ and exercise time $T$ is given by $\mathrm{E}[\Xi(Y)]$ where

$$
\Xi(y)=\exp (-r T)\left(\sum_{k=1}^{d} \alpha_{k} s_{0}^{(k)} \exp \left(\left(r-0.5 v_{k}^{2}\right) T+v_{k} \sqrt{T} \tilde{y}_{k}\right)-K\right)_{+}
$$

and $\tilde{y}=\sqrt{\Sigma} y\left(\sqrt{\Sigma}\right.$ denotes a square root of the matrix $\Sigma$ i.e. solves $\left.M M^{T}=\Sigma\right)$. In the numerical applications, $\Sigma$ is of the form $\Sigma_{i, i}=1, \Sigma_{i, j}=c, \alpha_{k}=1 / d, r=0.05, T=1$, and $d=40$. We consider $(c, K) \in\{(0.1,45),(0.1,60),(0.5,45),(0.5,60),(0.9,45),(0.9,60)\}$. The initial values $\left\{s_{0}^{k}, k \leq d\right\}$ are realizations of uniform random draws in the range [20, 80]; the volatilities $\left\{v_{k}, k \leq d\right\}$ are chosen linearly equally spaced in the set $[0.1,0.4]$. The assets are sorted so that $v_{1} \leq \cdots \leq v_{d}$.

On Figure ${ }^{6}$, we observe the limiting direction $\mu^{(N)}$ which, here again is very close to $\mu \mathrm{g}$. We also plot on Figure a path of $t \mapsto \mu^{(t)}$ along one run of the algorithm AdaptStr.

$$
\text { Insert Figure and Figure }\} \text { about here }
$$

We report in Table 3 the variance (per sample) of the plain Monte Carlo estimate, of GHS and of AdaptStr. For AdaptStr, we consider the cases $\nu=\nu_{\star}$ and $\nu$ equal to the null vector in the formula (23).

### 5.5.1 Stochastic volatility

We now want to test our method on the pricing of an Asian option in the Heston model, which is specified as follows

$$
\begin{aligned}
& S_{t}=S_{0}+\int_{0}^{t} r S_{s} d s+\int_{0}^{t} \sqrt{\xi_{s}} S_{s}\left(\sqrt{1-\rho^{2}} d W_{s}^{1}+\rho d W_{s}^{2}\right) \\
& X_{t}=\int_{0}^{t} S_{s} d s \\
& \xi_{t}=\xi_{0}+k \int_{0}^{t}\left(\theta-\xi_{s}\right) d s+\sigma \int_{0}^{t} \sqrt{\xi_{s}} d W_{s}^{2}
\end{aligned}
$$

where $\left\{W_{t}^{1}, t \geq 0\right\}$ and $\left\{W_{t}^{2}, t \geq 0\right\}$ are two independent Brownian motions, $r$ is the risk free mean rate of return, $\sigma>0$ is the volatility, $k \geq 0$ the mean reversion rate, $\theta \geq 0$ the long run average volatility, and $\rho \in[-1,1]$ a correlation rate. The processes $\left\{S_{t}, t \geq 0\right\}$ and $\left\{\xi_{t}, t \geq 0\right\}$ are respectively the stock process and the volatility process, and $\left\{X_{t}, t \geq 0\right\}$ is the integral of the stock price.

The stock and the volatility are driven by SDEs correlated with correlation rate $\rho$. Indeed by construction $\left\{\sqrt{1-\rho^{2}} W_{t}^{1}+\rho W_{t}^{2}, t \geq 0\right\}$ is a Brownian motion with $\left\langle\sqrt{1-\rho^{2}} W^{1}+\rho W^{2}, W^{2}\right\rangle_{t}=\rho t$. The price of an Asian Call option at time 0 with strike price $K$ is

$$
\begin{equation*}
\mathrm{E}\left[\exp (-r T)\left(X_{T}-K\right)_{+}\right] . \tag{25}
\end{equation*}
$$

An Exact simulation method for the Heston model has recently been proposed in Broadie and Kaya (2006). However, it is computationally intensive especially for pathwise options, and practical numerical schemes for the Heston model are still a very active research field. In our tests we have chosen to use a variation of a scheme introduced in Ninomya and Victoin (2008) and refined in Alfonsi (2008). The weak error of this scheme is potentially of order two. We will not describe this scheme in full details, but will focus on the case where $\sigma<4 k \theta$. Define

$$
\psi_{k}(t)=\frac{1-e^{-k t}}{k}, k \neq 0 \quad \text { and } \quad \psi_{0}(t)=t
$$

and

$$
\varphi(\xi, t, y)=e^{-\frac{k t}{2}}\left(\sqrt{\left(k \theta-\frac{\sigma^{2}}{4}\right) \psi_{k}\left(\frac{t}{2}\right)+e^{-\frac{k t}{2}} \xi}+\frac{\sigma}{2} y\right)^{2}+\left(k \theta-\frac{\sigma^{2}}{4}\right) \psi_{k}\left(\frac{t}{2}\right) .
$$

Consider a regular time grid $0=t_{0}<t_{1}<\cdots<t_{d}=T$, with $t_{i}=i T / d$ and put $\Delta t=T / d$. At time $t_{i}$ the scheme is in the state $\left(\hat{S}_{i}, \hat{X}_{i}, \hat{\xi}_{i}\right)$. The next state $\left(\hat{S}_{i+1}, \hat{X}_{i+1}, \hat{\xi}_{i+1}\right)$ is computed by applying:

1. Draw $B_{i+1} \sim \mathcal{U}([0,1])$
2. Draw independently $Y_{i+1}$ and $Y_{d+i+1}$ of law $\mathcal{N}(0,1)$ (independently from $B_{i+1}$ )
3. (a) If $B_{i+1}<0.5$
i. Compute $\hat{S}_{i+1 / 2}=\hat{S}_{i} \exp \left(\sqrt{\left(1-\rho^{2}\right) \hat{\xi}_{i} \Delta t} Y_{i+1}\right)$
ii. Compute $\Delta \hat{\xi}_{i+1}=\varphi\left(\hat{\xi}_{i}, \Delta t, \sqrt{\Delta t} Y_{d+i+1}\right)-\hat{\xi}_{i}$
iii. Compute $\hat{X}_{i+1 / 2}=\hat{X}_{i}+0.5 \hat{S}_{i+1 / 2} \Delta t$.
iv. Compute $\hat{S}_{i+1}=\hat{S}_{i+1 / 2} \exp \left[(r-\rho k \theta / \sigma) \Delta t+\rho \Delta \hat{\xi}_{i+1} / \sigma+(\rho k / \sigma-0.5)\left(\hat{\xi}_{i}+0.5 \Delta \hat{\xi}_{i+1}\right) \Delta t\right]$
v. Compute $\hat{X}_{i+1}=\hat{X}_{i+1 / 2}+0.5 \hat{S}_{i+1} \Delta t$
vi. Compute $\hat{\xi}_{i+1}=\hat{\xi}_{i}+\Delta \hat{\xi}_{i+1}$
(b) If $B_{i+1}>0.5$
i. Compute $\Delta \hat{\xi}_{i+1}=\varphi\left(\hat{\xi}_{i}, \Delta t, \sqrt{\Delta t} Y_{d+i+1}\right)-\hat{\xi}_{i}$
ii. Compute $\hat{X}_{i+1 / 2}=\hat{X}_{i}+0.5 \hat{S}_{i} \Delta t$
iii. Compute $\hat{S}_{i+1 / 2}=\hat{S}_{i} \exp \left[(r-\rho k \theta / \sigma) \Delta t+\rho \Delta \hat{\xi}_{i+1} / \sigma+(\rho k / \sigma-0.5)\left(\hat{\xi}_{i}+0.5 \Delta \hat{\xi}_{i+1}\right) \Delta t\right]$
iv. Compute $\hat{X}_{i+1}=\hat{X}_{i+1 / 2}+0.5 \hat{S}_{i+1 / 2} \Delta t$
v. Compute $\hat{\xi}_{i+1}=\hat{\xi}_{i}+\Delta \hat{\xi}_{i+1}$
vi. Compute $\hat{S}_{i+1}=\hat{S}_{i+1 / 2} \exp \left(\sqrt{\left(1-\rho^{2}\right) \hat{\xi}_{i+1} \Delta t} Y_{i+1}\right)$

At each time step $i$ the random variables $B_{i+1}, Y_{i+1}$ and $Y_{i+1+d}$ are drawn independently from the past. The price (25) can be approximated by $\mathrm{E}\left[\exp (-r T)\left(\hat{X}_{d}-K\right)_{+}\right]$. With the scheme described above we have, in the case $\sigma<4 k \theta$,

$$
\mathrm{E}\left[\exp (-r T)\left(\hat{X}_{d}-K\right)_{+}\right]=\mathrm{E}[\Xi(Y, B)]
$$

with $Y=\left(Y_{1}, \ldots, Y_{d}, Y_{d+1}, \ldots, Y_{2 d}\right) \sim \mathcal{N}_{2 d}(0$, Id $)$, and $B=\left(B_{1}, \ldots, B_{d}\right)$ being a vector of independent random variables with law $\mathcal{U}([0,1])$. The vector $Y$ represents the increments of the two Brownian motions $W^{1}$ and $W^{2}$.

In the case $\sigma>4 k \theta$, the scheme is more complicated and we have,

$$
\mathrm{E}\left[\exp (-r T)\left(\hat{X}_{d}-K\right)_{+}\right]=\mathrm{E}[\Xi(Y, B)]
$$

with $Y \sim \mathcal{N}_{2 d}(0$, Id $)$, and $B \sim \mathcal{U}\left([0,1]^{2 d}\right), Y$ and $B$ being again independent.
We want now to use our algorithm for the estimation of $\mathrm{E}[\Xi(Y, B)]$, stratifying only the gaussian vector $Y$. Our procedure is very easy to adapt to this situation. We consider the case $m=1$. As $Y$ and $B$ are independent, it is easy to sample under the law $\left.\mathbb{P}\left((Y, B) \in \cdot \| \mu^{(t)}\right]^{T} Y=s\right)$, with $\mu^{(t)} \in \mathbb{R}^{2 d}$. For the computation of the gradient, set $\mu=\left(\mu_{1}, \cdots, \mu_{2 d}\right)$, and denote by $f_{Y, B}(y, b)$ the density of $(Y, B)$. Using the proof of Proposition 5, we can write

$$
\partial_{\mu}\left(\int \mathbb{1}_{\{y,\langle\mu, y\rangle \leq z\}} \phi(y, b) f_{Y, B}(y, b) d \lambda(y, b)\right)=-\int \mathbb{1}_{\{y,\langle\mu, y\rangle=z\}} \frac{y}{|\mu|} \phi(y, b) f_{Y, B}(y, b) d \lambda(y, b),
$$

under mild assumptions on the function $\phi$. This allows the computation of an estimated gradient $\widehat{\nabla V}\left(\mu^{(t)}\right) \in$ $\mathbb{R}^{2 d}$ to update at each time step the current direction $\mu^{(t)} \in \mathbb{R}^{2 d}$.

Note that, as in the case $\sigma<4 k \theta$ the vector $B$ is only here to draw Bernoulli variables, we could artificially use standard normal variables to draw these Bernoulli samples (testing positivity). We thus would have to estimate $E[\Xi(Y)]$ with $Y \sim \mathcal{N}_{3 d}(0$, Id $)$ and could stratify the whole vector $Y$. This is not the case for $\sigma>4 k \theta$. We could also think to stratify the hypercube $[0,1]^{d}$ (or $[0,1]^{2 d}$ ). This was not done in the presented tests.

In the following tests we do not do any previous importance sampling; $\nu$ is the null vector in (23). Indeed the additive randomness introduced by $B$ somehow complicates the setting.

We choose $m=1, I=50$ and $N=40$. The total amount of drawings done till the end of iteration $N$ is $M N=100000$. The parameters of the model are fixed to $S_{0}=100, r=0.1, T=1.0$ and $\sigma=0.2$. On Figure 8 we plot the evolution of the cost function $t \mapsto\left(\sum_{i} p_{i} \hat{\sigma}_{i}^{(t)}\right)$, for $K=100, \theta=0.01, k=2$ and $\rho=0.5$. The discretization step of the scheme is $d=100$, and the initial volatility $\xi_{0}=0.01$. The initial direction was arbitrary set to $\mu^{(0)}=(-1,0, \ldots, 0)$.

## Insert Figure 8 about here

We plot on Figure $9\left[\right.$ left] the components of $\mu^{(N)}$ with respect to the component index $i$. Note that on this example the correlation was positive and the two parts of $\mu^{(N)}$, each one corresponding to the increments of respectively $W^{1}$ and $W^{2}$ are similar. Note that if we take $\rho=-0.5$ (keeping the other parameters unchanged) the algorithm converge to $\mu^{(N)}$, whose components are displayed on Figure $9[$ right]. This time there is a difference of sign between the components of the first and second half of the vector.

In this example the variance is divided by 25 compared to initial direction, and by 20 compared to plain Monte Carlo. We can wonder on the effect of the moneyness and the volatility of the model on the reduction variance. The results are shown in Table ©. The variance ratio indicated in Table has been computed by dividing an estimation of the variance per sample of the plain Monte Carlo estimator by $\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}{ }^{(N)}\right)^{2}$. We observed indeed that the empirical variance of the estimator $\mathcal{E}^{N}$ based on the output of 300 independent runs of our procedure, is close to $\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}{ }^{(N)}\right)^{2} /(M N)$. In general the achieved variance reduction is larger when the option is out of the money.

### 5.6 Conclusions

The results show that AdaptStr and GHS provide similar variance reduction when compared to the crude Monte Carlo procedure. In many applications, $\mu^{(\infty)} \sim \mu_{\mathrm{g}}$; in these cases, in the long time behavior, AdaptStr - applied with $\nu=\nu_{\star}$ in (23) - and GHS may be seen as stratification procedures for the estimate of the same target quantity, with the same direction of stratification $\mu_{\mathrm{g}}$ but different allocations (resp. the optimal one, and the proportional one).

In complex applications, the optimization problem (24) is not easy to solve and the GHS procedure can not be applied. In that case, the procedure AdaptStr can be implemented with $\nu$ equal to the null vector in (23). This yields to a significant variance reduction when compared to plain Monte Carlo.

AdaptStr is thus an efficient stratification procedure, that learns "on the fly" the direction of stratification and the optimal allocation. It can be combined with importance sampling (choice of $\nu$ in (23)) and the direction $\nu_{\star}$ that solves (24) is an efficient drift vector. Even when the stratification procedure is not combined with importance sampling, AdaptStr still strongly reduces the variance w.r.t. the crude Monte Carlo procedure.

## 6 Proofs

### 6.1 Proofs of Sections 3

In the sequel, we denote $\mathcal{I}_{m} \stackrel{\text { def }}{=}\{1, \ldots, I\}^{m}$.

### 6.2 Proofs of Section 3

Lemma 1 Let $m<d$, $\mu$ be a $d \times m$ orthonormal matrix, p.d.f. densities $g_{1} \cdots, g_{m}$ on $\mathbb{R}$ and $\chi$ be $a$ density on $\mathbb{R}^{m}$. Let $g$ be given by (11) and $\left\{\mathrm{S}_{\mathbf{i}}, \mathbf{i} \in \mathcal{I}_{m}\right\}$ be the strata given by (2) and define

$$
p_{\mathbf{i}} \sigma_{\mathbf{i}} \stackrel{\text { def }}{=} \sqrt{\left(\int_{\mathrm{S}_{\mathbf{i}}} f_{\mu} d \lambda\right)\left(\int_{\mathrm{S}_{\mathbf{i}}} \zeta_{\mu} f_{\mu} d \lambda\right)-\left(\int_{\mathrm{S}_{\mathbf{i}}} \psi_{\mu} f_{\mu} d \lambda\right)^{2}} .
$$

(i) Let $\epsilon>0$. For any $M>\epsilon^{-1}$,

$$
\sup _{\mathcal{Q}: \operatorname{sinf}_{\mathbf{i} \in \mathcal{I}_{m}} q_{\mathbf{i}} \geq \epsilon}\left|M \varsigma_{I, M}^{2}(\mu, g, \mathcal{Q})-\sum_{\mathbf{i} \in \mathcal{I}_{m}} q_{\mathbf{i}}^{-1} p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}\right| \leq \frac{1}{M \epsilon\left(\epsilon-M^{-1}\right)} \operatorname{Var}[\phi(Y)] .
$$

(ii) Assume that $\operatorname{essinf}_{g \cdot \lambda}\left(\chi g^{-1}\right)>0$ and $\operatorname{esssup}_{\chi \cdot \lambda}\left(f_{\mu} \chi^{-1}\right)<+\infty$. Let $\epsilon>0$. For any $(I, M)$ such that $M I^{-m} \operatorname{essinf}_{g \cdot \lambda}\left(\chi g^{-1}\right) \geq 1+\epsilon$

$$
\begin{aligned}
&\left|M \varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)-\sum_{\mathbf{i} \in \mathcal{I}_{m}}\left[q_{\mathbf{i}}(\chi)\right]^{-1} p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}\right| \\
& \leq \frac{\left(1+\epsilon^{-1}\right) \operatorname{Var}[\phi(Y)]}{\operatorname{essinf}_{g \cdot \lambda}\left(\chi g^{-1}\right)} \frac{I^{m}}{M}\left(\underset{\chi \cdot \lambda}{\operatorname{esssup}}\left(\frac{f_{\mu}}{\chi}\right) \wedge \frac{I^{m}}{\operatorname{essinf}_{g \cdot \lambda}\left(\chi g^{-1}\right)}\right) .
\end{aligned}
$$

(iii) For any positive integers M, I and real $\epsilon>1$,

$$
\left|M \varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}^{\star}(\mu)\right)-\sum_{\mathbf{i} \in \mathcal{I}_{m}}\left(q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]\right)^{-1} p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}\right| \leq \operatorname{Var}[\phi(Y)]\left((1+\epsilon) \frac{I^{m}}{M}+\frac{1}{\epsilon-1}\right),
$$

where $\mathcal{Q}^{\star}\left[\mathcal{S}(\mu)=\left\{q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)], \mathbf{i} \in \mathcal{I}_{m}\right\}\right.$ is the optimal allocation defined by (G).

Proof It is easily shown that $M \varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)=\sum_{\mathbf{i} \in \mathcal{I}_{m}: M_{\mathbf{i}}>0} M M_{\mathbf{i}}^{-1} p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}$. By definition of $M_{\mathbf{i}}$ (see Eq. (1) ), $M_{\mathrm{i}}=0$ when $q_{\mathrm{i}}=0$ and $M_{\mathrm{i}} \geq 1$ when $q_{\mathrm{i}} \geq M^{-1}$. One may have $M_{\mathbf{i}}=1$ when $q_{\mathrm{i}} \in\left(0, M^{-1}\right)$ but then $M M_{\mathbf{i}}^{-1} \leq q_{\mathbf{i}}^{-1}$. Hence,

$$
\begin{equation*}
\left|M \varsigma_{I, M}^{2}\left(\mu, g, \mathcal{Q}_{\chi}\right)-\sum_{\mathbf{i} \in \mathcal{I}_{m}: q_{\mathbf{i}}>0} \frac{p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}}{q_{\mathbf{i}}}\right| \leq \sum_{\mathbf{i} \in \mathcal{I}_{m}, q_{\mathbf{i}} \geq 1 / M}\left|\frac{M q_{\mathbf{i}}-M_{\mathbf{i}}}{M_{\mathbf{i}}}\right| \frac{p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}}{q_{\mathbf{i}}}+\sum_{\mathbf{i} \in \mathcal{I}_{m}: 0<q_{\mathbf{i}}<1 / M} \frac{p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}}{q_{\mathbf{i}}} \tag{26}
\end{equation*}
$$

(i) Since $q_{\mathbf{i}} \geq \epsilon>M^{-1}$, the second term in the rhs of (26) is null and since by (1), $M q_{\mathbf{i}}-1<M_{\mathbf{i}}<M q_{\mathbf{i}}+1$, the first term is upper bounded by

$$
M^{-1}\left(\sup _{\mathbf{i} \in \mathcal{I}_{m}: q_{\mathbf{i}} \geq M^{-1}} p_{\mathbf{i}} q_{\mathbf{i}}^{-1}\right) \sum_{\mathbf{i} \in \mathcal{I}_{m}, q_{\mathbf{i}} \geq 1 / M}\left(q_{\mathbf{i}}-M^{-1}\right)^{-1} p_{\mathbf{i}} \sigma_{\mathbf{i}}^{2}
$$

which yields the desired result upon noting that $p_{\mathbf{i}} q_{\mathbf{i}}^{-1} \leq q_{\mathbf{i}}^{-1} \leq \epsilon^{-1}$ and $\sum_{\mathbf{i}} p_{\mathbf{i}} \sigma_{\mathbf{i}}^{2} \leq \operatorname{Var}[\phi(Y)]$.
(ii) Under the stated assumptions, $q_{\mathbf{i}}(\chi)=\int_{S_{i}} \chi d \lambda \geq \operatorname{essinf}_{g \cdot \lambda}\left(\chi g^{-1}\right) \quad I^{-m}$. Hence $M q_{\mathbf{i}} \geq 1+\epsilon$ which implies that the second term in the rhs of (26) is null. This also implies that

$$
q_{\mathbf{i}}-M^{-1} \geq\left(1-\frac{1}{1+\epsilon}\right) \underset{g \cdot \lambda}{\operatorname{essinf}}\left(\chi g^{-1}\right) I^{-m}
$$

To conclude the proof,

$$
\frac{p_{\mathbf{i}}}{q_{\mathbf{i}}(\chi)}=\frac{\int_{\mathrm{S}_{\mathbf{i}}} f_{\mu} d \lambda}{\int_{S_{\mathbf{i}}} \chi d \lambda} \leq \operatorname{esssup}_{\chi \cdot \lambda}\left(\frac{f_{\mu}}{\chi}\right) \wedge \frac{1}{q_{\mathbf{i}}(\chi)} \leq \operatorname{esssup}_{\chi \cdot \lambda}\left(\frac{f_{\mu}}{\chi}\right) \wedge \frac{I^{m}}{\operatorname{essinf}_{g \cdot \lambda}\left(\chi g^{-1}\right)}
$$

(iii) Note that by convention, $p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2} / q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]=0$ when $q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]=0$. By definition of the optimal allocation (see Eq. (9),

$$
\left(q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]\right)^{-1} p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2} \leq q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]\left(\sum_{\mathbf{j}} p_{\mathbf{j}} \sigma_{\mathbf{j}}\right)^{2} \leq q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \operatorname{Var}[\phi(Y)]
$$

The second term in the rhs of (26) is upper bounded by $I^{m} M^{-1} \operatorname{Var}[\phi(Y)]$. For the first term,

$$
\begin{aligned}
& {[\operatorname{Var}[\phi(Y)]]^{-1} \sum_{\mathbf{i} \in \mathcal{I}_{n}, q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \geq 1 / M}\left|\frac{M q_{\mathbf{i}}-M_{\mathbf{i}}}{M_{\mathbf{i}}}\right| \frac{p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}}{\left.q_{\mathbf{i}}^{\star} \mathcal{S}(\mu)\right]}} \\
& \quad \leq \sum_{\mathbf{i} \in \mathcal{I}_{m}, 1 / M \leq q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \leq \epsilon / M}\left|\frac{M q_{\mathbf{i}}-M_{\mathbf{i}}}{M_{\mathbf{i}}}\right| q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]+\sum_{\mathbf{i} \in \mathcal{I}_{m}, q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \geq \epsilon / M}\left|\frac{M q_{\mathbf{i}}-M_{\mathbf{i}}}{M_{\mathbf{i}}}\right| q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] .
\end{aligned}
$$

For all $\mathbf{i}$ such that $q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \geq 1 / M, M_{\mathbf{i}}^{-1}\left|M q_{\mathbf{i}}-M_{\mathbf{i}}\right| \leq 1$ which implies that

$$
\sum_{\mathbf{i} \in \mathcal{I}_{m}, 1 / M \leq q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \leq \epsilon / M}\left|\frac{M q_{\mathbf{i}}-M_{\mathbf{i}}}{M_{\mathbf{i}}}\right| q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \leq \frac{\epsilon I^{m}}{M} .
$$

For all i such that $q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \geq \epsilon / M, M_{\mathbf{i}}^{-1}\left|M q_{\mathbf{i}}-M_{\mathbf{i}}\right| \leq M_{\mathbf{i}}^{-1} \leq\left(M q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]-1\right)^{-1} \leq(\epsilon-1)^{-1}$ which implies that

$$
\sum_{\mathbf{i} \in \mathcal{I}_{m}, q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \geq \epsilon / M}\left|\frac{M q_{\mathbf{i}}-M_{\mathbf{i}}}{M_{\mathbf{i}}}\right| q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)] \leq(\epsilon-1)^{-1}
$$

Proof of Proposition 亿 To prove the Proposition 1, we need the two following Lemmas. Define

$$
\begin{equation*}
G^{-1}\left(x_{1}, \ldots, x_{m}\right) \stackrel{\text { def }}{=}\left(G_{1}^{-1}\left(x_{1}\right), \ldots, G_{m}^{-1}\left(x_{m}\right)\right) \tag{27}
\end{equation*}
$$

where $G_{k}$ is the c.d.f. associated to the density $g_{k}$ on $\mathbb{R}$. The first is a standard change of variables formula (see for example, (Dudley, 2002, Theorem 4.1.11)).

Lemma 2 Let $h: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a measurable function. Assume that $h$ is nonnegative or is such that $\int_{\mathbb{R}^{m}}|h| 1_{\{g>0\}} d \lambda<+\infty$. Then, for all $0 \leq v_{k} \leq w_{k} \leq 1, k \in\{1, \ldots, I\}$

$$
\begin{equation*}
\int_{\prod_{k=1}^{m}\left[G_{k}^{-1}\left(v_{k}\right), G_{k}^{-1}\left(w_{k}\right)\right]} h 1_{\{g>0\}} d \lambda=\int_{\prod_{k=1}^{m}\left[v_{k}, w_{k}\right]} \frac{h}{g} \circ G^{-1} d \lambda \tag{28}
\end{equation*}
$$

The second technical Lemma is our key approximation result.
Lemma 3 Let $h, \gamma: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be functions such that $\int_{\mathbb{R}^{m}}\left(h^{2}+\gamma^{2}\right) g^{-1} d \lambda<+\infty$. Define for $\mathbf{i} \in \mathcal{I}_{m}$,

$$
\begin{equation*}
R_{\mathbf{i}}[h, \gamma] \stackrel{\text { def }}{=} \int_{S_{\mathbf{i}}} h \gamma g^{-1} d \lambda-I^{m}\left(\int_{S_{\mathbf{i}}} h d \lambda\right)\left(\int_{S_{\mathbf{i}}} \gamma d \lambda\right) \tag{29}
\end{equation*}
$$

Then $\lim _{I \rightarrow+\infty} \sum_{\mathbf{i} \in \mathcal{I}_{m}}\left|R_{\mathbf{i}}[h, \gamma]\right|=0$.
Proof By polarization, it is enough to prove the result when $\gamma=h$ with $\int_{\mathbb{R}^{m}} h^{2} g^{-1} d \lambda<+\infty$. This integrability condition ensures that $\lambda$-a.e., $g=0$ implies $h=0$ and by (28), one has

$$
R_{\mathbf{i}}[h, h]=\int_{\prod_{k=1}^{m}\left[\left(i_{k}-1\right) / I, i_{k} / I\right]} \frac{h^{2}}{g^{2}} \circ G^{-1} d \lambda-I^{m}\left(\int_{\prod_{k=1}^{m}\left[\left(i_{k}-1\right) / I, i_{k} / I\right]} \frac{h}{g} \circ G^{-1} d \lambda\right)^{2}
$$

where the right-hand-side is non-negative by Cauchy-Schwarz inequality. Set $\tilde{h}(u) \stackrel{\text { def }}{=} \frac{h}{g}\left(G^{-1}(u)\right)$ if $u \in$ $(0,1)^{m}$ and 0 otherwise. By (28) and the integrability assumption made on $h$, the function $\tilde{h}$ is square integrable on $\mathbb{R}^{m}$. Using the definition of $\tilde{h}$ for the first equality and symmetry for the second one, one has

$$
\begin{aligned}
& \sum_{\mathbf{i} \in \mathcal{I}_{m}} R_{\mathbf{i}}[h, h]=I^{m} \sum_{\mathbf{i} \in \mathcal{I}_{m}} \int_{\mathcal{J}_{\mathbf{i}}^{2}} \tilde{h}(u)\{\tilde{h}(u)-\tilde{h}(v)\} d u d v=\frac{I^{m}}{2} \sum_{\mathbf{i} \in \mathcal{I}_{m}} \int_{\mathcal{J}_{\mathbf{i}}^{2}}\{\tilde{h}(u)-\tilde{h}(v)\}^{2} d u d v \\
& \quad=\frac{I^{m}}{2} \sum_{\mathbf{i} \in \mathcal{I}_{m}} \int_{\mathcal{J}_{\mathbf{i}}} \int_{\mathcal{J}_{\mathbf{i}}-u_{k}}\{\tilde{h}(u)-\tilde{h}(u+w)\}^{2} d u d w \leq \frac{1}{2} \int_{[0,1]^{m}} \int_{[-1,1]^{m}}(\tilde{h}(u)-\tilde{h}(u+z / I))^{2} d u d z .
\end{aligned}
$$

where we have set, for $\mathbf{i} \in\{1, \ldots, m\}, \mathcal{J}_{\mathbf{i}}=\prod_{k=1}^{m}\left[\left(i_{k}-1\right) / I, i_{k} / I\right]$. By continuity of the translations in $L^{2}\left(\mathbb{R}^{m}, d u\right)$ and the dominated convergence Theorem, one obtains that the right-hand-side converges to 0 as $I \rightarrow \infty$.

We now proceed to the proof of Proposition 1. Under A®, it holds that

$$
\begin{equation*}
q_{\mathbf{i}}(\chi) \geq\left(\underset{g \cdot \lambda}{\operatorname{essinf}}\left(\chi g^{-1}\right)\right) \int_{S_{\mathbf{i}}} g d \lambda=I^{-m} \underset{g \cdot \lambda}{\operatorname{essinf}}\left(\chi g^{-1}\right) . \tag{30}
\end{equation*}
$$

Hence, by Lemmal( 1 ), to prove the first assertion, it is enough to check that $\lim _{I \rightarrow+\infty} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{m}} \frac{p_{i}^{2} \sigma_{i}^{2}}{q_{\mathbf{i}}(\chi)}=$ $\varsigma_{\infty}^{2}(\mu, \chi)$. By definition of $R_{\mathbf{i}}$ (see Eq. (29)),

$$
\begin{aligned}
\frac{p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}}{q_{\mathbf{i}}(\chi)} & =\frac{\left(\int_{S_{\mathbf{i}}} f_{\mu} d \lambda\right)\left(\int_{\mathrm{S}_{\mathbf{i}}}\left[\zeta_{\mu} f_{\mu}\right] d \lambda\right)-\left(\int_{S_{\mathbf{i}}}\left[\psi_{\mu} f_{\mu}\right] d \lambda\right)^{2}}{\int_{S_{\mathbf{i}}} \chi d \lambda} \\
& =\frac{\int_{S_{\mathbf{i}}} f_{\mu}^{2}\left(\zeta_{\mu}-\psi_{\mu}^{2}\right) g^{-1} d \lambda-R_{\mathbf{i}}\left[f_{\mu}, \zeta_{\mu} f_{\mu}\right]+R_{\mathbf{i}}\left[\psi_{\mu} f_{\mu}, \psi_{\mu} f_{\mu}\right]}{I^{m} \int_{S_{\mathbf{i}}} \chi d \lambda}
\end{aligned}
$$

and

$$
\varsigma_{\infty}^{2}(\mu, \chi)=\frac{\int_{S_{\mathbf{i}}} f_{\mu}^{2}\left(\zeta_{\mu}-\psi_{\mu}^{2}\right) g^{-1} d \lambda-R_{\mathbf{i}}\left[\chi, f_{\mu}^{2}\left(\zeta_{\mu}-\psi_{\mu}^{2}\right) \chi^{-1}\right]}{I^{m} \int_{S_{\mathbf{i}}} \chi d \lambda}
$$

Therefore

$$
\sum_{\mathbf{i} \in \mathcal{I}_{m}} \frac{p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}}{q_{\mathbf{i}}(\chi)}-\varsigma_{\infty}^{2}(\mu, \chi)=\sum_{\mathbf{i} \in \mathcal{I}_{m}} \frac{R_{\mathbf{i}}\left[\chi, f_{\mu}^{2}\left(\zeta_{\mu}-\psi_{\mu}^{2}\right) \chi^{-1}\right]+R_{\mathbf{i}}\left[\psi_{\mu} f_{\mu}, \psi_{\mu} f_{\mu}\right]-R_{\mathbf{i}}\left[f_{\mu}, \zeta_{\mu} f_{\mu}\right]}{I^{m} \int_{S_{\mathbf{i}}} \chi d \lambda},
$$

and one easily concludes with (30) and Lemma (which applies under AB and A3). The second assertion is a consequence of Lemma 1(ii).

Proof of Proposition 目 For ease of notations, in this proof, the dependence upon $\mu$ and the strata $\left\{\mathrm{S}_{\mathbf{i}}, \mathbf{i} \in\right.$ $\mathcal{I}_{m}$ is omitted. We denote $p_{\mathbf{i}} \sigma_{\mathbf{i}} \stackrel{\text { def }}{=} \sqrt{\left(\int_{S_{\mathbf{i}}} f_{\mu} d \lambda\right)\left(\int_{S_{\mathbf{i}}} \zeta_{\mu} f_{\mu} d \lambda\right)-\left(\int_{S_{\mathbf{i}}} \psi_{\mu} f_{\mu} d \lambda\right)^{2}}$. Since for $a, b \geq 0$, $|\sqrt{a}-\sqrt{b}| \leq \sqrt{|a-b|}$, one has

$$
\begin{aligned}
\sum_{\mathbf{i} \in \mathcal{I}_{m}} \mid p_{\mathbf{i}} \sigma_{\mathbf{i}} & -\int_{\mathrm{S}_{\mathbf{i}}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda \mid \\
& \leq \sum_{\mathbf{i} \in \mathcal{I}_{m}}\left|\int_{\mathrm{S}_{\mathbf{i}}} f_{\mu} d \lambda \int_{\mathrm{S}_{\mathbf{i}}} \zeta_{\mu} f_{\mu} d \lambda-\left(\int_{\mathrm{S}_{\mathbf{i}}} \psi_{\mu} f_{\mu} d \lambda\right)^{2}-\left(\int_{\mathrm{S}_{\mathbf{i}}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda\right)^{2}\right|^{1 / 2} \\
& =\sum_{\mathbf{i} \in \mathcal{I}_{m}} \sqrt{\left.\frac{1}{I^{m}} \right\rvert\,-R_{\mathbf{i}}\left[f_{\mu}, \zeta_{\mu} f_{\mu}\right]+R_{\mathbf{i}}\left[\psi_{\mu} f_{\mu}, \psi_{\mu} f_{\mu}\right]+R_{\mathbf{i}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}, f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right]} \\
& \leq\left(\sum_{\mathbf{i} \in\{1, \ldots, I\}^{m}} \mid-R_{\mathbf{i}}\left[f_{\mu}, \zeta_{\mu} f_{\mu}\right]+R_{\mathbf{i}}\left[\psi_{\mu} f_{\mu}, \psi_{\mu} f_{\mu}\right]+R_{\mathbf{i}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}, f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right]\right)^{1 / 2}
\end{aligned}
$$

Under A月, $\int f_{\mu}^{2}\left(\zeta_{\mu}-\psi_{\mu}^{2}\right) g^{-1} d \lambda<+\infty$, and by Lemma , the right-hand-side converges to 0 as $I \rightarrow+\infty$. Therefore,

$$
\begin{equation*}
\lim _{I \rightarrow+\infty} \sum_{\mathbf{i} \in \mathcal{I}_{m}}\left|p_{\mathbf{i}} \sigma_{\mathbf{i}}-\int_{S_{\mathbf{i}}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda\right|=0 \tag{31}
\end{equation*}
$$

We write

$$
\begin{aligned}
& \left(\int\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda\right) \sum_{\mathbf{i} \in \mathcal{I}_{m}}\left|q_{\mathbf{i}}\left(\chi_{\mu}^{\star}\right)-q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]\right| \\
& \quad \leq \sum_{\mathbf{i} \in \mathcal{I}_{m}} q_{\mathbf{i}}^{\star}[\mathcal{S}(\mu)]\left|\sum_{\mathbf{j} \in \mathcal{I}_{m}} p_{\mathbf{j}} \sigma_{\mathbf{j}}-\int\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda\right|+\sum_{\mathbf{i} \in \mathcal{I}_{m}}\left|p_{\mathbf{i}} \sigma_{\mathbf{i}}-\int_{\mathrm{S}_{\mathbf{i}}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda\right| .
\end{aligned}
$$

By Eq.(31), the rhs tend to zero as $I \rightarrow+\infty$. The second assertion is a consequence of Lemma (1)1iii) applied with $\epsilon=\sqrt{M / I^{m}}$ and of Eq. (31) upon noting that

$$
\left|\sum_{\mathbf{i} \in \mathcal{I}_{m}} p_{\mathbf{i}} \sigma_{\mathbf{i}}-\int_{\mathbb{R}^{m}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda\right| \leq \sum_{\mathbf{i} \in \mathcal{I}_{m}}\left|p_{\mathbf{i}} \sigma_{\mathbf{i}}-\int_{\mathrm{S}_{\mathbf{i}}}\left[f_{\mu} \sqrt{\zeta_{\mu}-\psi_{\mu}^{2}}\right] d \lambda\right| .
$$

Proof of Proposition 3 Since $\operatorname{esssup}_{\chi . \lambda}\left(f_{\mu} \chi^{-1}\right) \leq \operatorname{esssup}_{\lambda}\left(f_{\mu} g^{-1}\right) / \operatorname{essinf}_{g . \lambda}\left(\chi g^{-1}\right)<+\infty$, Lemma [(iii) ensures that it is enough to check that

$$
\lim _{I \rightarrow+\infty} I^{2} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} \frac{p_{\mathbf{i}}^{2}(\xi) \sigma_{\mathbf{i}}^{2}(\xi)}{q_{\mathbf{i}}}=\varsigma_{\infty}^{2}(\mu, g, \chi)
$$

In the sequel, for $\mathbf{i}=\left(i_{1}, \ldots, i_{d}\right) \in\{1, \ldots, I\}^{d}$, we denote $\mathcal{J}_{\mathbf{i}} \stackrel{\text { def }}{=} \prod_{j=1}^{d}\left[\left(i_{j}-1\right) / I, i_{j} / I\right]$. Set $\tilde{f}(u) \stackrel{\text { def }}{=}$ $\left.\left[f_{\mu}\right] / g\right] G^{-1}(u)$ if $u \in(0,1)^{d}$ and 0 otherwise and similarly, $\tilde{h}_{k}(u) \stackrel{\text { def }}{=}\left[\partial_{k} \phi_{\mu} / g_{k}\right]\left(G^{-1}(u)\right)$ if $u \in(0,1)^{d}$ and 0 otherwise. Using symmetry and (28) one obtains
$p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}=\int_{\mathrm{S}_{\mathbf{i}}} \int_{\mathrm{S}_{\mathbf{i}}} f_{\mu}(x) f_{\mu}(y) \phi_{\mu}(y)\left(\phi_{\mu}(y)-\phi_{\mu}(x)\right) d x d y=\frac{1}{2} \int_{\mathcal{J}_{\mathbf{i}}^{2}} \tilde{f}(u) \tilde{f}(v)\left(\phi_{\mu}\left(G^{-1}(v)\right)-\phi_{\mu}\left(G^{-1}(u)\right)\right)^{2} d v d u$.
Since $\phi$ is continuously differentiable, Eq. (28) implies that $\phi\left(G^{-1}(v)\right)-\phi\left(G^{-1}(u)\right)=\sum_{k=1}^{d} \int_{u_{k}}^{v_{k}} \tilde{h}_{k}\left(u v_{k}(t)\right) d t$ where $u v_{k}(t) \stackrel{\text { def }}{=}\left(u_{1}, \ldots, u_{k-1}, t, v_{k+1}, \ldots, v_{d}\right)$. Therefore,

$$
\begin{equation*}
p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}=\frac{1}{2} \sum_{k, l=1}^{d} \iint_{\mathcal{J}_{\mathbf{i}} \times \mathcal{J}_{\mathbf{i}}} \int_{u_{k}}^{v_{k}} \int_{u_{l}}^{v_{l}} \tilde{f}(u) \tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right) d t d s d v d u \tag{32}
\end{equation*}
$$

We may similarly obtain

$$
\int_{S_{\mathbf{i}}} \frac{\left(f_{\mu} \partial_{k} \phi_{\mu}\right)^{2}}{g_{k}^{2} \chi} d \lambda=\frac{\int_{S_{\mathbf{i}}} \frac{\left(f_{\mu} \partial_{k} \phi_{\mu}\right)^{2}}{g g_{k}^{2}} d \lambda-R_{\mathbf{i}}\left[\frac{\left(f_{\mu} \partial_{k} \phi_{\mu}\right)^{2}}{g_{k}^{2} \chi}, \chi\right]}{I^{d} \int_{S_{\mathbf{i}}} \chi d \lambda}=\frac{\int_{\mathcal{J}_{\mathbf{i}}}\left(\tilde{f} \tilde{h}_{k}\right)^{2} d \lambda-R_{\mathbf{i}}\left[\frac{\left(f_{\mu} \partial_{k} \phi_{\mu}\right)^{2}}{g_{k}^{2} \chi}, \chi\right]}{I^{d} \int_{S_{\mathbf{i}}} \chi d \lambda} .
$$

Noting that

$$
\begin{equation*}
\frac{1}{2} \int_{\mathcal{J}_{\mathbf{i}}^{2}} \int_{u_{k}}^{v_{k}} \int_{u_{l}}^{v_{l}} d t d s d v d u=\frac{1_{\{k=l\}}}{12 I^{2 d+2}}, \tag{33}
\end{equation*}
$$

one deduces that

$$
\begin{align*}
& I^{2} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} \frac{p_{\mathbf{i}}^{2} \sigma_{\mathbf{i}}^{2}}{q_{\mathbf{i}}}-\varsigma_{\infty}^{2}(\mu, g, \chi)=\frac{1}{12} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} \frac{R_{\mathbf{i}}\left[\sum_{k=1}^{d} \frac{\left(f_{\mu} \partial_{k} \phi_{\mu}\right)^{2}}{g_{k}^{2} \chi}, \chi\right]}{I^{d} \int_{S_{\mathbf{i}}} \chi d \lambda} \\
& +\sum_{k, l=1}^{d} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} \frac{I^{2 d+2} \int_{\mathcal{J}_{\mathbf{i}}^{3}} \int_{u_{k}}^{v_{k}} \int_{u_{l}}^{v_{l}}\left(\tilde{f}(u) \tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right)-\tilde{f}^{2} \tilde{h}_{k} \tilde{h}_{l}(w)\right) d t d s d v d u d w}{2 I^{d} \int_{S_{\mathbf{i}}} \chi d \lambda} \tag{34}
\end{align*}
$$

Since $\int_{\mathbb{R}^{d}} \frac{\left(f_{\mu} \partial_{k} \phi_{\mu}\right)^{4}}{g g_{k}^{4} \chi^{2}} d \lambda \leq \frac{\left(\operatorname{esssup}_{\lambda}\left(\frac{f_{\mu}}{g}\right) \operatorname{esssup}_{\lambda}\left(\frac{\left|\partial_{k} \phi_{\mu}\right|}{g_{k}}\right)\right)^{4}}{\left(\operatorname{essinf}_{g \cdot \lambda}\left(\frac{\chi}{g}\right)\right)^{2}}<+\infty$, by Lemma 3 and 30), the first term of the right-hand-side converges to 0 as $I \rightarrow+\infty$. Let us now prove that for fixed $k$ and $l$ in $\{1, \ldots, d\}$, the corresponding sum of ratios over $\mathbf{i}$ in the second term also converges to 0 . As the denominators are bounded from below away from 0 by (30), it is enough to check that the sum of the numerators tends to 0 . For $u, v \in \mathbb{R}^{d} u v_{p} \stackrel{\text { def }}{=}\left(u_{1}, \ldots, u_{p}, v_{p+1}, \ldots, v_{d}\right)$ if $p \in\{1, \ldots, d-1\}$ and $u v_{0} \stackrel{\text { def }}{=} v, u v_{d} \stackrel{\text { def }}{=} u$. One has

$$
\begin{aligned}
& \left|\int_{\mathcal{J}_{\mathbf{i}}^{3}} \int_{u_{k}}^{v_{k}} \int_{u_{l}}^{v_{l}}\left(\tilde{f}(u) \tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right)-\tilde{f}^{2} \tilde{h}_{k} \tilde{h}_{l}(w)\right) d t d s d v d u d w\right| \\
& \leq \int_{\mathcal{J}_{\mathbf{i}}^{3}} \int_{\frac{i_{k}-1}{I}}^{\frac{i_{k}}{I}} \int_{\frac{i_{l}-1}{I}}^{\frac{i_{l}}{T}}\left|\tilde{f}(u) \tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right)-\tilde{f}^{2} \tilde{h}_{k} \tilde{h}_{l}(w)\right| d t d s d v d u d w \\
& \leq \sum_{p=1}^{d}\left(\int_{\mathcal{J}_{\mathbf{i}}^{3}} \int_{\frac{i_{k}-1}{I}}^{\frac{i_{k}}{T}} \int_{\frac{i_{l}-1}{I}}^{\frac{i_{l}}{T}}\left|\tilde{f}\left(u w_{p}\right)-\tilde{f}\left(u w_{p-1}\right)\right|\left|\tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right)\right| d t d s d v d u d w\right. \\
& +\int_{\mathcal{J}_{\mathbf{i}}^{3}} \int_{\frac{i_{k}-1}{I}}^{\frac{i_{k}}{I}} \int_{\frac{i_{l}-1}{I}}^{\frac{i_{l}}{I}}\left|\tilde{f}\left(v w_{p}\right)-\tilde{f}\left(v w_{p-1}\right)\right|\left|\tilde{f}(w) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right)\right| d t d s d v d u d w \\
& +\int_{\mathcal{J}_{\mathbf{i}}^{3}} \int_{\frac{i_{k}-1}{I}}^{\frac{i_{k}}{T}} \int_{\frac{i_{l}-1}{I}}^{\frac{i_{l}}{t}}\left|\tilde{h}_{k}\left(\left[u v_{k}(t)\right] w_{p}\right)-\tilde{h}_{k}\left(\left[u v_{k}(t)\right] w_{p-1}\right)\right|\left|\tilde{f}^{2}(w) \tilde{h}_{l}\left(u v_{l}(s)\right)\right| d t d s d v d u d w \\
& \left.+\int_{\mathcal{J}_{\mathbf{i}}^{3}} \int_{\frac{i_{k}-1}{I}}^{\frac{i_{k}}{I}} \int_{\frac{i_{l}-1}{I}}^{\frac{i_{l}}{T}}\left|\tilde{h}_{l}\left(\left[u v_{l}(s)\right] w_{p}\right)-\tilde{h}_{l}\left(\left[u v_{l}(s)\right] w_{p-1}\right) \| \tilde{f}^{2}(w) \tilde{h}_{k}(w)\right| d t d s d v d u d w\right) .
\end{aligned}
$$

In each of the $4 d$ integrals in the right-hand-side, only $d+1$ of the $3 d+2$ integration variables are involved in the difference which appears in the integrand. Their domain of integration is $\prod_{j=1}^{d}\left[\left(i_{j}-1\right) / I, i_{j} / I\right] \times$ $\left[\left(i_{p}-1\right) / I, i_{p} / I\right]$. Integrating first the absolute value of the product of three functions with respect to the $2 d+1$ remaining variables one obtains a function of these $d+1$ variables smaller than $C I^{2 d+1}$ with $C=\left(\operatorname{esssup}_{\lambda}\left(\frac{f_{\mu}}{g}\right) \vee \operatorname{esssup}_{\lambda}\left(\sum_{k=1}^{d} \frac{\left|\partial_{k} \phi_{\mu}\right|}{g_{k}}\right)\right)^{3}$. Dealing for instance with the $p$-th integral of the first kind, one has

$$
\begin{aligned}
& \quad \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} I^{2 d+2} \int_{\mathcal{J}_{\mathbf{1}}^{3}} \int_{\frac{i_{k}-1}{I}}^{\frac{i_{k}}{I}} \int_{\frac{i_{l}-1}{I}}^{\frac{i_{l}}{I}}\left|\tilde{f}\left(u w_{p}\right)-\tilde{f}\left(u w_{p-1}\right)\right|\left|\tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right)\right| d t d s d v d u d w \\
& \leq C \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} I \int_{\prod_{j=1}^{d}\left[\left(i_{j}-1\right) / I, i_{j} / I\right] \times\left[\left(i_{p}-1\right) / I, i_{p} / I\right]}\left|\tilde{f}\left(u u_{p}(t)\right)-\tilde{f}(u)\right| d t d u \\
& \leq C \int_{-1}^{1} \int_{\mathbb{R}^{d}}\left|\tilde{f}\left(u+\frac{s}{I} e_{p}\right)-\tilde{f}(u)\right| d u d s
\end{aligned}
$$

where $e_{p}$ denotes the $p$-th element of the canonical basis on $\mathbb{R}^{d}$. By continuity of the translations in $L^{1}\left(\mathbb{R}^{d}, d u\right)$, one concludes that the second term of the right-hand-side of (34) tends to 0.

Proof of Proposition By Lemma 国iii), it is enough to check that

$$
\lim _{I \rightarrow+\infty} I \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} p_{\mathbf{i}} \sigma_{\mathbf{i}}=\varsigma_{\infty}\left(\mu, g, \chi_{\mu, g}^{\star}\right) .
$$

Since for $a, b \geq 0,|\sqrt{a}-\sqrt{b}| \leq \sqrt{|a-b|}$, the relations (32), (33) together with the Cauchy-Schwarz inequality imply

$$
\begin{aligned}
& \left|I \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} p_{\mathbf{i}} \sigma_{\mathbf{i}}-\varsigma_{\infty}\left(\mu, g, \chi_{\mu, g}^{\star}\right)\right| \\
& \leq \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}}\left|\frac{I^{2}}{2} \sum_{k, l=1}^{d} \int_{\mathcal{J}_{\mathbf{i}}^{2}} \int_{u_{k}}^{v_{k}} \int_{u_{l}}^{v_{l}} \tilde{f}(u) \tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right) d t d s d v d u-\frac{1}{12} \sum_{k=1}^{d} \int_{\mathcal{J}_{\mathbf{i}}} \tilde{f}_{k} \tilde{h}_{k}(w) \tilde{f} \tilde{h}_{k}(r) d r d w\right|^{1 / 2} \\
& \leq\left(\sum_{k, l=1}^{d} \sum_{\mathbf{i} \in\{1, \ldots, I\}^{d}} I^{3 d+2} \int_{\mathcal{J}_{\mathbf{i}}^{4}} \int_{\frac{i_{k}-1}{I}}^{\frac{i_{k}}{T}}\right. \\
& \left.\quad \int_{\frac{i_{l}-1}{I}}^{\frac{i_{l}}{I}}\left|\tilde{f}(u) \tilde{f}(v) \tilde{h}_{k}\left(u v_{k}(t)\right) \tilde{h}_{l}\left(u v_{l}(s)\right)-\tilde{f} \tilde{h}_{k}(w) \tilde{f} \tilde{h}_{k}(r)\right| d t d s d v d u d w d r\right)^{1 / 2} .
\end{aligned}
$$

Reasoning like in the end of the proof of Proposition 3, one concludes that the right-hand-side converges to 0 as $I \rightarrow+\infty$.

### 6.3 Proofs of Section

Proof of Proposition 目 Let $H \in \mathbb{R}^{d}$ be such that $|H|<|\mu|, e_{1}=\frac{\mu}{|\mu|}, a=\left\langle H, e_{1}\right\rangle, b=\left|H-a e_{1}\right|$ and $e_{2}$ be equal to $\frac{H-a e_{1}}{b}$ if $b \neq 0$ and to any vector with norm 1 orthogonal to $e_{1}$ otherwise. We complete $\left(e_{1}, e_{2}\right)$ with $\left(e_{3}, \ldots, e_{d}\right)$ to obtain an orthonormal basis of $\mathbb{R}^{d}$. For $\alpha \in \mathbb{R}^{d}, \alpha_{k}=\left\langle\alpha, e_{k}\right\rangle$.

$$
\begin{align*}
g_{z}(\mu+H)-g_{z}(\mu)= & \int_{\left\{\alpha, \alpha_{1} \leq \frac{z-\alpha_{2} b}{\mu \mid+a}\right\}} h(\alpha) d \alpha-\int_{\left\{\alpha, \alpha_{1} \leq \frac{z}{|\mu|}\right\}} h(\alpha) d \alpha \\
= & \int_{\mathbb{R}^{d-1}} \int_{\frac{z}{|\mu|}}^{\frac{z-\alpha_{b}}{|\mu|+a}} h(\alpha) d \alpha_{1} d \alpha_{2: d} \\
= & -\int_{\mathbb{R}^{d-1}} \int_{0}^{1} h\left(\frac{z-\alpha_{2} b s}{|\mu|+a s} e_{1}+\sum_{k=2}^{d} \alpha_{k} e_{k}\right) \frac{a z+\alpha_{2} b|\mu|}{(|\mu|+a s)^{2}} d s d \alpha_{2: d} \\
= & -\int_{0}^{1} \int_{\mathbb{R}^{d-1}} h\left(z \frac{(|\mu|+a s) e_{1}+b s e_{2}}{(|\mu|+a s)^{2}+(b s)^{2}}+\sum_{k=3}^{d} \alpha_{k} e_{k}\right. \\
& \left.+\left(\alpha_{2}-\frac{z b s}{(|\mu|+a s)^{2}+(b s)^{2}}\right) \frac{(|\mu|+a s) e_{2}-b s e_{1}}{|\mu|+a s}\right) \frac{a z+\alpha_{2} b|\mu|}{(|\mu|+a s)^{2}} d \alpha_{2: d} d s \\
= & -\int_{0}^{1} \int h(y) \frac{\langle y, H\rangle}{|\mu+s H|} d \lambda_{z}^{\mu+s H} d s, \tag{35}
\end{align*}
$$

where, for the last equality, we made the change of variable

$$
\beta_{2}=\frac{\sqrt{(|\mu|+a s)^{2}+(b s)^{2}}}{|\mu|+a s} \alpha_{2}-\frac{z b s}{(|\mu|+a s) \sqrt{(|\mu|+a s)^{2}+(b s)^{2}}},
$$

used the equality $(|\mu|+a s) e_{1}+b s e_{2}=\mu+s H$ and remarked that $\langle\mu+s H, y\rangle=z$ implies that $a z+$ $\left\langle y, e_{2}\right\rangle b|\mu|=(|\mu|+a s)\langle y, H\rangle$. Define, for $\nu \in \mathbb{R}_{*}^{d}$,

$$
\begin{equation*}
\gamma(h, \nu) \stackrel{\text { def }}{=} \int \frac{y}{|\nu|} h(y) d \lambda_{z}^{\nu} . \tag{36}
\end{equation*}
$$

We deduce that

$$
g_{z}(\mu+H)-g_{z}(\mu)+\left\langle H, \int \frac{y}{|\mu|} h(y) d \lambda_{z}^{\mu}\right\rangle=\left\langle H, \int_{0}^{1}\{\gamma(h, \mu)-\gamma(h, \mu+s H)\} d s\right\rangle .
$$

Consider now the following decomposition

$$
\begin{equation*}
\gamma(h, \nu)=\gamma\left(h \mathbb{1}_{\{|\cdot|>M\}}, \nu\right)+\gamma\left(h \mathbb{1}_{\{|\cdot| \leq M\}}, \nu\right) . \tag{37}
\end{equation*}
$$

Under assumption 19, the first term is arbitrarily small as $M$ goes to infinity uniformly in $\nu$ close to $\mu$. When $\nu \rightarrow \mu$, the measure $\mathbb{1}_{\{|\cdot| \leq M\}} \lambda_{z}^{\nu}$ converges weakly to $\mathbb{1}_{\{|\cdot| \leq M\}} \lambda_{z}^{\mu}$; hence, the second term in the RHS of (37) converges to $\gamma\left(h \mathbb{1}_{\{|\cdot| \leq M\}}, \mu\right)$. Therefore, the function $\nu \mapsto \gamma(h, \nu)$ is continuous at $\mu$ and the conclusion follows easily.

Proof of Corollary $\mathbb{Z}$ Let $H$ be a $d \times m$ matrix with columns $\left(H_{1}, \ldots, H_{m}\right)$. Let $\left\{a_{k}, b_{k}, k \in\{1, \ldots, m\}\right\}$ be real numbers. We have

$$
\prod_{k=1}^{m} a_{k}-\prod_{k=1}^{m} b_{k}=\sum_{k=1}^{m}\left(a_{k}-b_{k}\right)\left(\prod_{j=1}^{k-1} b_{j}\right)\left(\prod_{j=k+1}^{m} a_{j}\right)
$$

where, by convention, $\prod_{k=j}^{\ell} c_{k}=1$ for $j>\ell$. We deduce from the latter expression

$$
\begin{aligned}
& \prod_{k=1}^{m} a_{k}-\prod_{k=1}^{m} b_{k}-\sum_{k=1}^{m}\left(a_{k}-b_{k}\right)\left(\prod_{j \neq k} a_{j}\right) \\
&=-\sum_{k=1}^{m}\left(a_{k}-b_{k}\right)\left(\prod_{j=k+1}^{m} a_{j}\right)\left(\sum_{j=1}^{k-1}\left(a_{j}-b_{j}\right)\left\{\prod_{u=1}^{j-1} a_{u}\right\}\left\{\prod_{u=j+1}^{k-1} b_{u}\right\}\right)
\end{aligned}
$$

We apply this equality with $a_{k}=\phi_{k}(y, 0)$ and $b_{k}=\phi_{k}(y, H)$ where $\phi_{k}(y, \Delta) \stackrel{\text { def }}{=} \mathbb{1}_{\left\{y,\left\langle\mu_{k}+\Delta_{k}, y\right\rangle \leq z_{k}\right\}}$, which yields

$$
\begin{aligned}
g_{z}(\mu+H)-g_{z}(\mu)-\sum_{k=1}^{m} \int\left\{\phi_{k}(y, H)-\phi_{k}(y, 0)\right\} & \left\{\prod_{j \neq k} \phi_{j}(y, H)\right\} h(y) d \lambda(y) \\
& =\sum_{k=1}^{m} \sum_{j=1}^{k-1} \int\left\{\phi_{k}(y, H)-\phi_{k}(y, 0)\right\} h_{j, k}(y ; H) d \lambda(y),
\end{aligned}
$$

where the function $h_{j, k}(y, H)$ is defined as

$$
\begin{equation*}
h_{j, k}(y, H) \stackrel{\text { def }}{=} h(y)\left\{\phi_{j}(y, H)-\phi_{j}(y, 0)\right\} \prod_{u=k+1}^{m} \phi_{u}(y, 0) \prod_{u=1}^{j-1} \phi_{u}(y, 0) \prod_{u=j+1}^{k-1} \phi_{u}(y, H) . \tag{38}
\end{equation*}
$$

By the weak convergence argument used to conclude the proof of Proposition $\mathrm{R}^{\text {, }}$, we obtain
$\lim _{|H| \rightarrow 0}\left|\sum_{k=1}^{m} \int\left\{\phi_{k}(y, H)-\phi_{k}(y, 0)\right\} \prod_{j \neq k} \phi_{j}(y, 0) h(y) d \lambda(y)-\sum_{k=1}^{m}\left\langle H_{k}, \int \frac{y}{\left|\mu_{k}\right|} \prod_{j \neq k} \phi_{j}(y, 0) h(y) d \lambda_{z_{k}}^{\mu_{k}}\right\rangle\right|=0$.
To conclude the proof, it is enough to check that for any $j<k$,

$$
\begin{equation*}
\mathcal{I}\left(H, h_{j, k}\right) \stackrel{\text { def }}{=} \int\left\{\phi_{k}(y, H)-\phi_{k}(y, 0)\right\} h_{j, k}(y ; H) d \lambda(y)=o(|H|) \quad \text { as }|H| \rightarrow 0 \tag{39}
\end{equation*}
$$

Using (35), the latter integral may be expressed as

$$
\mathcal{I}\left(H, h_{j, k}\right)=-\left\langle H_{k}, \int_{0}^{1} \int h_{j, k}(y ; H) \frac{y}{\left|\mu_{k}+s H_{k}\right|} d \lambda_{z_{k}}^{\mu_{k}+s H_{k}}(d y) d s\right\rangle
$$

We write $\mathcal{I}\left(H, h_{j, k}\right)=\mathcal{I}\left(H, h_{j, k} \mathbb{1}_{\{|\cdot|>M\}}\right)+\mathcal{I}\left(H, h_{j, k} \mathbb{1}_{\{|\cdot| \leq M\}}\right)$. By (20), the first term is small uniformly in $H$ for $|H| \leq \varepsilon$, when $M$ large enough.

Let $\left[e_{1}, \ldots, e_{d}\right]$ be any (given) orthonormal basis of $\mathbb{R}^{d}$ such that $\left\langle\mu_{k}, e_{d}\right\rangle \neq 0$. Consider the following matrix $S_{k}(\mu) \stackrel{\text { def }}{=}\left[\Pi\left(\mu_{k}\right) e_{1}, \ldots, \Pi\left(\mu_{k}\right) e_{d-1}\right]$, where $\Pi\left(\mu_{k}\right)$ is the orthogonal projector on the orthogonal complement of the vector $\mu_{k}$. By the change of variable formula, $\mathcal{I}\left(H, h_{j, k} \mathbb{1}_{\{|\cdot| \leq M\}}\right)$ is equal to

$$
-\left\langle H_{k}, \int_{0}^{1} \operatorname{det}\left[\frac{\mu_{k}+s H_{k}}{\left|\mu_{k}+s H_{k}\right|^{2}}, S_{k}(\mu+s H)\right] \int_{\mathbb{R}^{d-1}} \tilde{h}_{j, k}\left(z_{k} \frac{\mu_{k}+s H_{k}}{\left|\mu_{k}+s H_{k}\right|^{2}}+S_{k}(\mu+s H) \tilde{y} ; H\right) d \lambda(\tilde{y}) d s\right\rangle
$$

where $\tilde{h}_{j, k}(y ; H) \stackrel{\text { def }}{=} h_{j, k}(y ; H) y \mathbb{1}_{\{|y| \leq M\}}$.
We then conclude by the Lebesgue Theorem : by construction, $\tilde{h}_{j, k}$ is bounded and the integration domain is bounded; it is sufficient to check that the limit of the integrand is zero almost-everywhere w.r.t. the Lebesgue measure on $\mathbb{R}^{d-1}$. Note that $\left|\tilde{h}_{j, k}(y ; H)\right| \leq C_{M}\left|\phi_{j}(y, H)-\phi_{j}(y, 0)\right|$ and that

$$
\lim _{|H| \rightarrow 0}\left\{\phi_{j}\left(z_{k} \frac{\mu_{k}+s H_{k}}{\left|\mu_{k}+s H_{k}\right|^{2}}+S_{k}(\mu+s H) \tilde{y}, H\right)-\phi_{j}\left(z_{k} \frac{\mu_{k}+s H_{k}}{\left|\mu_{k}+s H_{k}\right|^{2}}+S_{k}(\mu+s H) \tilde{y}, 0\right)\right\}=0
$$

except on the set $\left\{\tilde{y} \in \mathbb{R}^{d-1},\left\langle\mu_{j}, z_{k} \frac{\mu_{k}}{\left|\mu_{k}\right|^{2}}+S_{k}(\mu) \tilde{y}\right\rangle=z_{j}\right\}$, which is of measure zero w.r.t. the Lebesgue measure on $\mathbb{R}^{d-1}$.


Fig. 1 Asian Option: Optimal drift vector $\nu_{\star}$, direction $\mu_{\mathrm{g}}$ and direction $\mu^{(N)}$. The directions have been scaled to have the same norm as the drift $\nu_{\star}$.


Fig. 2 Asian Option: [left] successive directions of stratification $t \mapsto \mu^{(t)} \cdot \mu^{(0)}$ is proportional to the vector $(1, \cdots, 1)$ so that the $d$ curves start from the same point $1 / \sqrt{d}$. By convention, the first component of $\mu^{(t)}$ is positive. [top right] successive estimations of the quantity of interest $t \mapsto \mathcal{E}^{(t)}$. [bottom right] successive values of the variance $t \mapsto\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}^{(t)}\right)^{2}$; the limiting value is 0.0015 .




Fig. 3 Asian Option when $\nu$ is the null vector in 23): [left] the direction $\mu_{\mathrm{g}}$ and the limiting direction $\mu^{(N)}$ when. [top right] successive estimations of the quantity of interest $t \mapsto \mathcal{E}^{(t)}$. [bottom right] successive values of the variance $t \mapsto\left(\sum_{\mathbf{i}} p_{\mathbf{i}} \hat{\sigma}_{\mathbf{i}}^{(t)}\right)^{2}$; the limiting value is 0.0015.


Fig. 4 Barrier Option: Optimal drift vector $\nu_{\star}$, direction $\mu_{\mathrm{g}}$ and direction $\mu^{(N)}$. The directions have been scaled to have the same norm as the drift $\nu_{\star}$



Fig. 5 Barrier Option: successive directions of stratification $t \mapsto \mu^{(t)}$. By convention, the first component of $\mu^{(t)}$ is positive. [left] $\mu^{(0)}$ is proportional to the vector $(1, \cdots, 1)$ so that the $d$ curves start from the same point $1 / \sqrt{d}$. [right] $\mu^{(0)}=\mu_{\mathrm{g}}$.


Fig. 6 Basket Option: Optimal drift vector $\nu_{\star}$, direction $\mu_{\mathrm{g}}$ and direction $\mu^{(N)}$. The directions have been scaled to have the same norm as the drift $\nu_{\star}$ [left] when $(c, K)=(0.1,60)$. [right] when $(c, K)=(0.5,45)$


Fig. 7 Basket Option: successive directions of stratification $t \mapsto \mu^{(t)}$. By convention, the first component of $\mu^{(t)}$ is positive [left] when $(c, K)=(0.1,60)$. [right] when $(c, K)=(0.5,45)$


Fig. 8 Asian Option in Heston model: Value of $\sum_{i} p_{i} \hat{\sigma}_{i}^{(t)}$ as function of $t$ for $K=100, \theta=0.01, k=2$ and $\rho=0.5$.



Fig. 9 Asian Option in Heston model: components of $\mu^{(N)}$ with respect to component number for $K=100$, $\theta=0.01, k=2$ and [left] $\rho=0.5,[$ right $] \rho=-0.5$

| Parameters |  | Price | Variance |  |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| $v$ | $K$ | - | Monte Carlo | GHS | AdaptStr $\left(\nu_{\star}\right)$ | AdaptStr (no drift) |
| 0.10 | 45 | 6.05 | 8.68 | 0.007 | 0.001 | 0.004 |
|  | 50 | 1.92 | 4.93 | 0.0009 | 0.0004 | 0.0017 |
|  | 55 | 0.20 | 0.55 | 0.00003 | 0.00002 | 0.00053 |
| 0.30 | 45 | 7.15 | 59.30 | 0.035 | 0.025 | 0.062 |
|  | 50 | 4.17 | 40.11 | 0.021 | 0.013 | 0.039 |
|  | 55 | 2.21 | 21.48 | 0.010 | 0.006 | 0.023 |

Table 1 Asian Option

| Parameters |  | Price | Variance |  |  |  |
| :---: | :--- | :--- | :---: | :---: | :---: | :---: |
| $K$ | $B$ | - | Monte Carlo | GHS | AdaptStr $\left(\nu_{\star}\right)$ | AdaptStr (no drift) |
| 50 | 60 | 1.38 | 2.99 | 0.494 | 0.130 | 0.106 |
|  | 70 | 1.90 | 4.79 | 0.020 | 0.005 | 0.007 |
|  | 80 | 1.92 | 4.92 | 0.0011 | 0.0005 | 0.0017 |
| 55 | 70 | 0.19 | 0.49 | 0.0014 | 0.0006 | 0.0012 |
|  | 80 | 0.20 | 0.55 | 0.00004 | 0.00002 | 0.00053 |

Table 2 Barrier Option

| Parameters |  | Price | Variance |  |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| $c$ | $K$ | - | Monte Carlo | GHS | AdaptStr $\left(\nu_{\star}\right)$ | AdaptStr (no drift) |
| 0.1 | 45 | 11.20 | 22.18 | 0.256 | 0.206 | 0.215 |
|  | 60 | 0.78 | 3.70 | 0.037 | 0.018 | 0.023 |
| 0.5 | 45 | 11.56 | 81.38 | 0.077 | 0.061 | 0.099 |
|  | 60 | 2.54 | 27.00 | 0.021 | 0.012 | 0.032 |
| 0.9 | 45 | 12.09 | 134.31 | 0.022 | 0.008 | 0.053 |
|  | 60 | 3.73 | 56.85 | 0.004 | 0.002 | 0.034 |

Table 3 Basket Option

| Parameters |  | Price | Variance Ratio |
| :--- | :--- | :--- | :---: |
| $\xi_{0}$ | $K$ | - | AdaptStr |
| 0.01 | 120 | 0.105 | 400 |
|  | 100 | 4.93 | 25 |
|  | 80 | 22.65 | 60 |
| 0.04 | 130 | 0.20 | 150 |
|  | 120 | 0.63 | 18 |
|  | 100 | 6.21 | 31 |
|  | 80 | 22.65 | 19 |
|  | 70 | 31.73 | 19.5 |

Table 4 Asian Option in Heston model
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