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Abstract. Based on numerical calculations we demonstrate
that small changes in the smooth climatological background
atmosphere may lead to an unstable mean zonal wind distri-
bution in the summer middle atmosphere. We relate these
changes to small ones because locations and power of the
main circulation structures are conserved, except for the ac-
celeration of the easterly jet in the stratosphere/mesosphere.
The instability forces oscillations propagating westward with
a period of about 2 days and zonal wave numbers s=3
and/or 4. There are variations in the mean zonal wind dis-
tribution due to the excitation and transient propagation of
these waves, and the numerical results correspond to features
of these variations observed in experimental studies. The
growing waves tend to remove the source of excitation. This
process is effective enough to reduce the strong easterly jet
and to remove the strong negative gradient of the zonal mean
potential vorticity in the region of the instability. Therefore,
when these parameters are calculated as mean values over a
long time interval, the obtained values are too small to pro-
vide the instability. Strong 2-day waves, in turn, are unsta-
ble and can generate secondary waves with longer periods
and lower zonal wave numbers. This effect is only signifi-
cant for extremely strong 2-day waves. Another process is
found to be more effective to produce secondary waves. We
demonstrated that the 2-day wave with s=3 forced by nonlin-
ear interaction between the 10–14 day planetary waves and
the 2-day wave of zonal wave number 4 is unstable. This
wave instability generates secondary waves with amplitudes
that are large enough to be observed by ground-based radars,
for example.

Key words. Meteorology and atmospheric dynamics (mid-
dle atmosphere dynamics; waves and tides)

1 Introduction

A strong westward propagating quasi-two-day wave
(QTDW) is a prominent feature of the atmosphere near
solstice. This wave is a global planetary-scale oscillation,

Correspondence to:E. G. Merzlyakov
(eugmer@typhoon.obninsk.org)

which is regularly observed by ground-based (e.g. Muller,
1972; Kalchenko and Bulgakov, 1973; Jacobi et al., 2001)
and space-based techniques (e.g. Wu et al., 1996; Fritts
et al., 1999; Lieberman, 1999). The meridional wind
component of the wave is often greater than the zonal one
at middle and lower latitudes, although this is not always
the case (Jacobi et al., 1997). Its amplitude may reach
values up to 50 m/s (Craig et al., 1980) during summer in the
Southern Hemisphere. Usually the QTDW in the Northern
Hemisphere has lower amplitudes. At Northern Hemisphere
mid-latitudes radar measurements gave values of about
30–50 m/s for the meridional components and zonal wave
numbers s=3−4 (e.g. Jacobi et al., 2001). From space-based
observations these zonal wave numbers are also inferred
(Wu et al., 1996). For the Southern Hemisphere the most
prevailing 2-day wave has the zonal wave number s=3.

The amplitude distributions of wind and temperature os-
cillations for the s=3 wave are in good agreement with those
of the normal Rossby-gravity mode. The occurrence of this
wave in the course of one year and its amplification near sol-
stice may be explained as the normal mode behavior in the
presence of summer jet instability, as was shown by Salby
and Callaghan (2001). Their calculations also revealed a
wave number s=4 westward propagating component that ex-
hibits less of the modal structure in comparison to the wave
number s=3 component, and that should be more prevalent
during July than during January. The existence of the strong
s=4 QTDW with a period of 48 h or lower could be explained
by the summer jet instability. Plumb (1983) suggested baro-
clinic instability of the summer easterly jet as a source of
the strong QTDW. Indeed, global circulation models (Norton
and Thuburn, 1999; Mayr et al., 2001) have demonstrated the
occurrence of strong quasi-two-day waves with s=3 and s=4
due to baroclinic and barotropic instability of the summer
mesospheric jet. Mayr et al. (2001) have shown that con-
comitant with these waves a whole spectrum of wind oscil-
lations with periods close to periods of planetary waves ex-
ists. Ground-based and space-based measurements confirm
the existence of 4–5 day waves and waves of longer periods
during bursts of the QTDW.
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However, Pfister (1985) showed that Newtonian cooling
impedes the increase in the long-period waves, so that they
do not reach significant amplitudes simultaneously with the
QTDW. This suggests that there is another source of long-
period wind oscillations during strong QTDW events. For
example, Baines (1976) considered the stability of barotropic
planetary waves on a sphere and proved that the waves of
full wave number (meridional index plus zonal wave num-
ber) greater than 2 are unstable. For the case of small am-
plitudes the unstable disturbances form a resonant triad with
the primary wave. The increase depends on the amplitude
of that wave, which is considered as the primary one (Gill,
1974). Phase profiles of the QTDW in the mesosphere are
frequently observed to be approximately barotropic. In this
case such a mechanism may be a possible source of day-to-
day wind variability, which coincides with QTDW events.
On the other hand, it will be shown that this kind of instabil-
ity can exist for a baroclinic case.

In this investigation we mainly consider the instability of
strong 2-day waves under the condition that these waves are
excited due to jet instability. It will be demonstrated that this
source (the instability of the 2-day wave) of secondary waves
is not strong and can only create small amplitude waves (4–
6 m/s for the strong QTDW) at low and high latitudes. How-
ever, for the extremely strong QTDW that sometimes is ob-
served during Southern Hemisphere summer the secondary
waves may reach amplitudes of the order of 10 m/s. An-
other point considered in this study is the dependence of the
QTDW parameters on the summer jet, in particular on its ve-
locity.

The evolution of the background atmosphere due to the
interaction with the QTDW is also taken into consideration.
Presently, there is no experimental measurement study that
considers common features of mean zonal wind changes be-
fore, during, and after the QTDW burst. Nevertheless, there
are several case studies showing a definite decrease in the
mean zonal wind during the QTDW at lower and middle
latitudes at heights of about 70–90 km (e.g. Plumb et al.,
1987; Lieberman, 1999; Jacobi et al., 2001; Gurubaran et al.,
2001). After this decrease there is a recovering of the zonal
wind (Gurubaran et al., 2001; Jacobi et al., 2001). A zonal
wind increase at the beginning of the QTDW at some lati-
tudes can be noted, too. This was also pointed out by Fritts
et al. (1999) and is visible from results by Jacobi et al. (2001).
We will refer to these results comparing them with simulated
changes of mean zonal wind due to the QTDW.

Salby and Callaghan (2001) pointed out the possibility of
the instability amplification by long-period waves usually ob-
served in the winter hemisphere. This point will be consid-
ered in relation to the instability of the QTDW.

2 Simulation approach

The nonlinear time-dependent model used in our analysis
is described in Appendix A. The model employs a back-
ground temperature field similar to the CIRA empirical

model (Fleming et al., 1988) for July. Apparently, the re-
sults are also valid for summer in the Southern Hemisphere
and can be obtained by reversing the poles. Therefore, pos-
itive latitudes will simply point to the summer hemisphere
and negative to the winter one. This is implied across the
text. The background wind field is achieved with a model
run without sources of any waves and is close to the model
distribution of Fleming et al. It seems reasonable that cli-
matic fields are smooth enough so that the jet instability does
not occur. The unstable background state is achieved by
introducing an additional mean zonal forcing of the form
1/ρ·∂/∂z(ρF) into the momentum equation for the mean
zonal wind. Although this approach is artificial, it will be
visible from our results that forcing of planetary waves in the
stratosphere/mesosphere due to the instability results in the
decreasing of the easterly jet. This means, for example, that
internal gravity wave drag can be smaller to produce a nearly
climatological jet. A transient propagation of the Rossby
planetary wave can also provide an acceleration of the east-
erly jet (Salby and Callaghan, 2001). On the other hand,
building of climatologic fields necessarily includes some av-
eraging of measurements and our additional forcing compen-
sates partly for this averaging, too.

Three cases were considered. For the first one the forc-
ing F is distributed as a Gaussian hat in latitude and height.
Namely,

F ∼ exp(−(z− z0)2/2/σz/σz) exp(−(ϕ − ϕ0)2/2/σϕ/σϕ),

where z0 andϕ0 are the height and latitude parameters of
the forcing. For our experiment we choose z0∼=51 km and
ϕ0=35◦, σz ∼0.9 H (H is the scale height of the atmosphere),
andσϕ=5◦. We call this forcing “case I”.

Instead of a Gaussian distribution on latitude two other
variants used half of one cycle of the sinusoidal function
sin[12(ϕ−ϕ0)] from 50◦ to 65◦ and the parameterϕ0=12.5◦.
For one experiment (“case II”) z0 is about 55 km and
σz ∼0.6 H. For the third forcing chosen (“case III”) z0 is
about 60 km.

We mainly used a short-term forcing, i.e. the forcing was
gradually decreased after the beginning of the instability.
One can see in each figure that for every case changes in
the background atmosphere due to the QTDW are the most
significant and have a short duration. For a comparison one
run was performed for the constant forcing. The strength
of the artificial forcing and its duration can be estimated for
each case from the corresponding figure with a notation “no
QTDW”. Table 1 presents a summary of the numerical runs.

Here, and in the following text we use the notation of lat-
itudes Northern Hemisphere summer. The results are also
valid for Southern Hemisphere summer, when Southern and
Northern latitudes are interchanged.

To obtain a growing wave it is also necessary to introduce
some noise into the model. This is realized as several waves
of small variable amplitudes. These waves are excited near
56 km with zonal wave numbers from 1 to 5 by a thermal
source placed in the summer hemisphere. Perturbations of
horizontal wind velocities due to this noise are of the order
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Table 1. Summary of numerical runs.

Run No Specification of the forcing Variant

run Ia Gaussian hat forcing Short-term forcing. All perturbations are included.

run Ib Gaussian hat forcing As run Ia, but without QTDW. Any perturbations with s=3, 4 are removed.

run Ic Gaussian hat forcing As run Ia. Test runs with different locations of the forcing region in latitude and altitude.

run Id Gaussian hat forcing As run Ia. Test runs with different strength of the forcing:
a test of the dependence between strength of the jet and QTDW amplitudes.

run Ie Gaussian hat forcing Constant forcing: a test of the wave exciting as a burst of activity, a long-term wave
behavior and influence on the background atmosphere.

run IIa Sinusoidal forcing, z=55 km Short-term forcing. All perturbations are included.

run IIb Sinusoidal forcing, z=55 km As run IIa, but without QTDW. Any perturbations with s=3, 4 are removed.

run IIIa Sinusoidal forcing, z=60 km Short-term forcing, including 12-day planetary wave.

run IIIb Sinusoidal forcing, z=60 km Short-term forcing, without 12-day planetary wave.

run IIIc Sinusoidal forcing, z=60 km As IIIa but for different locations of the forcing.

of a few tens of cm/s at 60–90 km. The obtained results only
weakly depend on the respective realization of the noise. It is
assumed that the noise is first of all a natural stochastic noise
in the Earth’s atmosphere. An additional source can be pro-
vided by weak 2-day oscillations from the lower part of the
atmosphere and by nonlinear interaction between planetary
waves (for example, 4- and 5-day waves).

Before carrying out the three experiments, model runs
without the noise but including the three varieties of forcing
were used for the input estimation of our artificial redistribu-
tion of the background atmosphere. The mean zonal forcing
leads to an amplification of the negative meridional gradient
of the potential vorticity (qy), an intensification of the mean
zonal wind, and the jet core is shifted towards the equator.
Such a behavior of the jet does not contradict observations
(e.g. Limpasuvan et al., 2000). Randel (1994) demonstrated
that wave episodes occur coincident with or slightly follow-
ing the strongest zonal mean easterlies at 1 hPa.

3 Results

3.1 Case I

In the presented model experiment (run I) position and
strength of the zonal forcing are tuned to obtain the insta-
bility near 30◦ latitude at 60 km height, corresponding to re-
sults by Norton and Thuburn (1999). Wu et al. (1996) ob-
served the main QTDW activity at latitudes of 20◦ S–30◦ S.
Randel (1994) obtained the strongest amplitudes at levels of
1–2 hPa (the uppermost levels analyzed in his work) and cen-
tered near 20◦ N–30◦ N in July. For choosing the exact vari-
ant of additional mean zonal forcing we have used several
different locations of the source on latitude and height (run
Ic) and the power of the source (run Id). If one takes the

source power for the strongest case in Fig. 1 as unity (run
Ia), then the strength obtained for other values of forcing lo-
cations ranges from 0.0 to 1.5. The power greater than 1.0
led to a rather strong easterly jet. For run Ic latitude locations
vary from 35◦ to 60◦. Locations with greater latitudes led to
a more stable background. The increasing of the height lo-
cation resulted in distortion of the jet structures or increased
periods of the unstable waves.

Figure 1 presents the results for run Ia and Id. For all
figures we use the “approximate altitude”. This is a recal-
culated real height, obtained on the base of summer mid-
latitude temperature distribution. In the top left panel the ref-
erence mean zonal wind distribution without additional forc-
ing (F=0) is presented. The other rows present results of
run Id with increased zonal forcing with the power 0.6, 0.7
and 1.0, successively. In the right panels the corresponding
distributions of the QTDW meridional wind amplitudes are
presented. For this case significant amplitudes were only ob-
tained for the s=3 wave. The amplitude of the wave is shown
near the time when it achieves the maximum value, while the
mean zonal wind distributions are given for the time when
the minimum value of the mean zonal wind was obtained.
Periods are given for the strongest spectral components. Ev-
ery spectral peak has a finite width due to amplitude change
as a result of instability. The increase in the easterly jet corre-
sponds to a decrease in the negativeqy , and the value ofqy is
proportional to the power of the additional forcing. However,
there is no linear dependence between the jet power and the
amplitudes of the QTDW and between the forcing and the jet
power.

In the following we discuss the case with the largest wave
amplitudes (lowermost panels in Fig. 1). The meridional
wind amplitude peaks at about 80 m/s and the temperature
peak amplitude is about 10 K. The period of the 2-day wave
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Fig. 1. Dependence of amplitudes of the 2-day wave on velocity of the easterly jet. Axis labels are approximate altitude and latitude.

is about 51.5 h. In the top panel of Fig. 2 the mean zonal
wind is shown at 90 km for different latitudes. Arrows point
at time moments for which the distributions of the next fig-
ure were taken. The meridional wind component of the 2-day
wave is shown for 60◦ latitude, together with the amplitude
(divided by 2) to give an impression of the wave evolution.

The zonal wind behavior is a result of both artificial wind
changing to obtain the instability and the QTDW. It is pos-
sible to check how this artificial approach corresponds to
experimental data. One can see a tendency that the evolu-
tion of the mean zonal wind changes its character with lati-
tude. Fritts et al. (1999) have considered changes in the mean
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Fig. 2. (Top) variations of mean zonal wind at different latitudes at 90 km, and the meridional QTDW wind (divided by a factor of 2);
(middle) zonal mean zonal wind and QTDW amplitude at the height and latitude of the maximum easterly jet (zonal component of the
QTDW is added; (bottom, left) as previous one but for the latitudinal gradient of the potential vorticity; (bottom, right) mean zonal wind at
90 km under conditions of the constant forcing. Arrows point at time moments for which the distributions of the next figure were taken.

zonal winds during the QTDW for different latitudes in the
Southern Hemisphere in summer of 1994. The tendency ob-
tained in the model run is similar to that observed by Fritts at
al. (1999), but it is valid for higher latitudes than in the exper-
iments. Taking into account that the QTDW of winter 1994

were concentrated near the equator, it may be concluded that
the numerical model is able to reproduce some features of
the QTDW in the Southern Hemisphere summer.

The variation of the mean zonal wind and ofqy near the
region of the easterly zonal wind maximum is shown in the
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Fig. 3. E–P flux divergence divF per unit mass, given in 2 m/s/day (upper left panel) and the latitudinal gradient of the potential vorticity
(upper right panel). In the lower panel the phase of maximum, calculated for the period of 51.5 h for the meridional wind component (left
bottom) and divF for a case of constant forcing near the time when the QTDW amplitudes are approximately constant (right bottom). Axis
labels are approximate altitude and latitude.

middle and the lower left panel of Fig. 2. The results called
“no QTDW” are obtained by removing noise with s=3 from
the model (run IIb). Figure 2 shows that during the 2-day
wave excitation the mean zonal wind and the meridional gra-
dient of potential vorticityqy tend towards values close to
those for the unforced case in the region of the instability.
This is the case even for constant forcing. These significant
changes mean that the 2-day wave may influence the clima-
tological wind distribution. The two panels at the bottom of
Fig. 2 compare the wind andqy behavior for short-term and
constant forcing. One can see that both cases are identical
during the development of the instability. The case with con-
stant forcing only demonstrates the long-term behavior of the
QTDW.

In Fig. 3 (top) the divergence divF of Eliassen-Palm (E–P)
flux and qy are presented for a case of short-term forcing
(this term is just to distinguish this case from a variant with
constant forcing). The distributions of divF andqy are cal-
culated for the time near the middle of the time interval of
the QTDW, increasing (at hour 818 from the beginning of
the simulation, the arrow in the top panel of Fig. 2 points at
this time moment). At this time the region with strong lati-
tudinal gradient ofqy has practically disappeared. Two con-

nected regions of negativeqy are visible in the summer hemi-
sphere. The fact that one is placed at higher latitudes practi-
cally does not change and is not related to the source of the
2-day waves. The response of the background atmosphere
on the QTDW may be connected with two main processes.
The first one is the excitation of the QTDW at some heights
and latitudes where we observe divF>0 and an increase in
westerly winds. The second process takes place above the
excitation region, where divF<0 and an increase in easterly
winds is observed. The latter feature is regularly noted in re-
sults based on radar wind measurements (e.g. Plumb et al.,
1987; Gurubaran et al., 2001; Jacobi et al., 2001). However,
the existence of some increase in the westerly winds near the
mesopause was noted only by Fritts et al. (1999). This in-
crease takes place before the QTDW reaches its maximum
amplitude and we connect it with the first process.

The bottom left panel of Fig. 3 presents the distribution
of the phase of maximum (in hours) for the meridional wind
component of the wave with a period of 51.5 h and s=3 at the
same time moment as for the upper panels. The phase dis-
tribution corresponds to the 2-day wave propagation upward
and downward from the excitation region.
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Fig. 4. Amplitudes (m/s) of secondary waves for zonal wave numbers 1 and 2, for the case of strong instability in the lowermost panel of
Fig. 1. Periods (hours) are pointed at by arrows. Axis labels are latitude and approximate altitude.

The lower right panel in Fig. 3 shows divF for a case
of constant forcing near the time when amplitudes of the
QTDW are approximately constant (at hour 1273 from the
beginning of the simulation. The arrow in the bottom panel
of Fig. 2 points at this time moment). The region of di-
vergent E–P flux (shaded) shows wave activity production.
The phase velocity near the region of divergent E–P flux
is about 67 m/s, and the wave amplitude of the meridional
component is about 30 m/s. Their ratio is about 0.5, indi-
cating significant nonlinearity. This results in the excitation
of secondary waves and energy flux to these waves. Dissi-
pative terms are about one order of magnitude smaller than
the nonlinear ones. Thus, for the case with constant forcing
we observe nearly constant wave amplitudes, but the wave
is excited permanently and E–P is divergent. In our simula-
tion this divergence is balanced by terms that appear due to
nonlinearity.

Strong perturbations of zonal wave numbers s=1 and s=2
appear during the 2-day wave exciting, too. They do not ap-
pear if the 2-day wave is absent. To check this, an additional
special model run was carried out with conditions for the in-
stability but without any noise, with s=3. As a result we ob-
tain the increase in perturbations with s=1, 2 only at the time
of the 2-day wave exciting and when this excitation exists.

These secondary waves for the case of largest amplitudes
from Fig. 1 are shown in Fig. 4. Frequencies of these waves

and their zonal wave numbers tend to create resonance tri-
ads with the 2-day wave. Hence, these waves possibly cor-
respond to the 2-day wave instability. The distributions are
shown for different periods, with their values indicated in
the figure. The oscillation with s=1 and period 132–145 h
does not have its counterpart, but for stronger instability (not
shown here) the counterpart was well observed. This possi-
bly indicates that the interaction between oscillations is more
complex than the building of resonant triads, or this oscilla-
tion is forced when the 2-day wave significantly increases.
For the latter case it is difficult to indicate a periodic oscil-
lation. The growth of the secondary waves is significantly
dependent on the amplitude of the primary 2-day wave. For
the case with the maximum jet of−85 m/s the amplitudes of
secondary waves are 2–3 times smaller than for the case of
strong instability. This value is approximately equal to the
ratio of the amplitudes of the 2-day waves for these cases,
i.e. the largest amplitudes of the secondary waves are propor-
tional to the amplitude of the 2-day wave. In the case when
the amplitude of the meridional wind component is about
111 m/s (not shown, this case corresponds to a jet maximum
of −110 m/s due to the forcing with a power of 1.5), the
secondary waves have amplitudes about four times larger at
high-latitudes and nearly the same ones as for the presented
cases at low latitudes.
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Fig. 5. Distributions of mean zonal wind and meridional wind am-
plitudes of waves s=3 and 4. Amplitudes are given in m/s. Axis
labels are latitude and approximate altitude.

As was pointed out at the beginning of this section, several
model runs (run Id) were performed to estimate the influence
of the source location on the instability (not shown). The
amplification was favored by the instability at low latitudes
that corresponds to results by Salby and Callaghan (2001).

3.2 Case II

The results for the second model experiment are presented in
Figs. 5–7 (runs IIa, IIb). The unstable zonal wind distribu-
tion and the amplitudes of the meridional wind components
for the s=3 and s=4 waves are shown in Fig. 5. These waves
reach their maximum amplitudes at different times and are
presented here near the time of maximum. The maximum
value of the mean zonal easterly wind is−107 m/s. This
value is necessary to obtain a strongerqy gradient than that
for the first experiment. In turn, thisqy gradient is neces-
sary to obtain strong waves of zonal wave number s=4. As is
visible in the lowermost panel of Fig. 5, the s=4 wave does
not propagate far from its source. This result is similar to
that obtained by Mayr et al. (2001). This means that at mid-
latitudes one may observe both waves, while at lower lat-
itudes the s=3 wave will be predominant, if there is no s=4
wave source located higher than in our simulation. At present
it is difficult to check this conclusion from experimental re-
sults. Variations of mean zonal winds at different latitudes
at about 90 km are shown in the right panel of Fig. 6. As
with the first experiment these curves are due to the artificial
mean zonal wind forcing and the QTDW. For all latitudes
there is an increase in easterly winds after the appearance of
the QTDW and at 36◦ latitude there is an increase in westerly
winds, too. This increase also exists for latitudes higher than
54◦(not shown) and can be revealed in experimental data (see
Sect. 1).

In Fig. 7 secondary waves are presented for this consid-
ered case. Their frequencies and zonal wave numbers again
create resonance triads with wave number s=3. These waves
disappear rather quickly due to dispersion (see Fig. 6), which
takes place from the moment that the s=3 wave has excited.
Significant secondary waves with a participation of the s=4
wave were not obtained.

3.3 Case III

The third variant of forcing (run IIIa) is similar to that for
the second experiment, but it is placed 5 km higher (about
60 km). The strongest easterly velocity of the summer jet
before the instability is 111 m/s. For this case the s=3 wave
is weak and the s=4 wave is the main 2-day wave. A 12-day
planetary wave propagating westward with s=1 was removed
at the bottom to study the interaction between the QTDW
and planetary waves. We considered a range of periods from
10 days to 14 days and present the variant with the 12-day
wave just as an example.

The role of this wave is twofold for the considered numeri-
cal experiment. The first one is the amplification of the insta-
bility and consequently of the 2-day wave. This was checked
with a model run (run IIIb, not shown here) without the plan-
etary wave. The amplitudes of the QTDW were significantly
smaller than for run IIIa. However, the amplification does
not take place for all cases. Additional runs (run IIIc) with
different locations of the unstable region did not demonstrate
any increase in the amplitudes of the QTDW. Instead, the
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Fig. 6. (Top) Zonal wind oscillations for different zonal wave numbers near the region of jet instability. (Bottom) Mean zonal wind changing
due to excitation and propagation of the 2-day wave. The zonal components of the QTDW at 54◦ (right axes) are added, the s=4 oscillations
are displaced.

amplitudes decrease in some cases while the wave period de-
creases, too. This means that the planetary wave can increase
the summer jet and displace the region of the instability, too.
Thus, planetary waves do not have a well-defined influence
on the instability, independent of the special situation.

The second role of the 12-day planetary wave is to transfer
energy from the s=4 to the s=3 wave. The latter wave may
only exist due to this energy and is found to be unstable. As
a result, one may observe two additional waves with zonal
wave number s=2 and s=1. This is demonstrated in Fig. 8
for middle latitudes (54◦ N, 90 km height). In this figure pe-
riodograms are shown for zonal wave numbers s=1, 2, and 3
(upper panels, middle left panel), and for the entire spectrum,
including all wave numbers (middle right panel). In the lat-

ter periodogram for the mid-latitude zonal wind (middle right
panel) the main peak consists of two zonal spectral compo-
nent with s=3 and s=4. In the periodogram for oscillations
with s=3 (middle left panel) one can see two QTDWs. The
main wave is forced by the instability, the second one is a re-
sult of nonlinear interaction between the QTDW of s=4 and
the 12-day planetary wave. This second QTDW of s=3 de-
couples into waves with s=1 and s=2 (see upper panels). The
arrows in Fig. 8 point at the correspondent peaks. Running
spectra presented in the bottom panels of Fig. 8 are obtained
by using the S-transform wavelet analysis (Stockwell et al.,
1996) for 2 different longitudes. They demonstrate longitu-
dinal variability of the 2-day wind oscillations introduced by
the nonlinear interaction.
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Fig. 7. Amplitude distributions (m/s) of secondary waves for zonal wave numbers 1 and 2. Arrows relate areas of largest amplitudes to
periods of corresponding oscillations. Axis labels are approximate altitude and latitude.

4 Discussion

The strongest easterly jet observed in the Earth’s atmosphere
amounts to about 70–80 m/s (e.g. Limpasuvan et al., 2000).
Hence we use rather strong jets in our numerical simulations
to obtain the instability, i.e. to obtain strong negative gradi-
ents of the potential vorticity. The region of the instability
occupies that part of the jet where the phase velocity of a
wave is close to the background zonal wind. Thus the strong
jet is only necessary as a secondary tool. Since the region
of increased easterlies occupies a small area we consider this
numerical tool does not significantly influence on the wave
distribution. On the other hand the numerical results demon-
strate significant deceleration of the easterly jet during the
growth of the QTDW. Hence it is difficult to separate the
influence of the QTDW on the mean zonal wind when the
mean zonal wind is observed during strong QTDW events.
Additionally, as was stated above transient planetary waves
could provide additional acceleration of the jet (Salby and
Callaghan, 2001).

A possible mechanism, which may explain why the sec-
ondary waves appear with large amplitudes of the 2-day wave
and why their amplitudes strongly depend on the amplitude
of this wave may be obtained from a consideration of the
nonlinear wave interaction at the limit of small amplitudes.
In fact, the observed secondary waves are excited during the

jet instability, which means transience of the primary QTDW.
The following consideration is a strongly idealized study
of possible mechanisms of the nonlinear QTDW instability,
when the primary QTDW is taken as a weakly transient wave.
The instability of barotorpic waves on a sphere was consid-
ered, for example, by Baines (1976). We shall show that the
governing equations for the idealized baroclinic case can be
reduced to the same ones as for the interaction between in-
ternal gravity waves (e.g. Davis and Acrivos, 1967) when its
instability is studied. An additional condition for this sim-
plified consideration is the absence of critical lines. At least
for our first model experiment (run I) we may consider that
the 2-day wave is mainly located far from its critical lines.
It is known that plane Rossby waves of both small and large
amplitudes are unstable, and that for small amplitudes the
unstable disturbances form a resonant triad with the primary
wave. The increment depends on the amplitude of the pri-
mary wave (Gill, 1974).

Let us consider a one-dimensional case of quasi-
geostrophic flow without dissipation on a mid-latitude beta-
plane. The notation follows the one of Plumb (1983). The
basic state potential vorticity gradient is

∂q

∂y
= β −

f 2

ρ

d

dz
(
ρ

N2

du

dz
), (1)
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Fig. 8. Periodograms for zonal wave numbers s=1 (upper left panel), s=2 (upper right panel), and s=3 (middle left panel), and for the entire
spectrum, including all wave numbers (middle right panel) at 54◦ N, 90 km height. The results are presented for a 1450-hour run. The arrows
point at peaks involved in decoupling of the s=3 wave into waves with s=2 and s=1. In the lower panels running S-transform spectra are
shown for 2 different longitudes. Amplitudes (m/s) are shown by grey scaling.

where mean zonal flow isu=u(z) andN=N(z) is the buoy-
ancy frequency. The main governing equation is (see, e.g.
Andrews et al., 1987)

∂q

∂t
+ u

∂q

∂x
+ v

∂q

∂y
= 0. (2)

Here,u=−ψy andv=ψx . ψ is a stream function, while

q = f0βy + ψxx + ψyy +
f 2

ρ

∂

∂z

(
ρ

N2

∂ψ

∂z

)
, (3)

is the quasi geostrophic potential vorticity on a beta-
plane. In the following we pursue the work of Davis and
Acrivos (1967). We consider waves of small but finite am-
plitude. In the first order we obtain a linear equation and we
are looking for solutions of the form

ψα = AαRα(z)exp(iωαt + ikαx + inαy), (4)

whereAα(τ ) is a slowly varied amplitude with a “slow” time
τ . ForRα(z) we obtain the following equations:

(ωα + ukα)

[
−

(
kα

2
+ n2

α

)
Rα +

f 2

ρ

d

dz

(
ρ

N2

∂Rα

∂z

)]
+qyRαkα = 0 , (5a)

and

qα =
−kα

ωα + ukα
ψαqy . (5b)

For the second order in amplitude we take into account the
nonlinear terms and are interested in the case of three waves,
which are coupled through resonant interaction, that is

kα + kβ = kγ and ωα + ωβ = ωγ , (6)

wherekα=(kα, nα). The equation for a mode with zonal wave
numberkγ is as follows:

i(ωγ + ukγ )

[
−(k2

γ + n2
γ )R

′
γA

′
γ +

f 2

ρ

d

dz

(
ρ

N2

∂R′
γ

∂z

)
A′
γ

]
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+iqyR
′
γA

′
γ kγ +

−kγ

ωγ + ukγ
qy
∂Aγ

∂τ
Rγ

+

∑
kα+kβ=kγ

[
kβ(kαnα − kβnα)

ωβ + ukβ
AαAβRαRβqy

]
= 0 , (7)

wherekα = (kα, nα). The variables with the sign′ repre-
sent the solution in the second order of the small amplitude
parameter.

Equation (7) can be solved only for specific values of the
amplitude variations∂Aγ

/
∂τ , becauseRγ , ωγ , kγ are so-

lutions of the linear Eq. (5). Hence, a solution exists only if
the non-homogeneous part is orthogonal to the homogeneous
solutionRγ .

Now let k0 correspond to a primary prominent wave and
k1,2 to secondary waves. After some manipulations we ob-
tain

∂A2

∂τ

∞∫
−∞

qy = A0A
∗

1
(c1 − c0)(u+ c2)

(u+ c1)(u+ c0)

(k0n1 − k1l0)

∞∫
−∞

R0R1R2q
dz
y , (8)

and exchanging indices 1 and 2 we obtain forA1 andA2:

∂A2

∂τ
= δ0,1A0A

∗

0,
∂A1

∂τ
= δ0,2A0A

∗

2 . (9)

In Eq. (8) c=ω/k is the phase velocity in the direction of
u, the asterisk designates a complex conjugate value. Equa-
tion (9) are equivalent to those for internal gravity waves ob-
tained by Davis and Acrivos (1967). From their results it
follows that the primary wave is unstable under the condition

δ0,1δ0,2 > 0 . (10)

As is seen from Eqs. (8) and (9) the sign of this product
(10) is defined by the following expression:

(c1 − c0)(c2 − c0)(k0n1 − k1n0))(k0n2 − k2n0) . (11)

For a case when three waves propagate in the same direc-
tion andk1,2andn1,2 are positive, one may deduce that the
instability exists if

c1 < c0 < c2 (or c2 < c0 < c1). (12)

The correct derivation of Eq. (8) must take into account
several small parameters as dissipation, nonlinearity, and
ageostrophic terms. In addition, we have to determine rela-
tions between these terms and take into account boundaries,
so that the numerical simulation will provide a more com-
mon and more real example. Nevertheless, one can see that
the secondary and primary waves presented in our numerical
simulations satisfy the condition (12).

5 Conclusions

Based on numerical calculations we have demonstrated that
some changes in the near climatological background atmo-
sphere (presented by Fleming et al., 1988) may lead to an
unstable mean zonal wind distribution in the summer hemi-
sphere. This instability forces oscillations with a period of
about 2 days and zonal wave numbers s=3 and s=4. There
are changes in the mean zonal distribution of the zonal wind
due to the excitation and propagation of these waves and our
numerical results correspond to features of these changes ob-
tained in experimental studies. The wave acts to remove the
source of instability. This effect is strong enough to signifi-
cantly decrease a strong jet and to remove the strong negative
gradient of the potential vorticity in the region of the insta-
bility.

The strong 2-day waves, in turn, are unstable and can gen-
erate waves with longer periods and lower zonal wave num-
bers. This effect is only significant for extremely strong 2-
day waves. Another process was found to be more effec-
tive in generating secondary waves. During the interaction
of 10-14 day planetary waves with the 2-day wave of zonal
wave number s=4, a new 2-day wave is forced with a period
of 55–60 h, which generates secondary waves of lower zonal
wave numbers more effectively than the primary 2-day wave.
These secondary waves have amplitudes of the order of 6–
8 m/s (see Fig. 8) at mesopause heights. These values are of
the same order or larger than those observed for waves with
periods larger than 2 days during summer, e.g. Beard (2001).
Hence we can anticipate the appearance of such secondary
waves in radar wind observations, for example.

Appendix A Numerical model

The numerical model used for the simulations is based on the
one described by Rose (1983) and Jakobs et al. (1986). The
horizontal momentum equations, the thermodynamic equa-
tion, the continuity equation and the hydrostatic equation
in spherical log-pressure coordinates are solved by explicit
finite-differences. Unlike the model referred to above, we
used an expansion in Fourier harmonics in longitude, while
instead of a gravity wave parameterisation we used a body
force like that proposed by Fritts and Luo (1995). The ra-
diation processes are parameterised by Newtonian cooling
Q=α(T−T0), where the rate coefficientα was adopted from
Zhu (1993) and T0 is the reference temperature from the
CIRA 86 model presented by Fleming et al. (1988). The fi-
nite difference grid has a step of1ϕ = 3 ˚ in latitude and
1z=0.25 in height, where z=− ln(P/PS) ranging from z=0
to z=22 and P is the pressure, while PS=1000 hPa is a ref-
erence pressure. The expansion in longitude is performed
in terms of exp(isλ), where s=(−6, . . .+6) is a zonal wave
number andλ is the longitude.

The coefficients of dynamic molecular viscosity and
molecular thermal heat conduction were taken from Forbes
and Garrett (1979), eddy viscosity was adopted from Hagan
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et al. (1995) and hydromagnetic effects are included in a sim-
ple form as in Forbes and Garrett (1979). Some horizontal
smoothing was applied to the calculated fields; this is equiv-
alent to horizontal dissipation of the fourth order, with a rate
of about 1015 m4/s. Background field distributions are ob-
tained from a model run with initially motionless atmosphere
and horizontally uniform temperature.

At the bottom we imposed the condition d8/dt=0 at z=0,
where8 is the geopotential. For velocity components and
the non-zonal component of temperature (m6=0) we used the
conditions like those utilised by Forbes (1982) to simulate
the influence of the surface. For the zonal mean temperature
we used a time independent temperature distribution from
Fleming et al. (1988).

The log-pressure vertical velocity (dz/dt), vertical gradi-
ents of velocities and non-zonal components of temperature
(s6=0) are set to 0 at the upper boundary. The zonal mean
temperature (s=0) does not depend on time.
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