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Using a graph-theoretic approach, we address in this paper some issues related to the fault detection and isolation for structured bilinear systems. Considering

a structured bilinear system submitted to faults and disturbances, we give necessary and sufficient conditions to the solvability of the so-called bilinear

fundamental problem of residual generation. We treat as well the cases where the system is submitted to multiple failures occurring simultaneously or only

one at a time. One of the main advantages of the proposed analysis tool is that all the given conditions are easy to check because they deal with finding paths

in a digraph. This makes our approach well suited to study large scale systems.

1 Introduction

The fault detection and isolation (FDI) problem has received considerable attention in the two last decades (Blanke

et al. 2003, Gertler 1998). In fact, the detection and the location of incipient faults is important for safety critical

systems where a malfunction can cause human and material damages. An FDI system is mainly made of two parts.

The first one is related to the generation and the evaluation of some signals called residuals which must be sensitive

to faults occurring on the system. The second part concerns the decision-making part on the basis of these residuals.

In this paper, we concentrate on the residual generation part in the particular case of bilinear systems.

The class of bilinear systems (BLS), representing the particular nonlinear systems whose dynamics are jointly linear

in the state and the input variables, was introduced in control theory in the 1960’s. Industrial process control, eco-

nomics and biology (switched circuits, mechanical brakes, controlled suspension systems, immunological systems,

population growth, enzyme kinetics, . . . ) provide examples of BLS. For these reasons, many works deal with BLS.

The problem of FDI for BLS has been tackled mainly since the works of (Yu and Shields 1996, Yang and Saif

1995). Authors of (Yang and Saif 1995) explore the design of a reduced order observer with unknown inputs for

estimating the fault values. Results of (Yu and Shields 1996, Yu et al. 1996) are based on unknown input observers

and sufficient conditions for the existence of bilinear FDI observers are given. In (Kinnaert 1999), the author pro-

poses two robust FDI schemes for BLS which are not necessarily affine in the failure modes. Finally, one of the most

important results is given in (Hammouri et al. 2001). Using a geometric approach, the authors provide necessary

and sufficient conditions for the solvability of the so-called bilinear fundamental problem of residual generation

(BFPRG). This problem extends the fundamental problem of residual generation (FPRG) defined and solved for

linear systems in (Massoumnia et al. 1989). The solvability conditions of such a problem for nonlinear systems,

which are affine in the control inputs and in the failure modes, have been also given in (Hammouri et al. 1999,

De Persis and Isidori 2001) using the concept of observability codistributions (De Persis and Isidori 2000).
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Up to now, the solvability conditions of the BFPRG are mainly based on algebraic or geometric tools. Neverthe-

less, the use of such methods assumes the exact knowledge of the state space matrices characterizing the system’s

model. In many modeling problems, these matrices have a number of fixed zero entries determined by the physical

structure while the remaining entries are not precisely known. To study the properties of the systems for which we

have a poor knowledge, the idea is that we only keep the zero/nonzero entries in the state space matrices. Thus,

we consider models where the fixed zeros are conserved while the nonzero entries are replaced by free parameters.

There is a huge amount of interesting works using this kind of models called structured models because their study

requires a low computational burden which allows to deal with large scale systems.

Many studies on structured systems are related to the graph-theoretic approach. Until now, this approach is princi-

pally dedicated to linear systems for which structural properties, such as controllability, observability, solvability

of several classical control problems including disturbance rejection, input-output decoupling, fault detection and

isolation, are studied. Survey paper (Dion et al. 2003) reviews the most significant results in this area. From these

works, it results that the graph-theoretic approach provides simple and elegant solutions and so is very well suited

to analyse large scale systems. Unfortunately, few works based on graph-theoretic methods deal with nonlinear

systems.

Among these works, we can cite (Düstgör et al. 2004, Staroswiecki 2002) where the authors use bipartite graphs

to analyse the structural fault detectability and isolability for linear and nonlinear systems. Nevertheless, in this

approach, the graphic representation of the following linear system (Σ1) and bilinear one (Σ2) are similar.

Σ1 :























































ẋ1 = λ1 f1

ẋ2 = λ2x1 + λ3u1 + λ4 f2

ẋ3 = λ5x1

y1 = λ6x3,

y2 = λ7x2

Σ2 :























































ẋ1 = λ1 f1

ẋ2 = λ2u1x1 + λ3 f2

ẋ3 = λ4x1

y1 = λ5x3

y2 = λ6x2

= A0x + u1A1x + E1 f1 + E2 f2

Therefore, the conditions provided in (Düstgör et al. 2004) lead to the same conclusion: for both systems (Σ1) and

(Σ2) the faults are detectable and isolable. Nevertheless, using the results of (Hammouri et al. 2001, De Persis and

Isidori 2001), we can prove that for almost all the values of λi the BFPRG is not solvable for bilinear system (Σ2).

Indeed, the bipartite graphs used in (Düstgör et al. 2004, Staroswiecki 2002) are not so complete to express all the

nonlinearities particularly the product u · x.

The purpose of this paper is to determine the conditions for the solvability of some residual generation problems

for structured bilinear systems (SBLS) using a graph-theoretic approach. More precisely, we study the BFPRG with

multiple failure events. We consider the case where the system is submitted to multiple and possibly simultaneous

failures events and the case where only one failure can occur at a time on the system.

The paper is organised as follows: after Section 2, which is devoted to the problem formulation, a digraph repre-

sentation of SBLS is defined in Section 3. The necessary and sufficient conditions for the solvability of BFPRG are

enounced in Section 4. Finally, some concluding remarks are made.
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2 Problem statement

In this paper, we address the generic solvability of the Bilinear Fundamental Problem of Residual Generation

(BFPRG) for SBLS:

(ΣΛ) :



























ẋ = A0x +

m
∑

i=1

uiAix + E f + Hw

y = Cx

(1)

where x ∈ Rn, u ∈ Rm, f ∈ Rq, w ∈ Rd and y ∈ Rp are respectively the state, the input, the fault, the disturbance

and the output vectors. Ai, for i = 0, . . . , m, C, E, and H represent matrices of appropriate dimensions, which

elements are either fixed to zero or assumed free nonzero parameters. We can parameterize these nonzero entries by

scalar real (nonzero) parameters λi, i = 1, . . . , h forming a parameter vector Λ = (λ1, λ2, . . . , λh)T ∈ Rh. If all the

nonzero parameters λi are fixed, we obtain an admissible realization of structured system (ΣΛ). Theoretic properties

of each realization can be studied according to the values of λi. We say that a property is true generically if it is true

for almost all the realizations of structured system (ΣΛ). Here, “ for almost all the realizations ” is to be understood

(Dion et al. 2003, van der Woude 2000) as “ for all parameter values (Λ ∈ Rh) except for those in some proper

algebraic variety in the parameter space ”. The proper algebraic variety for which the property is not true is the zero

set of some nontrivial polynomial with real coefficients in the system parameters λ1, λ2, . . . , λh or, equivalently, it

is an algebraic variety, which has Lebesgue measure zero.

Consider SBLS (ΣΛ), we define the BFPRG as the problem of finding filter of the form (2):



















ż = φ(z, y) + ψ(z, y)u

r = h(z, y)
(2)

where residual r ∈ Rq is such that, for all i ∈ {1, 2, . . . , q}

i. when fi = 0, ri is insensitive to w and to all f j for j , i. It must decay to zero for all admissible inputs u and

whatever x(0), z(0);

ii. ri is affected by fi i.e. it takes a non-zero value for at least some t ≥ 0 whatever x(0) and z(0).

We can relax the constraints on the residual generation problem solvability in the case of multiple failure modes by

assuming that there is only one failure present at a time. We define the Problem of Residual Generation with No

Simultaneous Faults as the problem of finding filter (2), where residual r ∈ Rk, (with 2k − 1 ≥ q), is such that

i. when no failure is present (and only in this case), all the residual components ri decay asymptotically to zero

whatever the value of w, for all admissible inputs u and for all initial conditions x(0) and z(0);

ii. in the ith failure mode (i.e. fi , 0 and fℓ = 0, ∀ℓ , i), residual r j for j ∈ Υi ⊆ {1, 2, . . . , k} are nonzero while

other residuals r j for j ∈ {1, 2, . . . , k} \Υi decay to zero for all admissible inputs u, for all initial conditions x(0),

z(0) and for all w(t). Here, the prespecified family of coding sets Υi is chosen such that ∀ i , j, Υi , Υ j in order

to uniquely identify each failure.



January 5, 2007 13:36 International Journal of Control bilin_detect_4

4 T. Boukhobza, F. Hamelin and S. Canitrot

The BFPRG has been treated and solved in (Hammouri et al. 2001) for non structured systems using a geometric

approach. By a straightforward extension of the results enounced in (Hammouri et al. 2001) to SBLS, we can

deduce that, in the single fault case (q = 1), the BFPRG has generically a solution iff for almost all the realizations

of system (1), E < ŌH , where ŌH is the minimal unobservability subspace containing Im(H). The objective of

this paper is to find graphic conditions equivalent to the previous one. It turns out that these graphic conditions

are easier to check and so more adapted to tackle large scale systems with unknown parameters. Indeed, the

computation of ŌH is quite complicated in the case where we deal with large scale systems: ŌH is the limit of the

sequence



























T0 = RH + ker C

Ti+1 = RH +
(

m
⋂

j=0

(A−1
j Ti)
)

∩ ker C

where RH represents the minimum invariant (C − (A0, . . . , Am)) subspace including Im(H). More precisely, RH is

the limit of the following non-decreasing sequence:



























R0 = Im(H),

Ri+1 = Ri +

m
∑

j=0

A j(Ri ∩ ker C)
(3)

The computation of these sequences is characterized by a high computational burden, particularly concerning

the term
(

m
⋂

j=0

(A−1
j Ti)
)

∩ ker C when the parameters of the system are not fixed. One of the main objectives of

our method is to provide simpler conditions from a computational point of view. Indeed, one of the advantages of

graph-theoretic approach is precisely the computational simplicity of the obtained results. Indeed, we recall that for

linear systems, the graphic solvability conditions of the FPRG are quite simple and are given in (Commault et al.

2002).

Our aim is to obtain a solvability criterion for the BFPRG as simple as the one described above for linear systems.

To do so, we focus on the minimum invariant (C − (A0, . . . , Am)) subspace including Im(H) noted above by RH .

More precisely, our aim is to quantify the generic dimension of CRH noted g_ dim(CRH) and not to characterize

RH since the latter varies with the specific values of parameters λi.

The importance of g_ dim(CRH) for BFPRG solvability is highlighted in the following lemma:

L 2.1 Consider structured bilinear system (ΣΛ), in the single fault case i.e. q = 1, the BFPRG has generically

a solution iff

g_ dim(CRH,E) > g_ dim(CRH) (4)

where RH,E represents the minimum invariant (C − (A0, . . . , Am)) subspace including Im(H) + Im(E).

Proof:

Sufficiency: Relation (4) implies that RH,E * RH and particularly that there exists generically a vector u < ker C

such that u ∈ RH,E and Cu < CRH . Thus, u < RH + ker C and so, as ŌH ⊆ RH + ker C, u < ŌH . Nevertheless,

since u ∈ RH,E , we have that u ∈ ŌH,E and so ŌH,E * ŌH ⇒ E < ŌH , which means that the BFPRG is generically

solvable.

Necessity: If the BFPRG has not generically a solution then E ∈ ŌH . This implies that ŌH,E = ŌH and so

CŌH,E = CŌH . Nevertheless, since RH,E ⊆ ŌH,E ⊆ RH,E + ker C, we have that CRH,E ⊆ CŌH,E ⊆ C(RH,E + ker C).
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Thus, CŌH,E = CRH,E and similarly CŌH = CRH . Therefore, we have that CŌH,E = CŌH ⇒ g_ dim(CRH,E) =

g_ dim(CRH). �

The approach we propose is based on the previous Lemma and so a great part of the paper deal with the computation

of the generic dimension of the subspace CRH using a graph approach. In the next section, we introduce the main

graphic tools which allow us to analyse the BFPRG solvability.

3 Graphic representation of structured bilinear systems

In this section, we firstly define the digraph, which can be associated to SBLS (ΣΛ) in order to study the BFPRG

generic solvability. Next, we give some useful notations and definitions.

3.1 Digraph definition for structured bilinear systems

The digraph associated to (ΣΛ) is noted G(ΣΛ) and is constituted by a vertex set V and an edge set E: G(ΣΛ) =

(V,E). The vertices are associated to the state, output, disturbance and fault components of (ΣΛ) and the directed

edges represent links between these variables.

More precisely,V = X∪Y∪F∪W, where X = {x1, . . . , xn} is the set of state vertices, Y =
{

y1, . . . , yp

}

is the set of

output vertices, F =
{

f1, . . . , fq

}

is the set of fault vertices and W = {w1, . . . ,wd} is the set of disturbance vertices.

The edge set is E =
m
⋃

k=0

Ak-edges ∪ C-edges ∪ E-edges ∪ H-edges, where for k = 0, . . . , m, Ak-edges =

{

(xi, xj) | Ak( j, i) , 0
}

, C-edges =
{

(xi, yj) | C( j, i) , 0
}

, E-edges =
{

(fi, xj) | E( j, i) , 0
}

and H-edges =
{

(wi, xj) | H( j, i) , 0
}

.

Here, (v1, v2) denotes a directed edge from vertex v1 ∈ V to vertex v2 ∈ V. We indicate the indice ui over

each Ai-edges and u0 also under C-edges, E-edges and H-edges. Moreover, we take the following notations:

Ā0-edges = A0-edges ∪C-edges ∪ E-edges ∪ H-edges and for i = 1, . . . , m, Āi-edges = Ai-edges.

Hereafter, we illustrate our proposed digraph representation with a simple example.

Example 3.1 Consider a structured bilinear system defined by:

A0 =

































































0 0 0 0 0 0 0 λ1
0 0 0 0 0 0 0 0
0 0 0 0 0 λ2 0 0
0 0 0 0 0 0 λ3 0
0 0 0 0 0 λ4 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 λ5 0 0
0 0 0 0 0 0 0 0

































































, A1 =

































































0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 λ6 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

































































, H =

































































0 0
λ7 λ8
0 0
0 0
0 0
0 λ9
0 0
λ10 0

































































, E =

































































0
0
0
0
0
0
λ11
0

































































and C =



































λ12 0 0 0 0 0 0 0
0 λ13 0 0 0 0 0 0
0 0 λ14 0 0 0 0 0
0 0 0 λ15 0 0 0 0
0 0 0 0 λ16 0 0 0



































.

This model is associated to the digraph of Figure 1.

Remark 1 For the sake of simplicity in the presentation, we will assume that matrix C is on the form C =
(

diag(λi1 , λi2 , . . . , λip
)| 0
)

. The notations used in this paper can be easily modified to take any matrix C into ac-

count.
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y2x2u0
w2
w1 x1u0 u0 u0

y3x3x6
y1u0

u0,u1 u0u0 u0
y4u0 u0x7 x4

u0
x5

u0
f1

u0 y5u0
x8

y2x2u0
w2
w1 x1u0 u0 u0

y3x3x6
y1u0

u0,u1 u0u0 u0
y4u0 u0x7 x4

u0
x5

u0
f1

u0 y5u0
x8

Figure 1.: Digraph associated to system of Example 3.1

3.2 Definitions and notations

• P = v0

ui1−−−→ v1

ui2−−−→ . . .
uis−−−→ vs denotes a path P, which contains vertices v0, v1, . . . , vs and where

(vj−1, vj) ∈ Āi j
-edges, for j = 1, . . . , s. The length of a path is the number of edges that the path uses, counting

multiple edges multiple times. For each path P, we denote by α(P) the end vertex of P. P is said an Y-topped path

iff α(P) ∈ Y.

• Some paths are disjoint if they have no common vertex.

• LetV1 be a vertex subset, card(V1) represents the cardinality ofV1.

• Let V1 and V2 denote two vertex subsets. Path P is said a V1-V2 path if its begin vertex belongs to V1 and its

end vertex belongs toV2.

• A set of l disjoint V1-V2 paths is called a V1-V2 linking of size l. The linkings, which consist of a maximal

number of disjointV1-V2 paths are called maximalV1-V2 linkings. We define ρ (V1,V2) as the maximal number

of disjoint V1-V2 paths. Consider a V1-V2 linking noted L0, we define α
(L0
) de f
=
⋃

P∈L0

{α(P)}. Finally, we denote

by µ (V1,V2) the minimal number of vertices of X ∪ Y belonging to a maximalV1-V2 linking.

In example 3.1, ρ(W ∪ F,Y) = 3. There exist seven maximal W ∪ F-Y linkings: L1 =
{

f1
u0−−−→ x7

u0−−−→ x4
u0−−−→

y4, w1
u0−−−→ x8

u0−−−→ x1
u0−−−→ y1, w2

u0−−−→ x2
u0−−−→ y2

}

, L2 =
{

f1
u0−−−→ x7

u0−−−→ x4
u0−−−→ y4, w1

u0−−−→ x8
u0−−−→ x1

u0−−−→

y1, w2
u0−−−→ x6

u0−−−→ x5
u0−−−→ y5

}

, L3 =
{

f1
u0−−−→ x7

u0−−−→ x4
u0−−−→ y4, w1

u0−−−→ x8
u0−−−→ x1

u0−−−→ y1, w2
u0−−−→ x6

u0−−−→

x3
u0−−−→ y3

}

, L4 =
{

f1
u0−−−→ x7

u0−−−→ x4
u0−−−→ y4, w1

u0−−−→ x8
u0−−−→ x1

u0−−−→ y1, w2
u0−−−→ x6

u1−−−→ x3
u0−−−→ y3

}

,

L5 =
{

f1
u0−−−→ x7

u0−−−→ x4
u0−−−→ y4, w1

u0−−−→ x2
u0−−−→ y2, w2

u0−−−→ x6
u0−−−→ x5

u0−−−→ y5

}

, L6 =
{

f1
u0−−−→ x7

u0−−−→ x4
u0−−−→

y4, w1
u0−−−→ x2

u0−−−→ y2, w2
u0−−−→ x6

u0−−−→ x3
u0−−−→ y3

}

, L7 =
{

f1
u0−−−→ x7

u0−−−→ x4
u0−−−→ y4, w1

u0−−−→ x2
u0−−−→ y2, w2

u0−−−→

x6
u1−−−→ x3

u0−−−→ y3

}

. Moreover, µ(W ∪ F,Y) = 8.

• Consider a vertex subset V0, we say that path P = v0

ui1−−−→ v1

ui2−−−→ . . .
uis−−−→ vs is included in V0 if

{v1, . . . , vs−1} ⊆ V0.

• To any path P = v0

ui1−−−→ v1

ui2−−−→ . . .
uis−−−→ vs, we associate an unique indice noted σ(P) and defined by the



January 5, 2007 13:36 International Journal of Control bilin_detect_4

7

ordered monomial ui1 · ui2 · . . . · uis
. A path P is uniquely characterized by its indice and the vertices it covers. Note

that, two paths are distinct when they have distinct indices, even if they cover the same vertices.

In Example 3.1, paths P1 = w2
u0−−−→ x6

u0−−−→ x3 and P2 = w2
u0−−−→ x6

u1−−−→ x3, which include the same vertices, are

distinct because they have distinct indices. Indeed, σ(P1) = u0 · u0 and σ(P2) = u0 · u1.

• The indices are ordered monomials in u0, u1, . . . , um of the form ui1 ·ui2 · . . . ·uiℓ , where {i1, i2, . . . , iℓ} ⊆ {0, . . . , m}
are not necessarily distinct. The set of all possible ordered monomials is noted℘(u). To present the properties of ℘(u)

provided with a binary noncommutative operation noted "·", let us consider three indicesσ1 = ui1 ·ui2 ·. . .·uiℓ ∈ ℘(u),

σ2 = u j1 · u j2 · . . . · u jk ∈ ℘(u) and σ3 ∈ ℘(u), we have:

⋄ σ1 = σ2 iff ℓ = k and i1 = j1, i2 = j2,. . . , iℓ = jℓ;

⋄ σ1 · σ2 = ui1 · ui2 · . . . · uiℓ · u j1 · u j2 · . . . · u jk ;

⋄ σ1 · (σ2 · σ3) = (σ1 · σ2) · σ3 = σ1 · σ2 · σ3;

⋄ For operation "·", 1 represents the indice of the zero length path. It is the identity element and for any indice σ,

we have 1 · σ = σ · 1 = σ;

⋄ The length of an indice consists in the number of terms ui it contains, counting multiple terms ui multiple times.

• Paths P1 = v1
0

ui1−−−→ v1
1

ui2−−−→ · · ·
uik1−−−−→ v1

k1
and P2 = v2

0

u j1−−−→ v2
1

u j2−−−→ · · ·
u jk2−−−−→ v2

k2
are A-disjoint iff the following

conditions hold

Cond1- v1
k1
, v2

k2
;

Cond2- ∀ j = 1, 2, . . . , min(k1, k2) such that v1
k1−j

= v2
k2−j

, sub-paths v1
k1−j

uik1− j+1−−−−−→ · · ·
uik1−−−−→ v1

k1
and

v2
k2−j

u jk2− j+1−−−−−→ · · ·
u jk2−−−−→ v2

k2
must have distinct indices.

In Example 3.1, P1 = w2
u0−−−→ x6

u1−−−→ x3 and P2 = w2
u0−−−→ x6

u0−−−→ x7 are A-disjoint whereas neither P1 and

P3 = w2
u0−−−→ x6

u0−−−→ x3 nor P2 and P3 are A-disjoint.

• Some paths are A-disjoint if they are mutually A-disjoint. Note that two disjoint paths are naturally A-disjoint.

• A set of l A-disjointV1-V2 paths is called aV1-V2 A-disjoint linking of size l. The linkings, which consist on a

maximal number of A-disjoint paths, are called maximalV1-V2 A-disjoint linkings.

• Consider two V-X paths P1 = v1
0

ui1−−−→ v1
1

ui2−−−→ · · ·
uik1−−−−→ v1

k1
and P2 = v2

0

u j1−−−→ v2
1

u j2−−−→ · · ·
u jk2−−−−→ v2

k2
. We say

that P1 is "multiple" of P2, if there exists j ≤ k1 such that v1
0

ui1−−−→ v1
1

ui2−−−→ · · ·
ui j−−−→ v1

j
and P2 are not A-disjoint.

In this case, if j0 is the minimal value of j > 0 such that v1
0

ui1−−−→ v1
1

ui2−−−→ · · ·
ui j−−−→ v1

j
and P2 are not A-disjoint,

then we denote by σ(P1/P2) the indice σ(v1
j0

ui j0+1−−−−−→ · · ·
uik1−−−−→ v1

k1
) = ui j0+1 · . . . · uik1

and we use the notation

P1 ≡ P2 ⊙ ui j0+1 · ui j0+2 · . . . · uik1
. If P1 and P2 are not A-disjoint then we note σ(P1/P2) = 1 and P1 ≡ P2.

We say that P1 is a "strict multiple" of P2 when P1 is a "multiple" of P2 and σ(P1/P2) , 1.

In Example 1, P4 = w1
u0−−−→ x8

u0−−−→ x1 is multiple of P5 = w1
u0−−−→ x2 and we write P4 ≡ P5 ⊙ u0.

Note that if P1 ≡ P2 ⊙ σ1, P2 ≡ P3 and P4 ≡ P3 ⊙ σ1 then we do not have necessarily that P1 ≡ P4 neither that

P1 ≡ P3 ⊙ σ1.

• Consider vertex subsets W0 ⊆W ∪ F and Γint ⊆ XC

de f
=
{

x1, x2, . . . , xp

}

. Due to Remark 1, XC represents the set

of all state vertices, which have edges towards Y and are such that xi is linked to yi for i = 1, . . . , p.

A path Q1 is said prime W0-Γint path if Q1 is a W0-Γint path and there does not exist a W0-Γint path P such that Q1
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is a strict multiple of P.

In Example 3.1, Q1 = w1
u0−−−→ x2 and Q2 = w2

u0−−−→ x2 are prime W − XC paths, whereas w2
u0−−−→ x6

u1−−−→ x3 and

w1
u0−−−→ x8

u0−−−→ x1 are not prime W − XC paths.

• To each structured matrix B ∈ Rℓ×n, we can associate a bipartite graph BM = (V+;V−;EM), where

V+ de f
= {x+

1
, x+

2
, . . . , x+

ℓ
}, V− de f

= X and EM
de f
=
{

(x+
i
, xj), B( j, i) , 0

}

. Let θ(V1,V2) denote the maximal number

of disjoint edges from V1 ⊆ V+ to V2 ⊆ V−. We define the notion of maximal matching partition of matrix B as

M(B) =
{

γ ⊆ X, card(γ) = θ(V+,X) = θ(V+, γ)
}

. Note that θ(V+,X) represents the maximal matching of matrix

B and it is equal to the generic rank of matrix B, noted g_rank(B)(Murota 1987).

In Example 3.1, M(A0) =
{

{x1, x3, x4}, {x1, x5, x4}, {x1, x7, x4}
}

, M(A1) =
{

{x3}
}

, M(H) =
{

{x2, x8}, {x2, x6}, {x6, x8}
}

andM(C) =
{

{x1, x2, x3, x4, x5}
}

.

4 Main results

First, we recall the result obtained for linear systems in (Commault et al. 2002), in order to highlight the simplicity

of the conditions obtained using graphic tools:

T 4.1 Consider a structured linear system (i.e. (ΣΛ), with matrices Ai = 0, ∀i ≥ 1) represented by digraph

G(ΣΛ). The FPRG is generically solvable iff ρ(W ∪ F,Y) = card(F) + ρ(W,Y)

Our aim is to obtain, for the BFPRG generic solvability, graphic conditions which are as simple as the one given

in Theorem 4.1. First, let us do the following assumption on the system:

A1: Every vertex in X ∪ F ∪W is the begin vertex of an Y-topped path.

We can motivate assumption A1 by the fact that if a vertex of F does not satisfy A1, then this fault component is

obviously not detectable and we can conclude immediately that the BFPRG is not solvable. So, we are interested

only in the cases where whole elements of F satisfy A1. Moreover, if there exist elements of X ∪W which do not

verify A1, we can, without loss of generality, remove these vertices as they have no effect on the BFPRG solvability.

4.1 Bilinear Fundamental Problem of Residual Generation with a single fault

For the sake of simplicity, we begin in this subsection by the single fault case i.e. q = 1, and so E ∈ Rn×1 and

F = {f1}. Hereafter, we give some definitions useful to the graphical characterization of g_ dim(CRH) for bilinear

systems.

• J1

de f
=
{

xj ∈ X, ρ(W,Y ∪ {xj}) = ρ(W,Y) and µ(W,Y ∪ {xj}) = µ(W,Y)
}

.

It is obvious that, for a structured system which is parameterized by Λ = (λ1, λ2, . . . , λh)T ∈ Rh, RH varies with

the specific values of the parameters λi, but there exists a constant subspace that includes RH for almost any value

of the parameters(Commault et al. 1997). This subspace is called the minimal structured fixed subspace containing

RH and is noted R f

H
. For structured linear systems (A1, . . . , Am = 0), when Assumption A1 is satisfied, it is shown

that(Commault et al. 1997)

R f

H
= span

{

e j, xj ∈ X \ J1

}

(5)
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where e j is the jth Euclidean vector.

It is important to note that, including the eventual zero length paths in the linkings, we can rewrite relation (5)

using the maximal matching partition of matrix H:

J1

de f
=

{

xj ∈ X, max
γ∈Ω0

ρ
(

γ,Y ∪ {xj}
)

= ρ0 and min
γ∈Ω0, ρ(γ,Y∪{xj})=ρ0

µ(γ,Y ∪ {xj}) = µ0

}

,

where Ω0 =M(H), ρ0 = max
γ∈Ω0

ρ (γ,Y) and µ0 = min
γ∈Ω0,ρ(γ,Y)=ρ0

µ(γ,Y).

• ∆1

de f
=

{

xj ∈ X | max
γ∈Ω0

ρ(γ,Y ∪ {xj}) > ρ0 or min
γ∈Ω0, ρ(γ,Y∪{xj})=ρ0

µ(γ,Y ∪ {xj}) < µ0 − 1

}

. Obviously, ∆1 ⊆ X \ J1.

• Γ1

de f
= X \ (J1 ∪ ∆1).

We have partitioned X \ J1 into two subsets ∆1 and Γ1. ∆1 does not contain any vertex of XC. Thus, due to the

particular structure of matrix C, ρ(W,Y) = ρ(W,Xc) = ρ(W,Γ1) and Ce∆ = 0 where e∆ is a diagonal n × n matrix

such that e∆(i, i) =















1 if xi ∈ ∆1

0 otherwise
. Consequently and according to (5), for linear systems, we can easily prove that

CRH = CeΓRH and g_ dim(CRH) = g_ dim(CeΓRH) = g_ dim(eΓRH) where eΓ is a diagonal n × n matrix such that

eΓ(i, i) =















1 if xi ∈ Γ1

0 otherwise
.

•We can subdivise Γ1 into two subsets:

Γint

de f
=
{

xi ∈ Γ1, ∃ W − Γ1 paths P and Q included in ∆1 such that α(Q) = xi and P is a strict multiple of Q
}

,

Γext = Γ1 \ Γint. Obviously Γint ⊆ XC.

In Example 3.1, we have that ρ(W,Y) = 2 = ρ0, µ(W,Y) = 5 = µ0. On the one hand, ∀xi ∈ X, ρ(W,Y ∪ {xi}) = 2.

On the other hand, ∀xi ∈ X \ {x4}, µ(W,Y ∪ {xi}) < 5 and only µ(W,Y ∪ {x4}) = 5. That implies J1 = {x4}. Since,

x6 and x8 are the only state vertices which satisfy µ(W,Y ∪ {xj}) = 3 < 5 − 1, then ∆1 = {x6, x8}. Therefore,

Γ1 = {x1, x2, x3, x5, x7}. Since there exists one W-Γ1 path P1 = w1
u0−−−→ x8

u0−−−→ x1 included in ∆1, which is strict

multiple of the W-Γ1 path Q1 = w1
u0−−−→ x2, we have that Γint = {x2}.

• Let us consider a W-Γext path P2, a prime W-Γint path Q1 and a monomial σ1. We say that Q1 ⊙ σ1 is a strict

multiple of path P2 if P2 is multiple of Q1 and if there exists a monomial σ′1 , 1 such that σ1 = σ(P2/Q1) · σ′1.

To introduce the next definitions, let us now compute RH for Example 3.1:

- R0 = span



























































0
λ7
0
0
0
0
0
λ10





























,





























0
λ8
0
0
0
λ9
0
0



























































, g_ dim(R0) = 2 and g_ dim(R0 ∩ ker C) = 1. Indeed, a combination of the two vectors

constituting R0 is included in ker C: R0 ∩ ker C = span



























































0
0
0
0
0

−λ7λ9
0

λ8λ10



























































.

- R1 = span



























































0
λ7
0
0
0
0
0
λ10





























,





























0
λ8
0
0
0
λ9
0
0





























,





























0
0

−λ6λ7λ9
0
0
0
0
0

























































λ1λ8λ10
0
0
0

−λ4λ7λ9
0

−λ5λ7λ9
0



























































. g_ dim(R1) = 4

and g_ dim(R1 ∩ ker C) = 1 = g_ dim(R0 ∩ ker C). Thus, RH = R1. Consequently, CRH =

span





























0
λ13λ7

0
0
0















,















0
λ13λ8

0
0
0















,















0
0

−λ14λ6λ7λ9
0
0





























λ12λ1λ8λ10
0
0
0

−λ16λ4λ7λ9





























and g_ dim(CRH) = 3.

There exists obviously a matrix B such that CRH = Im(B). Generically,M(B) = {{x1, x2, x3}, {x2, x3, x5}}. Graphi-
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cally, RH can be traduced using W-Γ1 A-disjoint linkings: L1 =
{

w1
u0−−−→ x8

u0−−−→ x1, w2
u0−−−→ x2, w2

u0−−−→ x6
u1−−−→ x3

}

and L2 =
{

w2
u0−−−→ x6

u0−−−→ x5, w2
u0−−−→ x2, w2

u0−−−→ x6
u1−−−→ x3

}

. Nevertheless, linking L3 =
{

w1
u0−−−→ x8

u0−−−→
x1, w2

u0−−−→ x6
u0−−−→ x5, w2

u0−−−→ x2, w2
u0−−−→ x6

u1−−−→ x3

}

is also an A-disjoint linking but cannot be associated to

RH . Indeed, even if P = w1
u0−−−→ x8

u0−−−→ x1 and P′ = w2
u0−−−→ x6

u0−−−→ x5 are A-disjoint, they are "linked" by the

fact that P ≡ Q1 ⊙ u0 and P′ ≡ Q2 ⊙ u0 where Q1 = w1
u0−−−→ x2 and Q2 = w2

u0−−−→ x2 are prime W-Γint paths which

have same end vertex x2.

To take into account the link between P and P′, which is not explicitly apparent in the digraph associated to the

system, we define the notion of complete family. Intuitively, a W-Γ1 path wi
u0−−−→ xj1

ui1−−−→ . . .
uik−−−→ xjk+1

can be

associated to a vector Aik . . . Ai1 Hi and, as we will see later, a complete family traduces the linear combinations of

elements Aik . . . Ai1 Hi, Ai′
k
. . . Ai′1

Hi′ ,. . . which, under some conditions, belongs to RH . More precisely, we have for

the present example P ≡ Q1⊙u0 ≡ P1⊙u0 where P1 is a W-Γint path. To constitute a complete family associated to

P, we must add to element Q1 ⊙ u0 another one of the form P′1 ⊙ u0 such that α(P′1) = α(P1) and {P1, P
′
1} constitutes

a W-Γ1 linking of size t = 1. Since the unique path which attains x2 is w2
u0−−−→ x2 ≡ Q2, we have that P′1 ≡ Q2.

Hence, we call the set {Q1 ⊙ u0, Q2 ⊙ u0} a complete W-Γint family. Similarly, {Q1 ⊙ u1, Q2 ⊙ u1} is a complete

W-Γint family. Naturally, the complete family associated to P includes P′ and vice-versa.

Now, we give the rigorous definition of a complete family:

• Consider vertex subsets W0 ⊆ W ∪ F and Γint ⊆ XC and let S = {Q1 ⊙ σ1, Q2 ⊙ σ2, Q3 ⊙ σ3 . . . , Qk ⊙ σk},
where σ1, σ2,. . . , σk belong to ℘(u) and Q1,. . . , Qk are prime W0-Γint paths which satisfy

- ∀ i , j, α(Qi) = α(Q j) or Qi and Q j are A-disjoint.

S is said a complete W0-Γint family when ∀ℓ = 1, . . . , k, if Qℓ⊙σℓ ≡ P1⊙σ′1 ≡ P2⊙σ′2 ≡ . . . ≡ Ps⊙σ′s, where for i =

1, . . . , s, Pi is W0-Γint paths andσ′
i
, 1, then there exist S 0 =

{

Qi1 ⊙ σk1 · σ′j1 , Qi2 ⊙ σk2 · σ′j2 , . . . , Qit ⊙ σkt
· σ′

jt

}

⊆
S \ {Qℓ ⊙ σℓ}, with

{

σ′
j1
, σ′

j2
, . . . , σ′

jt

}

⊆
{

σ′1, σ
′
2, . . . , σ

′
s

}

, and paths P′1 ≡ Qi1 ⊙ σk1 , P′2 ≡ Qi2 ⊙ σk2 , . . . ,

P′t ≡ Qit ⊙ σkt
, such that

Cond3. {P′1, P′2, . . . , P′t} constitutes a W0-{α(P1), . . . , α(Ps)} A-disjoint linking of size t.

Cond4. the size of the maximal W0-{α(P1), . . . , α(Ps)} A-disjoint linking included in

{P1, P2, . . . , Ps, P′1, P′2, . . . , P′t} is equal to t.

By definition, empty set ∅ is a complete family. An illustration of the notion of complete family is given in Example

4.6.

• Consider vertex subsets W0 ⊆W ∪ F and Γint ⊆ XC. S is a minimal complete W0-Γint family if it does not exist

a nonempty complete W0-Γint family S ′ ⊂ S .

To compute g_ dim(CRH) using this notion of complete family, we need a last definition:

Definition 4.2 Let us denote by ℵ(W,Γ1,∆1) the set of all A-disjoint W-Γ1 linkings included in ∆1. For each W-Γ1

path P included in ∆1, we can associate a minimal complete W-Γint family S (P) such that

- S (P) = ∅ when P is not a strict multiple of any prime W-Γint path.

- ∀Qi prime W-Γint path and ∀σi ∈ ℘(u), if P ≡ Qi ⊙ σi, then either Qi ⊙ σi ∈ S (P) or ∃Q′
i
⊙ σi ∈ S (P) such that

α(Qi) , α(Q′
i
) and Qi ≡ Q′

i
;

- ∀Qi ⊙ σi ∈ S (P), length(Qi) + length(σi) ≤ card(∆1) + card(∆1).
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• For each γ ⊆ Γ1, we define the number ρA(W, γ,∆1,Γ1)
de f
= max

L0∈ℵ(W,γ,∆1)

[

card(L0)
]

under the constraints:

Ca: ∀P0 ∈ L0, if P0 ≡ Q0 ⊙ σ0 then Q0 ⊙ σ0 <

⋃

P∈L0\{P0}
S (P),

Cb: either no element of S (P) is strict multiple of any W-Γext path

or if an element of S (P) is a strict multiple of a W-Γext path P′, then

max
L∈ℵ(W,Γext\{α(P′)},∆1)

card(L) = max
L′∈ℵ(W,Γext,∆1)

card(L′) − 1

where L and L′ contain only paths P̄ which satisfy S (P̄) = ∅.

• Finally, we define Ω1

de f
= {γ ⊆ Γ1, card (γ) = ρA(W, γ,∆1,Γ1) = ρA(W,Γ1,∆1,Γ1)}.

Using the previous definitions and settings, we can state the following lemma:

L 4.3 Consider structured bilinear system (ΣΛ) represented by digraph G(ΣΛ). Let us denote by eJ , eΓ and e∆,

the diagonal n × n matrices such that

eJ(i, i) =















1 if xi ∈ J1

0 otherwise
eΓ(i, i) =















1 if xi ∈ Γ1

0 otherwise
e∆(i, i) =















1 if xi ∈ ∆1

0 otherwise
.

let Ri denote the ith term of sequence (3), we have generically:

∀i ≥ 0, if eJRi = 0, then for almost all realizations of (ΣΛ), there exists a matrix B1 such that

-M(eΓB1) = Ω1,

- eJ B1 = 0,

- g_rank(B1) = g_rank(eΓB1) = ρA(W,Γ1,∆1,Γ1),

- Im(B1) ⊆ RH ,

- Ri \ (Ri ∩ Im(e∆)) ⊆ Im(B1).

Proof:

We first comment the elements of Definition 4.2 as the proof concerns this definition.

Foremost, it is easy to see that if there exist t A-disjoint paths noted P1, P2,. . . , Pt between {wj1
, wj2

, . . . , wjt
} and

{xi1 , xi2 , . . . , xit} with σ(Pk) = u0 · urk,1 · . . . · urk,ℓk
, for k = 1, . . . , t, then g_ dim

(

t
∑

k=1

span(Ark,ℓk
. . . Ark,1 H jk )

)

= t.

Moreover, for each {wj}-Γ1 path P included in ∆1 with σ(P) = u0 · ur1 · . . . · urℓ , S (P) = ∅ implies that

Arℓ . . . Ar1 H j ∈ RH . Indeed, S (P) = ∅ is equivalent to say that P is not a strict multiple of a path leading to Γint.

This implies H j ∈ ker C, Ar1 H j ∈ ker C,. . . , and Arℓ−1 . . . Ar1 H j ∈ ker C. Therefore, Arℓ . . . Ar1 H j ∈ RH .

In contrary, the same {wj}-Γ1 path P included in ∆1 is such that P ≡ Q1 ⊙ σ1, where Q1 is a prime W-Γint path

implies that Ark
. . . Ar1 H j < ker C, where σ(P) = u0 · ur1 · . . . · urk

· urk+1 · . . . · urℓ and σ1 = urk+1 · . . . · urℓ .

Consider now an W-Γ1 path P included in ∆1 and its associated complete W-Γint family S (P) =

{Q1 ⊙ σ1, Q2 ⊙ σ2, . . . , Qk ⊙ σk} satisfying condition Cb. We show hereafter that

















k
∑

s=1

span(Ars,ℓs
. . . Ari,1 H js

)

















∩

RH , 0, where for s = 1, . . . , k, σ(Qs) · σs = u0 · urs,1 · . . . · urs,ℓs
and wjs

is the begin vertex of Qs:

At first, due to constraint length(Qs) + length(σs) ≤ card(∆1) + card(Γ1), S (P) has a finite number of elements.

Moreover, let us consider in S (P) an element noted Q1 ⊙ σ1, where Q1 is a prime W-Γint path and such that
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length(σ1) is maximal in S (P). Even if this element is not unique, it exists since S (P) has a finite number of

elements. We denote this element Q1 ⊙ σ1 only for the sake of simplicity and in order to avoid an additional index.

To do so, an eventual reordering of S (P) may be necessary.

Let us take the following notations, σ(Q1) = u0 · ur1,1 · . . . · ur1,ℓ1
, σ1 = ur1,ℓ1+1 . . . · ur1,k1

and v1 = Ar1,ℓ1
. . . Ar1,1 H j1 ,

where wj1
is the begin vertex of Q1. Obviously, v1 ∩ ker C = 0 and v1 ∈ RH .

As S (P) is complete, there exist some elements denoted, for the sake of simplicity, Q2⊙σ2, Q3⊙σ3,. . . , Qt+1⊙σt+1

which satisfy conditions Cond3 and Cond4. Let us note for s = 2, . . . , t + 1, σ(Qs) = u0 · urs,1 · . . . · urs,ℓs
,

σs = urs,ℓs+1 · . . . · urs,ks
and vs = Ars,ℓs

Ars,ℓs−1 . . . Ars,1 H js
, where wjs

is the begin vertex of Qs. Note that as they are

prime W-Γint paths, Qs, for s = 1, . . . , t + 1 can not be strict multiple of W-Γext paths.

Moreover, we have for elements Qs, s = 1, . . . , t + 1, only two possible cases:

- case 1: ∀s = 1, . . . , t+1, Qs is not a multiple of any W-Γext path. In this case, all vectors Ar1,ℓs
vs, s = 1, . . . , t+1,

associated to Qs ⊙ ur1,ℓ1+1 are such that eJvs = 0.

Moreover, since, ∀s = 2, . . . , t + 1, length(σs) ≤ length(σ1) and due to conditions Cond3 and Cond4,

we have that vs ∈ RH and σs = σ1. Furthermore, these conditions Cond3 and Cond4 imply also that

g_ dim
(

t+1
∑

s=1

span(vs)
)

= t + 1, g_ dim
(

C

t+1
∑

s=1

span(vs)
)

= t and g_ dim
(

C

t+1
∑

s=2

span(vs)
)

= t. Therefore,

t+1
∑

s=1

span(vs) ∩ ker C , 0. Since
t+1
∑

s=1

span(vs) ⊆ RH , there exists v′1 ∈
t+1
∑

s=1

span(vs) such that Ar1,ℓ1+1v
′
1 ∈ RH

and eJAr1,ℓ1+1v
′
1 = 0.

- case 2: ∃s such that Qs is a multiple of a W-Γext path P′. Due to constraint Cb, ei1 ∈ RH , where xi1 = α(P′) and

ei1 is the ith1 Euclidean vector. Obviously, ei1 ∈ Im(eΓ).

For all the Qs ⊙ σs which are multiple of W-Γext paths, we join to {Q1 ⊙ ur1,ℓ1+1 ,Q2 ⊙ ur1,ℓ1+1 , . . . , Qt ⊙ ur1,ℓ1+1},
the path subset {P̄1ur1,ℓ1+1 , . . . , P̄t′ur1,ℓ1+1} where L = {P̄1, . . . , P̄t′} is the linking described in Cb. Let us denote by

v̄s′ the vector associated to each P̄s′ , s′ = 1, . . . , t′. We can deduce from Cb, conditions Cond3 and Cond4 that,

v̄s′ ∈ RH ∩ Im(eΓ), g_ dim
(

t+1
∑

s=1

span(vs) +
t′
∑

s′=1

span(v̄s′)
)

= t′ + t + 1, g_ dim eJ

(

t+1
∑

s=1

span(vs) +
t′
∑

s′=1

span(v̄s′)
)

= 0

and g_ dim
(

C

eΓ

)

(

t+1
∑

s=1

span(vs) +
t′
∑

s′=1

span(v̄s′)
)

= t + t′. Using similar arguments than previously, we have that

(

t+1
∑

s=1

span(vs) +
t′
∑

s′=1

span(v̄s′)
)

∩ ( ker C ∩ Im(e∆)
)

, 0.

Since
t+1
∑

s=1

span(vs) +
t′
∑

s′=1

span(v̄s′) ⊆ RH , there exists v′1 ∈
t+1
∑

s=1

span(vs) +
t′
∑

s′=1

span(v̄′s) such that Ar1,ℓ1+1v
′
1 ∈ RH and

v′1 ∈ Im(e∆) which implies that eJAr1,ℓ1+1v
′
1 = 0 .

To summarize, in the two previous cases, we have that we can extract from the vectors associated to

{Q1 ⊙ ur1,ℓ1+1 ,Q2 ⊙ ur1,ℓ1+1 , . . . , Qt ⊙ ur1,ℓ1+1} a vector v′1 such that Ar1,ℓ1+1v
′
1 ∈ RH and eJAr1,ℓ1+1v

′
1 = 0.

In fact, in S (P), the presence of elements Qs ⊙ σs, s = 1, . . . , t + 1, satisfying Ca and Cb, is equivalent to

the presence of Q′1 ⊙ σ′1, where σ′1 = ur1,ℓ1+2 · . . . · ur1,k1
is "shorter" than σ1 and Q′1 could be represented by
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{Q1 ⊙ ur1,ℓ1+1 ,Q2 ⊙ ur1,ℓ1+1 , . . . , Qt ⊙ ur1,ℓ1+1} which traduces the existence of a nonzero vector v′1 ∈
t+1
∑

s=1

span(vs) ∩ RH

satisfying eJv′1 = 0 since v′1 ∈ Im(e∆1).

We can repeat this reasoning, until obtaining a final element Q(k′)σ
′′

k
, where σ

(k′)
1 = 1 and Q(k′) traduces the

fact that there exists a nonzero vector v′
k
∈
















k
∑

s=1

span(Ars,ℓs
. . . Ars,2 Ars,1 H js

)

















∩ RH with eJv′
k
= 0.

Therefore, for each path P such that either S (P) = ∅ or S (P) verifies constraint Cb, we can associate a vector v′ ∈ RH

satisfying eJv′ = 0. In this case, we have obviously,M(eΓv′) =
{

{α(Pi)}, Pi ≡ Qi ⊙ σi ∈ S (P) and α(Pi) ∈ Γ1

}

.

Since P is an W-Γ path and as S (P) is minimal, we have necessarily eΓv
′
, 0.

Consider now any set S =
⋃

P∈L0

{S (P)} of complete families S (P). If S (P), ∀P ∈ L0, is minimal and satisfies

constraint Ca and since all the paths P ∈ L0 are A-disjoint, then all vectors v′ associated to each subset S (P) are

generically linearly independent. Moreover, as we have shown it above, if S (P), ∀P ∈ L0, is minimal and satisfies

constraint Cb, then all vectors v′ associated to each subset S (P) are generically such that v′ ∈ RH , eJv′ = 0 and

eΓv
′
, 0.

Hence, if we consider matrix B1 defined by the concatenation of all these independent vectors v′, then we have

obviously thatM(eΓB1) = Ω1, g_rank(B1) is equal to the number of vectors associated to paths P ∈ L0 and since all

these vectors are such that eΓv
′
, 0 so g_rank(eΓB1) = g_rank(B1) = ρA(W,Γ1,∆1,Γ1). Moreover, Im(B1) ⊆ RH

and eJ B1 = 0 and so the first four points of Lemma 4.3 are proved.

To prove the last point of Lemma 4.3, we use a proof by contradiction in assuming that for some i ≥ 0, eJRi = 0

and Ri \ (Ri ∩ Im(e∆)) * Im(B1). This means obviously that ∃v0 ∈ Ri such that eΓv0 < Im(eΓB1). Let B′1

be the matrix obtained by the concatenation of B1 and v0 i.e. B′1 = (B1|v0). Obviously, there exists a subset

γ′ = γ ∪ {xi0} ∈ M(eΓB′1), where γ ∈ M(eΓB1), xi0 ∈ Γ1 and {xi0} ∈ M(v0). Recall that γ ∈ M(eΓB1) is equivalent

to say that ρA(W, γ,∆1,Γ1) = ρA(W,Γ1,∆1,Γ1).

Let P0,1, P0,2,. . . , P0,k0 all the W-{xi0} paths included in ∆1 and such that length(P0, j) ≤ i, ∀ j = 1, . . . , k0.

Obviously, since v′0 ∈ Ri and eJRi = 0, there exists at least a path satisfying conditions above.

Let S1, S2,. . . , Sk be all the sets of minimal complete families Sℓ =
⋃

P∈L0

{S (P)}, satisfying constraints Ca and Cb

with α(L0) = γ. In fact, since there can exist many A-disjoint linkings L0 with α(L0) = γ and as for one path P we

can associate different S (P), there can exist many sets Sℓ.
Only three cases have to be distinguished:

- case 1: there exists a path P0, j associated to a minimal complete family S (P0, j) = ∅ and such that L′0 = L0 ∪ {P0, j}
is A-disjoint.

- case 2: there exists a path P0, j associated to a minimal complete family S (P0, j) , ∅ (i.e. xi0 ∈ Γext) satisfying

constraint Cb, a set of complete family Sℓ such that, ∀S (P) ∈ Sℓ and ∀Qi ⊙ σi ∈ S (P), P0, j . Qi ⊙ σi and

L′0 = L0 ∪ {P0, j} is A-disjoint.

In the two first cases, S′ =
⋃

P∈L′0∪{P0, j}
S (P) satisfies constraints of linear independence Ca. Thus, linking L′0 satisfies

constraints of Definition 4.2 and ρA(W,Γ1,∆1,Γ1) = ρA(W, γ,∆1,Γ1) < card(L′0) = ρA(W, γ′,∆1,Γ1), with
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γ′ ⊆ Γ1. This is in contradiction with Definition 4.2. Indeed, ρA(W,Γ1,∆1,Γ1) is the cardinality of the biggest

A-disjoint linking which satisfies all constraints of Definition 4.2. Therefore, for these two first cases, we cannot

have eΓv0 < Im(eΓB1) and so Ri \ (Ri ∩ Im(e∆)) ⊆ Im(B1).

- case 3: ∀ j, ∀ℓ, S (P0, j) , ∅ and ∃S (P) ∈ Sℓ such that ∃Qk ⊙ σk ∈ S (P), P0, j ≡ Qk ⊙ σk. This implies, according

to the fact that S (P) satisfies constraint Ca and due to the minimality of S (P) ∈ Sℓ, that vector v0, j associated to

P0, j belongs generically to Im(B1). Indeed, in this case S (P) can also be associated to P0, j. This is true for all paths

P0, j, j = 1, . . . k0 i.e. all W-{xi0} paths included in ∆1. Therefore, ∀v ∈ Ri such that {xi0} ∈ M(v), we have that

v ∈ Im(B1). In particular v0 ∈ Im(B1).

Therefore, all the possible three cases lead to Ri \ (Ri ∩ Im(e∆)) ⊆ Im(B1) and the lemma follows. �

Roughly speaking, the object of Lemma 4.3 is to establish that the obtained set Ω1 can be generically associated

to a structured matrix denoted B1 which summarizes the influence of the propagation of the perturbation w until it

reaches the state components in J1. Defining B1 on the basis ofΩ1 such thatM(eΓB1) = Ω1, eJ B1 = 0 and eΓB1, j , 0

∀ j, where B1, j is the jth column of B1, implies necessarily that g_rank(B1) = g_rank(eΓB1) = ρA(W,Γ1,∆1,Γ1).

Moreover, Im(B1) ⊆ RH , implies that structured matrix B1 does not contain any new directions w.r.t. RH . Finally,

as long as eJRi = 0, Ri \ (Ri ∩ Im(e∆)) ⊆ Im(B1) implies that as long as eJRi = 0, B1 represents all the influence of

the perturbation w on Γ1 and so on the outputs since Xc ⊆ Γ1 ∪ J1. Thus, as long as eJRi = 0, we obtain the same

generic dimensions of subspaces eΓRi and CRi if we replace virtually matrix H by matrix B1.

We can deduce from the previous lemma:

L 4.4 Consider structured bilinear system (ΣΛ) represented by digraph G(ΣΛ). We have generically :

∀i ≥ 0, if eJRi = 0, then there exist generically a subspace U1 ⊆ Im(e∆) ⊆ kerC and a matrix B1 satisfying

conditions of Lemma 4.3 (i.e.M(eΓB1) = Ω1, eJ B1 = 0, g_rank(B1) = ρA(W,Γ1,∆1,Γ1), Im(B1) ⊆ RH) and such

that

-

m
∑

j=0

A jU1 ⊆ U1 + Im(B1),

- Ri ⊆ U1 + Im(B1)

Proof:

eJRi = 0 implies that Ri = (Ri ∩ Im(e∆)) + RΓ where, from Lemma 4.3, there exists a matrix B1 satisfying

conditions of Lemma 4.3 such that RΓ ⊆ Im(B1). Let us denote Ri ∩ Im(e∆) by D0 and let us define Di+1 =

Di +

m
∑

j=0

A j(Di ∩ Im(e∆)). The non-decreasing sequenceDi has a unique limit notedD∗.

By construction ∀i ≥ 0, eJDi = 0 and using similar arguments to the ones of Lemma 4.3, Di \ (Di ∩ Im(e∆)) ⊆
Im(B1). Indeed, sequence Di is equivalent to sequence Ri in the specific case where all the Ai-edges, i = 0, . . . ,m,

starting from the elements of Γ1, are removed. As we have proved that eJRi = 0 ⇒ Ri \ (Ri ∩ Im(e∆)) ⊆ Im(B1)

in the general case, then it is also true in the specific case where all the Ai-edges, i = 0, . . . ,m, starting from vertex

subset Γ1 are removed and so eJDi = 0⇒ Di \ (Di ∩ Im(e∆)) ⊆ Im(B1). Therefore,D∗ \ (D∗ ∩ Im(e∆)) ⊆ Im(B1).

Moreover,
m
∑

j=0

A j(D∗ ∩ Im(e∆)) ⊆ D∗. So, if we denote D∗ ∩ Im(e∆) by U1, then we have that
m
∑

j=0

A jU1 ⊆ D∗ ⊆

U1 + Im(B1).
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Moreover, since Ri ∩ Im(e∆) = D0 ⊆ D∗, and since RΓ ⊆ Im(B1), we also have Ri ⊆ U1 + Im(B1) and the lemma

follows. �

We can deduce from the last lemma, the following corollary, which allows to characterize RH:

C 4.5 Consider SBLS (ΣΛ) represented by digraph G(ΣΛ).

St1. for almost all structured matrices B such thatM(eΓB) = Ω1, we have that g_ dim(CRH) = g_ dim(CRB), where

RB1 is the minimum invariant (C − (A0, . . . , Am)) subspace including Im(B1).

St2. if ρA(W,Γ1,∆1,Γ1) = ρ(W,Y) then g_ dim(CRH) = ρA(W,Γ1,∆1,Γ1).

Proof:

St1. This statement can be proved using mathematical induction. According to Lemma 4.4 and to the fact that

eJR0 = 0, we have obviously that there exists a structured matrix B1 such that R0 ⊆ U1 + Im(B1) ⊆ U1 +RB1 , where

RB1 is the minimum invariant (C− (A0, . . . , Am)) subspace including Im(B1). Assume that Ri0 ⊆ U1+RB1 . From se-

quence (3), we have that Ri0+1 = Ri0 +

m
∑

j=0

A j(Ri0 ∩ker C). As U1 ⊆ ker C and
m
∑

j=0

A jU1 ⊆ U1+ Im(B1), we can write

that Ri0+1 ⊆ U1 +RB1 +U1 + Im(B1)+
m
∑

j=0

A j(RB1 ∩ ker C) ⊆ U1 +RB1 . Therefore, RH ⊆ U1 +RB1 . Furthermore, as

Im(B1) ⊆ RH , which implies that RB1 ⊆ RH , we have that RB1 ⊆ RH ⊆ U1 +RB1 . Thus CRB1 ⊆ CRH ⊆ C(U1 +RB1)

and as U1 ⊆ ker C, we obtain CRH = CRB1 . Then, g_ dim(CRH) = g_ dim(CRB1). Since this equality is true for at

least one structured matrix B1, it is also true for almost all structured matrices B such thatM(eΓB) = Ω1.

St2. ρA(W,Γ1,∆1,Γ1) = ρ(W,Y) is equivalent to the fact that there exists a structured matrix B1 satisfying condi-

tions of Lemma 4.4 such that g_rank(B1) = g_rank(eΓB1) = ρA(W,Γ1,∆1,Γ1) = ρ(W,Y).

On the one hand, from definition of Γ1 and ∆1, (Γ1 ∪ ∆1) ∩Xc = Γ1 ∩XC. Moreover, due to the structure of matrix

C, we have that ρ(W,Y) = ρ(W,Xc ∩ Γ1). On the other hand, every maximal W-Γ1 ∩XC linking can be associated

to complete families such that constraint Ca is satisfied. Therefore, for each maximal W-Γ1 ∩ XC linking L, there

exists γ ∈ Ω1, such that α(L) ⊆ γ. Yet, ρ(W,Y) ≤ g_rank(CB1) = max
γ∈Ω1, γ⊆XC

card (γ) ≤ max
γ∈Ω1

card (γ). Consequently,

we have in general that ρ(W,Y) ≤ g_rank(CB1) ≤ g_rank(B1).

Thus, if equality of St2 is satisfied i.e. ρA(W,Γ1,∆1,Γ1) = ρ(W,Y), then it means that ρA(W,Γ1,∆1,Γ1) ≤
g_rank(CB1). As, by definition, ρA(W,Γ1,∆1,Γ1) = g_rank(B1) we have g_rank(B1) ≤ g_rank(CB1), which im-

plies that g_rank(B1) = g_rank(CB1). So, g_ dim(Im(B1) ∩ ker C) = 0 and consequently RB1 = Im(B1). Using

Statement St1. proved above, we have then that g_ dim(CRH) = g_ dim(CRB1) = g_rank(CB1) = g_rank(B1) =

ρA(W,Γ1,∆1, Γ1) = ρ(W,Y). �

Statement St2 of the previous lemma allows to compute g_ dim(CRH) in the specific case where ρA(W,Γ1,∆1,Γ1) =

ρ(W,Y). Knowing that, by construction, ρA(W,Γ1,∆1,Γ1) ≥ ρ(W,Y), we are interested, in the following para-

graph, in the determination of g_ dim(CRH) in the case where ρA(W,Γ1,∆1,Γ1) > ρ(W,Y).

In order to compute exactly g_ dim(CRH), we introduce now following subsets Γi, ∆i and Ωi, i > 1, which are the

generalisation of Γ1, ∆1 and Ω1 introduced above. More precisely, the latter is quite general in order to be applied

also in the multiple fault case. It allows us to characterize g_ dim(CRH0), where matrix H0 is constituted by any
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columns of H and E i.e. H0 = (Hi1 ,Hi2 , . . . ,Hik , E j1 , E j2 , . . . , E js
), where Hi and E j represent respectively the ith

column of matrix H and the jth column of matrix E. To such matrix, we associate vertex subset V0 ⊆ W ∪ F such

that V0 =
{

wi1 ,wi2 , . . . ,wik , fj1
, fj2

, . . . , fjs

}

.

Algorithm 1 Consider any V0 ⊆W ∪ F.

Initialisation:

# Ω0 =M(H0), J0 = X, i = 0

Step i:

# ρi = max
γ∈Ωi

ρ(γ,Y), µi = min
γ∈Ωi, ρ(γ,Y)=ρi

µ(γ,Y),

# Ji+1

de f
=

{

xj ∈ Ji, max
γ∈Ωi

ρ(γ,Y ∪ {xj}) = ρi and min
γ∈Ωi, ρ(γ,Y∪{xj})=ρi

µ(γ,Y ∪ {xj}) = µi

}

,

# ∆i+1

de f
= ∆i ∪

{

xj ∈ X \ Ji+1, max
γ∈Ωi

ρ(γ,Y ∪ {xj}) > ρi or min
γ∈Ωi, ρ(γ,Y∪{xj})=ρi

µ(γ,Y ∪ {xj}) < µi − 1

}

,

# Γi+1

de f
= X \ (Ji+1 ∪ ∆i+1),

# Γint

de f
=
{

xi ∈ Γi+1, ∃W − Γi+1 paths P and Q included in ∆i+1 such that α(Q) = xi and P is a strict multiple of Q
}

,

Γext = Γ1 \ Γint,

# Compute ρA(V0,Γi+1,∆i+1,Γi+1) by substituting ∆1 and Γ1 in Definition 4.2 by ∆i+1 and Γi+1 respectively,

# If ρA(V0,Γi+1,∆i+1,Γi+1) > ρi, then

Ωi+1

de f
= {γ ⊆ Γi, card (γ) = ρA(V0, γ,∆i+1,Γi+1) = ρA(V0,Γi+1,∆i+1,Γi+1)}, i=i+1, go to Step i

# Else Γ∗(V0) = Γi+1, ∆∗(V0) = ∆i+1, ρ∗(V0) = ρi, Ω∗(V0) = Ωi.

Example 4.6 Let us illustrate Algorithm 1 and Definition 4.2 and compute ρ∗(W) for the structured system asso-

ciated to the digraph of Figure 2.

Initialisation:

 

y1x1

x16

u0
u1

w2
f1

x8x7u1 u2w1 x5 x6u0
u0

u0

u1u0 u0 u0
y3x3x11x9 x10
y4u0x4

u1 u0 u2 u0u0u0
y2u1 u2 u1 u0x12

x2x14x13 x15u0,u1
y1x1

x16

u0
u1

w2
f1

x8x7u1 u2w1 x5 x6u0
u0

u0

u1u0 u0 u0
y3x3x11x9 x10
y4u0x4

u1 u0 u2 u0u0u0
y2u1 u2 u1 u0x12

x2x14x13 x15u0,u1
Figure 2.: Example 4.6

# Ω0 =
{

{x5, x9}
}

, J0 = X, i = 0
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Step 0:

# ρ0 = ρ({x5, x9} ,Y) = 2, µ0 = µ({x5, x9} ,Y) = 9,

# J1 = {x16},
# ∆1 = {x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15},
# Γ1 = {x1, x2, x3, x4},
We have also that Γint = {x1}.
# Computation of ρA(W,Γ1,∆1,Γ1): First note that ρA(W,Γ1,∆1,Γ1) = 4. Indeed, there exist three A-disjoint

linkings of size 4: L1 = {P1, P2, P3, P4} and L2 = {P5, P2, P3, P4}, L3 = {P6, P2, P3, P4}, where: P1 = w1
u0−−−→

x5
u0−−−→ x1

de f
= Q1, P2 = w1

u0−−−→ x5
u0−−−→ x6

u1−−−→ x7
u2−−−→ x8

u1−−−→ x4, P3 = w2
u0−−−→ x9

u0−−−→ x10
u1−−−→

x11
u0−−−→ x12

u2−−−→ x3, P4 = w2
u0−−−→ x9

u0−−−→ x13
u1−−−→ x14

u2−−−→ x15
u1−−−→ x2, P5 = w2

u0−−−→ x9
u0−−−→ x1

de f
= Q2,

P6 = w1
u0−−−→ x5

u0−−−→ x6
u1−−−→ x1.

All paths P2, P3 and P4 are multiple of some prime W-Γint paths i.e. P6 ≡ Q1⊙u1, P2 ≡ Q1⊙(u1·u2·u1) ≡ P6⊙(u2·u1),

P3 ≡ Q2 ⊙ (u1 · u0 · u2) and P4 ≡ Q2 ⊙ (u1 · u2 · u1). To these paths we can associate the following complete families:

S (P1) = ∅, S (P2) =
{

Q1 ⊙ (u1 · u2 · u1), Q1 ⊙ (u1 · u1 · u2 · u1), Q2 ⊙ (u1 · u1 · u2 · u1), Q1 ⊙ (u2 · u1)
}

,

S (P3) =
{

Q2⊙(u1 ·u0 ·u2), Q1⊙(u1 ·u0 ·u2), Q1⊙(u0 ·u2)
}

, S (P4) =
{

Q2⊙(u1 ·u2 ·u1), Q1⊙(u1 ·u2 ·u1), Q1⊙(u2 ·u1)
}

or S (P4) =
{

Q2 ⊙ (u1 · u2 · u1), Q1 ⊙ (u1 · u1 · u2 · u1), Q2 ⊙ (u1 · u1 · u2 · u1), Q1 ⊙ (u2 · u1)
}

. This last family is more

suitable because it allows to obtain a set satisfying constraint Ca of Definition 4.2 (because P2 ≡ Q1⊙ (u1 ·u2 ·u1) ).

Therefore, ρA(W,Γ1,∆1,Γ1) = 4 and so Ω1 =
{

{x1, x2, x3, x4}
}

.

i = 1.

Step 1:

# ρ1 = ρ({x1, x2, x3, x4} ,Y) = 4, µ1 = µ({x1, x2, x3, x4} ,Y) = 8,

# J2 = {x16},
# ∆2 = {x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15},
# Γ2 = {x1, x2, x3, x4},
We have also that Γint = {x1}.
# Since ∆2 = ∆1 and Γ2 = Γ1 then ρA(W,Γ2,∆2,Γ2) = ρA(W,Γ1,∆1,Γ1) = 4.

As, ρA(W,Γ2,∆2,Γ2) = ρ1, we have that Γ∗(W) = Γ2, ∆∗(W) = ∆2, ρ∗(W) = 4, Ω∗(W) = Ω1.

If the edge (x11, x12) was included in A1-edges and not in A0-edges, neither S (P2) =
{

Q1 ⊙
(u1 · u2 · u1), Q1 ⊙ (u1 · u1 · u2 · u1), Q2 ⊙ (u1 · u1 · u2 · u1), Q1 ⊙ (u2 · u1)

}

nor S (P4) =

{Q2 ⊙ (u1 · u2 · u1), Q1 ⊙ (u1 · u1 · u2 · u1), Q2 ⊙ (u1 · u1 · u2 · u1), Q1 ⊙ (u2 · u1)} are permitted since they contain

an element Q2 ⊙ (u1 · u1 · u2 · u1) which is multiple of P3 i.e. Q2 ⊙ (u1 · u1 · u2 · u1) ≡ P3 ⊙ u1 and so con-

straint Cb is not satisfied. In this case, we must take other families: S (P2) =
{

Q1 ⊙ (u1 · u2 · u1), Q1 ⊙ (u1 · u1 · u2 ·
u1), Q1 ⊙ (u1 · u1 · u1 · u2 · u1), Q2 ⊙ (u1 · u1 · u1 · u2 · u1), Q1 ⊙ (u2 · u1)

}

and S (P4) =
{

Q2 ⊙ (u1 · u2 · u1), Q1 ⊙ (u1 ·
u1 · u2 · u1), Q1 ⊙ (u1 · u1 · u1 · u2 · u1), Q2 ⊙ (u1 · u1 · u1 · u2 · u1), Q1 ⊙ (u2 · u1)

}

.

ρA(W,Γ1,∆1,Γ1) = 4 and Ω1 =
{

{x1, x2, x3, x4}
}

. Consequently, also in this case, ρ∗(W) = 4.

The following lemma characterizes the value of g_ dim(CRH):

L 4.7 Consider SBLS (ΣΛ) represented by digraph G(ΣΛ). We have
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g_ dim(CRH) = ρ∗(W)

Proof:

Let κ be the first integer such that ρA(W,Γκ+1,∆κ+1,Γκ+1) = ρκ = max
γ∈Ωκ

ρ(γ,Y).

From Statement St1 of Corollary 4.5, we can write that g_ dim(CRH) = g_ dim(CRB1) for almost all struc-

tured matrix B1 such that M(B1) is equal to Ω1. Moreover, if we denote W′ =
{

w′
1
, . . . ,w′

d′

}

, with d′ =

ρA(W,Γi−1,∆i−1,Γi−1), a virtual vertex subset connected to vertex subset X through the virtual edges noted

Bi-edges =
{

(w′
k
, xj) | Bi( j, k) , 0

}

, we have that ρA(W,Γi,∆i,Γi) = ρA(W′,Γi,∆i,Γi). Thus, we can generalize

Statement St1 of Corollary 4.5, and so we have iteratively, g_ dim(CRH) = g_ dim(CRB1) = g_ dim(CRB2) = . . . =

g_ dim(CRBκ), for almost all structured matrix Bi , 1 ≤ i ≤ κ + 1, such thatM(eΓi
Bi) is equal to Ωi.

Moreover, as ρA(W,Γκ+1,∆κ+1,Γκ+1) = ρκ = max
γ∈Ωκ

(

ρ(γ,Y)
)

, statement St2 applied to Ωκ gives g_ dim(CRBκ) =

ρA(W,Γκ+1,∆κ+1,Γκ+1) = ρ∗(W). Thus, g_ dim(CRH) = ρ∗(W) and the Lemma is proved. �

P 4.8 Consider structured system (ΣΛ) represented by digraphG(ΣΛ). In the single fault case, the BFPRG

has generically a solution iff ρ∗(W ∪ F) > ρ∗(W).

Proof:

The proof is immediate according to Lemma 4.7 and to Lemma 2.1. �

Note, finally, that for SBLS (ΣΛ), it is quite easy to prove that R f

H
= span

{

e j, xj ∈ Γ∗(W) ∪ ∆∗(W)
}

, where e j is the

jth Euclidean vector.

For the system described in Example 4.6, ρ∗(W ∪ {f1}) = 4 = ρ∗(W) and so the BFPRG is not generically solvable.

4.2 Problem of Residual Generation: Multiple fault case

4.2.1 Bilinear Fundamental Problem of Residual Generation with eventually simultaneous failures events. In the case

of multiple and possibly simultaneous failure events we must solve the BFPRG for each failure component fi for

i = 1, . . . , q. Thus, directly from Proposition 4.8 we can enounce:

C 4.9 Consider structured system (ΣΛ) represented by digraph G(ΣΛ). The BFPRG with multiple and

simultaneous failure events has generically a solution iff

∀ i ∈ {1, 2, . . . , q} , ρ∗
(

W ∪ F
)

> ρ∗(W ∪ F \ {fi})

4.2.2 Problem of Residual Generation with no simultaneous faults . In the case where only one failure can occur at a

time on the system, we have:

C 4.10 Consider structured system (ΣΛ) represented by digraph G(ΣΛ) and assume that only one failure

event can occur at a time on the system. The BFPRG has generically a solution iff

∀ i, j ∈ {1, . . . , q} , with i , j, ρ∗
(

W ∪
{

fi, fj

}

)

> ρ∗
(

W ∪
{

fj

}

)
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5 Computational aspects and concluding remarks

Let us analyse briefly the computational aspects of the proposed method. Mainly, according to Algorithm 1, there

are three stages in the computation of ρ∗(V0), V0 ⊆W ∪ F:

- Computation of ρ(γ,Y) and µ(γ,Y) : we use classical algorithms of maximum flow calculation, the overall

complexity is equal to O(N2
√

M), where M = (m+1)n2 +n(q+d)+ p is the number of edges and N = n+q+ p+d

is the number of vertices in the digraph.

- Extraction of the maximal A-disjoint linkings: on the basis of the precedent computation, we add to the disjoint

paths (which are A-disjoint) other paths to complete the linking. There are two stages: path extraction and

verification of conditions Cond1 and Cond2. The overall complexity is equal to O(N3M
√

M).

- Association of complete families to each path and computation of Ωi: these two calculations are made simulta-

neously, using logical expressions to characterize Ωi. The construction of complete families is done according to

constraints Ca and Cb of Definition 4.2. The overall complexity of this step is estimated equal to O(N3M).

Note that at step i+1, we use results of step i, the definition of ∆i and Γi is very useful to reduce the number of paths

to be tested in the algorithm. Moreover, at each step, we construct a structured matrix B̄i such that M(B̄i) = Ωi,

this allows also to reduce considerably the number of paths to be tested in the algorithm.

Consequently, if we assume, without loss of generality, that p ≤ n, q ≤ n and d ≤ n the overall complexity of

Algorithm 1 is then O(mn5 √nm).

To summarize, in this paper, we propose a graph-theoretic approach to provide necessary and sufficient

condition for the generic solvability of BFPRG for structured bilinear systems. The proposed method needs few

information about the system and is free from numerical difficulties. This makes it well-suited for large scale and

uncertain systems and also in conception stages.

Finally, the use of graph-theoretic tools makes easy the visualization of the system structure. This may be helpful

for the optimisation of sensor placement to fulfill the solvability of residual generation problems as it is done in

(Commault and Dion 2003) for structured linear systems.
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