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Dependability, Graph theory. [8] and therefore the performance of the measurémen

system. At present, only a few papers about desigttie

measurement system have been published. Somemfube

Abstract an optimisation of the variance matrix of the eatial

variables in respect of the coefficients of the suweament

The quality of the state estimation of a system,adBatrix [2]. In [3] the problem of sensor placemeist
consequently, its dependability are strongly coodéd by addres_sed by monitoring the eigenstructure of divauiable
the number and the location of the measurements Tinamical system. Furthermore, it has been addiessre
availability of a system may be increased if thitidr is able in view of good parameter and state estimation tfwn
to function even in the presence of sensor breakdo®o, System monitoring and diagnosis. In the field oéceiic
the measurement planning (measurement system Jjedigwer networks specific developments on this subfjece
represent a very important stage. This communicati@S0 been published using topological observability
presents a method for assessing the availabilitythef algorithms [9], [4].

necessary information for the process control aefinithg _ ) _

the sensor locations such that the variables redufor This study deals with steady state linear systefitgese
controlling the process remain always observabenefone models frequently occurs when considering the nass
or more sensors become defective. Underlying, tR@ergy balance relationships. In this context, soewent
connections between several concepts such obstktyabstudies have been published. Madetral. [11] proposed an

redundancy, sensor location and reliability arelemsjsed. ~ @pproach based on the analysis of the incidenceixmat
associated to the graph of the process. Immonen [7]

formulated the problem as a linear programming drtee
resulting optimisation problem is solved using @by mixed
integer programming method in order to take intcoant the
Qgcurrences and locations of sensors. The mostlajme
rks are undoubtedly those presented byeflal. [1] and

uonget al. [10]. Based on the analysis of the cycles of the
process graph, these studies simultaneously taeaatount
the variable observability and the reliability dktsensors in
order to determine an optimal measurement systeth wi
regards to certain criteria. The design of a meamant
system may be addressed with different goals: nggirthe
variance of the estimated variables [13], obtairgigen
redundancy level of the variables or only of a stibsf
Jariables, ensure that some variables are observaliis
communication deals with a new method for optingsin
measurement system design based on a reliabildycast
Canalysis in conjunction with observability congtitai

1 Introduction

Monitoring a process requires a certain number
measurements which are usually supplied by sens
unfortunately, some of these sensors may breakdmadgrthe
corresponding measurements become unavailable.dviere
if these data are essential for process monitottimgn the
breakdown of these sensors may lead to the breakdbthe
whole process. However, the lack of measurementaloee
or more faulty sensors may be overcome by usingxisting
relationships between different measured variables.

The problem of measurement planning covers difter
aspects such as the determination of the numbeermgors,
their location, their accuracy, their type and $o Due to
increasing accuracy requirements and tighter fitgn
constraints, the problem of measurement systengnldgs
received much attention; unfortunately general weshdo
not exist to solve this problem due to the numbér
constraints to take into account. For the probldrprocess
diagnosis there are many situations in which maaiifythe
sensor placements will strongly improve the quatifythe
measurements; indeed modifications in the sensmatitms

In the second section, we describe the procesdicatthin

d remember some classical transformations of hgrap
theory. Then, the main results of observability lgsia are
remembered in the third section. We focus our &tBrron
the method based on the cycle matrix analysishénfourth
section, we propose to extend the notion of redocyldy
defining multiple redundancy and more precisely diegree



of redundancy of a variable. This concept is vergartant in The matrixB of the fundamental cycles of the graph may be
the following when considering the possibility oénsor easily deduced from the incidence matrix [6]. Fbatt
breakdowns. The fifth section is then dedicatedthe purpose, the following transformations may be udeidst,
presentation of a method for designing a measuresystem the incidence matrix is partitioned (using simpérmutation
guaranteeing the degree of redundancy of certaiimblas of columns) according to its regular pArt

whilst minimising the installation cost of the sers In the

sixth section, after defining the reliability ofprocess with A= (Ar A 2)
regard to its measurement system, we point out the . .

relationship between the notions of observabifisggundancy Then, the fundamental cycle matrix may be written:

and reliability. We analyse the influence of sensgy_ Bs 1) 3)
breakdowns on the reliability of the whole measwerim S

system and show that it can be increased takimngaiod;c_)unt whereBs is obtained from the relation:

the redundancy equations of the process. Then dtioge

seven, we show how to select the sensor locatioosder to T 1

have a given value of the reliability function dfetwhole Bs =-Ar As 4)
measurement system; this will be done by taking attcount
constraints on the observability of given variablEsr the
simplicity of the presentation, we only use here,ttee
different steps of the presentation, small dimemgimcesses
and present some “by hand” treatments. Howeverthadl
proposed treatments may be systematised and consedte

andl is the identity matrix with appropriate dimensions

From this fundamental cycle matrix and using linear
combinations of them, it is then possible to geteeithe
matrix of all the cycles of the graph. The matrixatl these
cycles associated to the figure 2 is given in tablelt
comprises ten cycles among which only four are pedeent

2 Process Codification (fundamental cycles).

Here, we consider only processes which may be ibescby 1 11 2 31 ‘11 5 6 ! 8
a carriage network (figure 1), the nodes of whiolrespond 5 1 1 1
to elementary equations and the arcs to varialifes. a 3 1 1 1 1
physical interpretation, a node may be a processiigand 4 1 1 1 1
an arc, a material or energy transfer stream.
5 -1 A1 1 1 . .
6 1 -1 1 1 1 .
7 . 1 -1 1 . 1 . 1
8 1 . 1 . 1 1 1
9 1 . 1 . 1 1 1 1
10 1 -1

Table 2: matrix of all the cycles of the graph

Figure 1: a carriage network

This process may be described by a set of lineaateans: Observability Analysis

Due to technical and economic feasibility, it ig possible to
AX=0 (1) measure each and every process variable. Howe\gnery

important to determine the observability of the lehprocess
where A (4,8) is the so-called node incidence matrix ahdand the “state” of each variable. In this secti@onmly report
(8,1) is the variable vector. More generally, tieef A is some classical results about the observability io&alr
(n,v) with n giving the number of equations and v the numbsystems [12], [14]. From the analysis of the naugdence
of variables. It is full row rank. The incidence tnta (table matrix A, it is possible to classify the variables intofeliént
1) corresponding to the network is written as feo(for categories.

convenience, the "." states for the value 0): ) )
Consider for exampléy = {x1, X2, x4, x6} the list of the

1 > 3 2 5 6 7 3 measured variables ahgy = {x3, X5, X7, x8} the list of the
unmeasured variables. In the equations (5) of thegss, the
III 1 -1 '11 1 1 . : ' boldfaced characters denote the measured variables:
11 . 1 . . 1 -1 . . x1-x2-x3 =0 (5a)
v . . . . . 1 -1 -1 x3+x4-x5 =0 (5b)
Table 1: incidence matrix X2+x5-x6 =0 (5¢)
X6-Xx7-x8 =0 (5d)

In a certain number of applications, it is muchiea® use

the cycle matrix of the associated graph. In otdéransform The variable classification based on the obseriglaihalysis
the network into a graph, all the input/output aaecs linked consists in pointing out two categories of variabl¢éhe
to the so-called environment node {0}. observable variables, the value of which may bawkn(by



direct measurement or by deduction from othd) Detect the cycles involving only one measuredatde;
measurements) and the unobservable variables. Jakio the measured variables that belong to these cyleshe
account the small dimensions of the proposed exgntbis measured but non estimable variablede( II). The other
analysis may be done intuitively. The addition dfe t measured variables of the process are the measmed
equations (5a), (5b) and (5c) allow a redundanaatgn to estimable variables).

be extractedxl + x4 - x6 = 0. Such equation involves

measured variables only. The equations (5a) an)l 46z Let us consider the process described by figuneditiae lists
equations of deduction; they allow unmeasured 3 Lm andLm previously defined. The sub-matrix comprises at
and x5 to be deduced. Finally, variableg and x8 are MOSttwo measured variables is given in table 3:

unobservable due to a lack of information. Thislygsig leads 1 5 3 2 5 6 7 3
to the classification of the variables into the rféollowing T 1 1 1
distinct categories: > _ 11 _ 1 _ .

_ _ 8 1 . 1 . 1 1 1 .
Lme= {x1, x4, x6} Lye = {x2} 9 1 . 1 . 1 1 1 1
Lme = {X3, x5} Lms = {X7,x8} 10| . . . . . . 1 -1

Table 3: matrix of the cycles involving at most tmeasured
The first subscriptrfi or m) indicates whether a variable is variables
measured or unmeasured and the second ener (€)
whether it is estimable or non estimable. Following the different described steps, the readérverify

o ) ) that one finds again the previous classification.
The above classification has been easily achievenh fa

simple exam of the network owing to its small disiens. In
a more general case, the extraction of observamimbles 4 Degree of Redundancy Concept
must be systematised using an algebraic formulafidris
systematisation may be done either from the arsmlybithe
incidence matrix [5] or from that of the cycle niatiin this
latter case, the analysis is based on the four dimeatal
following rules:

From the preceding notion of observability, one ndafine
the concept of degree of redundancy. It will beyveseful
when taking into account sensor breakdowns. Léteggn by
the notion of minimal observability. A variable riedundant
of degree 0 (minimal observability) if there exjsis least, a

Rule t A measured variable is estimable (redundant kgja configuration such that the breakdown of only oeessr

if and only if it only belongs to cycles where aast two Make this variable inaccessible. For example, tihéscase of
variables are measured. the measured but estimable variables. Some unnezhsur

variables may also own this property. Let us caosrsithe
Rule I A measured variable is not estimable if and ainlty network of figure 1 withLy, = {x1, x4}. Then x6 may be
belongs at least to a cycle where it is the onlyasneed {equced from the equation issued from the “aggiegaof
variable. nodes |, Il and lll:x1 + x4 - x6 = 0. In a normal situation,
vyhen measurements &1 andx4 are available, the variable
X6 is deducible. But, when one of the sensors mewpxt or
x4 is faulty, the variablexé become inaccessible. The
variablex6 is said to be a “redundant variable of degreer0”
Rule IV An unmeasured variable is not deducible (noh“variable of minimal observability”.
estimable) if and only if it belongs at least teyele where
not any variable is measured. This previous notion may be extended. A redundarnitble

of degreek is an observable variable which value remains
So, the classification algorithm of variables imt#s the four deducible even wherk whatever sensors simultaneously
following steps: breakdown. Let us illustrate a redundancy of degPee
considering again the process of figure 1 and istel }, =

{x1, x2, x4, X5, x6}. There exist ten distinct combinations of
two sensors simultaneously faulty among five. Let u

2) Extract fromC; the sub-matrix which comprises at mogonsider the variable6. The combinations involving the

two measured variables (the knowledge of cyclesclwh|bre.""kdownS of WO Sensors which do not measure _the
comprise more than two measurements is not ne@eaﬂ;arvar!able x6 are not injurious to th_e observablhty. of th|s
this step) variable because its value remain known by its atlire

measurement. There exist six combinations of thue,tlet us

3) Detect the cycles which do not involve measurédalyse the four remaining ones. Let us begin by
variables; the unmeasured variables which belonghése remembering the equations describing the system:

cycles are the unmeasured but estimable variahlés IY).

Rule Ill: An unmeasured variable is deducible (estimalfle)
and only if it only belongs to cycles with at leaste
measured variable.

1) Determine the matrix of all the cycles of thamm, letC;
this matrix.

The other unmeasured variables of the process lee Xé ;Xi X:i_) fg (gg)
unmeasured but deducible variables. XS X - X _ (6b)
x2+x5-x6 =0 (6¢)

X6-x7-x8 =0 (6d)



If the sensors measuring the variabt@sandx6 are faulty, Step n° 2+«: Degree of redundancy of the variables
then equation (6¢) allows the varial#é to be deducedbelonging to i (for k=1, ...,n)

because it is the only unknown quantity of thisamn. The According torule V again, it is sufficient to measuie-1
situation is identical if the sensors measuringvtzhleablesd variables per Cyc|e Comprising a variable be|0ng_mg_dk_
and x6 are simultaneously faulty. If one of theT fplloqinWe proceed similarly to the previous step, takimgo i
couple of sensorxg, x6) or &5, x6) is faulty, it is the 5ccount the measurements already chosen duringeh®us

equation issued from the “aggregation” of nodel$ &nd Ill gtens  After having generated all the possible doations,
(X1 + x4 - x6 = 0) that allows the variabl to be deduced. o keep that of minimal cost.

In conclusion, the variable6, which remains observable
even when two whatever sensors are simultaneoashyfis ~qnsider the example described by the graph ofdigu
said to be redundant of degree 2.

The determination of the degree of redundancy dréable X2
is obtained by applying the following rule whichiis fact, an
extension of therule | involving the redundant variables
(redundancy degree equal to 1):

Rule V A variable is redundant of degrkef, and only if, it Il 11
belongs to cycles comprising at leksl measured variables.

The degree of redundancy of a variable is easitgrdened
by counting the minimum number of measured varmlihe
the cycles where it intervenes. One may immediately 8
deduced, for the considered example, that the blasal,

X2, X3, x4 andx5 are redundant of degree 1; they intervene in .
cycles comprising at least two measurement. Thialviax6 Figure 2: an elementary process
is a redundant variable of degree 2 and the vasadil and
x8 are unobservable.

Let us assume that the list of the variables regufor the
control is the followinglq = {x1, x4, x6, x9, x10}. In order
to present a comprehensive example, let us spadiist of
variables which must be redundant of degree 1 dnjy:=

> Sensor Placement subject to {x1, x9}. The costs associated to each sensor are given i

Redundancy Constraints table 4-

Now, we propose a method for designing a measuremen

system satisfying some redundancy requirementsrdar to Var. ; Costj| Var. ; Cost
take into account industrial constraints, we fgpecify the x1 3 X6 4
list of variables which are absolutely necessary fo X2 3 X7 4
controlling the process (lidt); these variables ought to be x3 4 x8 7
of minimal observability. Then, we specify the disthe x4 1 x9 2
variables of which we ought to ensure a given degre X5 9 | x10 9

redundancy (listLqkx for the variables which must be Table 4: costs associated to sensors

redundant of degrek). Moreover, a weight, proportional toThe matrix of all the cycles is generated durirgpst®d; it is
the installation cost of the corresponding serisaassociated given in Table 5.
to each variable. The main goal of the design tt@sists in

determining the variables which must be measurextder to 1 2 3 4 5 6 7 8 9 1
satisfy the constraints on the degrees of redurydarimlst 1 1 1 . 1 . .
minimising the global cost of installation. Liethe maximum . 1 1 1
degree of redundancy required, the proposed ahgorihen 1 . 1 . 1 1
comprises tha+2 following steps: 1 1 1 1 . 1 . 1 .

. 1 1 1 1 1 1 1
Step n° 1 Cycle matrix _ 1 1 _ _ 1 1 1 1
We first generate the matrix of all the cycles loé graph. _ _ _ 1 1 1 1 1 1 _
This matrix is issued from the matrix of the fundantal 1 _ 1 _ 1
cycles. 1 1 _ 1 1 1
Step n° 2 Minimal observability of required variables 1 1 1 1 _
According torule V, it is sufficient to measure, at least, one 1 1 _ _ 1 _ 1 1
variable per cycle comprising a variable belongtoglL. _ 1 1 1 _ 1 1
This analysis is a combinatorial one; after havingsidered 1 . 1 1 1 1 . 1 . .
all the possibility of measurements for each cyaclee . 1 1 1 1 . 1 . 1 1
generate all the possible combinations of varialitesde 1 . 1 1 1 1 1 1 1 1
measured. We then select that corresponding tenthenal Table 5: matrixC; of all the cycles of the graph

cost.



The number of all the combinations of variablesaluhinust In the following discussion, the sensor failureesat(t) are
be measured for ensuring the minimal observabditthe equal. However, the proposed strategy may be estemol
variables belonging tby is too important for being presenteghe general case where specific reliabilities anesitlered. In
here. The reader may verify, generating these amatibns, practice, the evaluation of the system reliabilisggs the mean

that the minimal cost solution consists in meagurthe

variablesxl, x2, x4 andx9. During step n°3, one searches to
ensure to variablegl andx9, a degree of redundancy equayTTE =

to one. It is then necessary to consider cyclegpeising less
than two already measured variables. The sub-matrixese
cycles, where the measured variables are boldfasegiyen
table 6.

Only the first two cycles comprise the variabids andx9

and they are already measured. For the first cytie,
possible combinations of variables to be measured)}

or {x10} and for the second on&X0} or {x3}.

1 2 3 4 5 6 7 8 9 10
. 1 1 1
1 . 1 . . o101
1 1 . . 1 . e |
1 1 1 . 1 . 1

Table 6: sub-matrix of the useful cycles

The constraints on the degree of redundancy wibdtisfied
if we measure one of the following sets of variabléx7,

x10}, {x7, x3}, {x3, x10} or {x10}. The minimal cost
solution then consists in measuring the variakBandx7. It

is very important to note that the minimisationtbé& cost
implies the installation of the two sensors meamgLx3 and
X7 (cost equal to 8) whilst the sole respect of trangts on

time to failure functionTTF) defined by:

o0
J Ry 9)
0
In order to define the link between reliability and

observability, let us return to the example of fegud with
measured variabldsy, = {x1, x2, x4, x5}.

When considering the case where all the measuneadbies
are necessary for process monitorihg,= {x1, x2, x4, x5},
the probability that all the sensors are well fiowuhg is
given by:

Ro(t) = r(t)* = exp(-At)
MTTFg = 0.25A

(10)
(11)

Let us now examine how the redundancy due to thegss
model can be used in order to increase MilSTF. With the
given measurements there exists only one redundancy
equation:xl - x2 +x4 - x5 (it is obtained the aggregation of
the two first nodes of the graph). As all the vialés in that
equation are known, we can remove one of the sensor
without modifying variable observability. Indeeddeafective
sensor can be tolerated provided the value it nmeasunay be

the redundancy degrees will lead to the instaltatid only deduced from data obtained from sound sensors., Tiase

one sensor measuring the variakl® (cost equal to 9). ThisSensor (among the sensors measukhgx2, x4 or x5) is
remark points out the importance of the choice foé tdefective, the corresponding variable may be eatgfjuced

optimised criterion which could, for example, tadso into from the remaining measurements. The probabiligt tme
account the number of sensors to be installedohtlasion, S€Nsor is defective and that the three othersfumttion is:

the set of variables which must be measured fasfgty the
Ry(t) = (L -r(t) r(®)3

different given constraints whilst minimising thest is the
following: {x1, X2, X3, x4, x7, x3}. The corresponding cost ISThere are four possibilities of one sensor breakdeach
ensuring the observability of the correspondingiake.

equal to 17 (3+3+4+1+4+2).

Considering now the whole probability that the epst
remains controllable, in the sense that the vagmbfL, are
observable, yields the result:

(12)

6 Reliability Calculation

For a given configuration of the measurement systieen

number, location and reliability of the sensorsy iimportant R(t) = Ro(t) + 4Rq(t) (13)
to analyse the influence of a sensor breakdown; ttfiat from which we deduce:

purpose, we now compute the whole measurementnsyste

reliability. This will takes into account the coraht that the MTTF = 0.58A (14)

data required for the control be always availaleithér by

direct measurement or by deduction if the obseligabi This value must be compared with that obtained Ir) (vhen

conditions are satisfied). By definition, sensoliatslity is the redundancy due to the process model is nontake

the probabilityr(t) that at the timet, there is no failure account. The reader should now ask if there existissible

knowing that no failure had occurred at tinw®. By using configurations with two sensor breakdowns. The yasislof

the law of Poisson, we have: the cycle matrix (table 2) shows that if two sessare
simultaneously faulty, then the variables lof are not all

observable (second rule of observability); therefequation

(7)
14) gives the best reliability. However, more gaillg the

where A is a constant which represents the rate of sengqpapility of a measurement system withsensors is given
failure. The reliability of a set of n sensorshen expressed by:

in terms of reliability of each sensor:

R(t) = f(ra()), ....rn(1)

r(t) = exp(At)

RO = Cai (L-1()) r()° (15)

(8)



where the coefficients; give the number of configurationq3]
admitting i sensor breakdowns and ensuring the system
control. To calculat&(t) one must determine the coefficients
a;; a systematic procedure is developed in [15].

The MTTF gives a global characterisation of the reliabitfy 4]
a system. It is obvious that if we want to imprakis MTTF,

one have to reduce the number of “non reliable” ponents
that is to say the cycles having the less numbenedsured [5]
variables. So, this remark emphasised the link éetwthe
reliability of a system and the degree of redungasicthe
different variables. However, we clearly justifyethse of the
degree of redundancy previously introduced in sect
rather than that of the ordinary concept of reducga
(section 3), by presenting the following example.e W
consider the process of figure 1 with two configiarss of [7]
measurements. The first one is such that= {x1, x2, x4,

x5} and the second one such that = {x1, x3, x5, x6}. The

list of variables required for controlling the pess isL; =

{x1, x3, x6}. Applying the proposed method for assessing the
reliability of the whole system, one may ascerttiat the 8]
MTTF corresponding to these two configurations of
measurements is identical and is equal to @.5Bbwever,

the classical analysis of observability shows tfatthe first
configurationx1 is the only redundant variable, whilst for the
second one all of the required variables are reaidJsing [€]
the proposed classification and analysis based oliphe
redundancy, one may establish that, in fact, fothbo
configurations, all the variables are redundandefgree 1
although some of them are not measured at all. st 10]
remark emphasised the importance to use the prdpo[se
characterisation of the variables using their degw
redundancy rather than the classical one.

[6]

7 Conclusion

A new classification method based on the degree [14]
redundancy of the variables was developed. Basethisn
analysis, a method for designing a measuremenersyst
guaranteeing the degree of redundancy of certaimhlas [12]
whilst minimising the installation cost of the sers was
proposed. After characterising a process byMiETF, we
have pointed out the relationships between the equtscof
degree of redundancy and that of reliability highting the
superiority of the proposed classification withpest to the [13]
classical one. The formulation of a multicriterizolplem
including observability, reliability, degree of raancy,
accuracy of deduction, costs of sensors is unddibte
fruitful future research direction.
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