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F-38027 Grenoble; CEA; CNRS; Universioseph Fourier, France

Electron microscopy of a macromolecular structure can lead to three-dimahsézonstructions whose
resolution is typically in the 30-18 range. Fitting atomic models of the macromolecular structure’s indi-
vidual components (e.g., obtained by X-ray crystallography or nuclegnet& resonance) into an electron
microscopy map allows an interpretation of the latter at nearly atomic resolutiovidng insights into
the interactions between the components. We present a graphical softesgned for interactive fitting
and refinement of atomic models into electron microscopy reconstructionsrabeharacteristics make it
applicable over a wide range of cases and resolutions. First, calculat®pgrformed in reciprocal space,
which results in fast algorithms. This allows big volumes of the map to be usedkingtmto account
the symmetry of the reconstruction (both in the calculations and in the gramlsgddy) while working
only with independent variables. Second, atomic models can be placduaaapin the map while the
correlation between the model-based electron density and the electronaomyaeconstruction is com-
puted and displayed in real-time. The positions and orientations of the modetfiaed by a least-squares
minimization.

We illustrate these features on three practical cases with different symsneinié resolutions.
The software as well as examples and user instructions are available ofregharges at

http://memibs.fr/UROX .



I INTRODUCTION

The three-dimensional structure of a macromolecular cernptovides important information
about the intricate interactions between its componentsneéSmacromolecular complexes have
been produced in homogeneous form, crystallized and aebtzhigh resolution (3-& or better)
by X-ray crystallography (XR). However, most of them are ta@é or too unstable to crystallize,
in which case only individual components of such complexaddtbe analyzed. On the other
hand, electron microscopy (EM) allows 3D reconstructiohalmole macromolecular complexes
under conditions closer to in-vivo (or at least to in-vitboy is limited to relatively low resolutions.
By fitting atomic models of individual components into the E&tonstruction the latter can be
interpreted at a resolution higher than its nominal oneetine effectively bridging the different
resolution ranges (for recent reviews sée 2)). The first combination of EM and XR relied
simply on visual inspection of the EM map and manual dockihthe XR models. Despite the
subjectivity inherent to such a procedure it lead to sigaiftaesults such as the identification of
several components of the adenovir8sdnd its binding footprint4).

Recent methodological developments improved the qualitiyefitting procedure. A variety of
softwares are currently available, such as COAN DOCKEM (6), EMFIT (7), FOLDHUNTER
(8), SITUS @), 3SOM (10), URO (11). Careful use of such softwares enhances the information
that can be gained from the fitting compared to a manual dggikiocedure and allows errors to
be estimated with other criteria than the human eye. Howewportant issues have to be treated

with caution, defining criteria that a fitting software shob@ulfill:

1. No maskingAt relatively low resolution (30-2@ or lower) the electron density often does
not contain enough distinctive features to unambiguoulslggpan atomic model in the EM
map. Therefore, fitting algorithms which require as a firgpgb carve out a piece of the
EM reconstruction (anaskaround putative positions of the models) would inevitakigsb

the solution.

2. Speed Ideally one should use all the experimental informationtamed in an EM map

without applying filtering techniques or simplified repretgions of the data, such as the
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Reduced Vector Representatio®. ( This may result in prohibitively long fitting proce-
dures, especially if the calculations are performed in-spaice and/or if the structure is

sizeable, such as an icosahedral virus.

3. Symmetry The reconstruction often contains a particular symmedrg.(helicoidal, icosa-

hedral) which should be taken into account adequately.

4. Anisotropy There can be anisotropy in the EM data, as in the case of tapbi data with
a missing wedge region. The fitting procedure must accourthfe anisotropy in order to

avoid the introduction of a bias in the solution.

5. Occupanciesin the case of partial occupancy of some molecules it isssa0§ to assign a

different weight (occupancy) to them.

6. Graphics Fast visual inspection of putative solutions is necessargarticular when nu-
merical criteria do not discern the correct one. Mismatdietsveen the EM map and the
fitted molecules can point to inaccuracies or plausible fications of the models, as those

produced by flexible fittingq, 12—14.

Among the above-mentioned softwares only URO satisfies theféiur criteria thanks to its
reciprocal-space formulatiorl{). However, it relies on an external graphics software such a
O (15), Coot @6) or Pymol (L7), to place the atomic models in the EM map and to inspect the
solutions. Switching back and forth between the computatand the graphics is time-consuming,
and becomes cumbersome when several molecules and theiretgymmates have to be placed in
the EM map.

The need for a close interaction between the graphics andatbalations is at the origin of
the development of UROX, which aims at treating all the abonvationed issues efficiently while

providing a user-friendly interface.



I UROX DESIGN AND METHODOLOGY

We start by a summary of the reciprocal-space formalidd) and then describe how this

formalism is integrated with the graphics.

A Reciprocal-space fitting

The fitting problem is formulated in reciprocal space as theimization of the so-called
“quadratic misfit” (Q) between the electron density basedheimolecules (including their sym-
metry mates) and the EM map1). In real spacé) is expressed as

o= L) - Ap™ o (x) Pd°r
lpem(x)Pdor ’

wherep™ (r) is the electron density of the EM map?¢(r) the electron density of the indepen-

1)

dent molecules and their symmetry mates, arttie relative scale between these two densities.
The integral in Eq. 1 is performed on a volume containing theap. On the other hand, in
reciprocal space) is expressed as

_ f|Fem(S) _ )\FmOd(S)|2d38

¢ [[Fm(s)Pds

(2)

where [*(s) and F¢(s) are the Fourier transforms of™(r) and p™¢(r), respectively. Ex-
plicitly, £™°4(s) is expressed in terms of the molecular scattering factprsf the independent
molecules asi(1)

Fmod(s) = Z Z fm(sMgRu) exp[27is(MgXm + Tg)] 3)

meM geG

wherem refers to one of thé/ independent molecules, located at the posikqp in the orienta-
tion R, with respect to a reference position (as detailedLB)); while g refers to the symmetry
operator represented by the translatibpand the rotatioM,. The F™¢ are thus functions of
the positional variables of the independent molecules.

It is worth noticing that minimizing Eqg. 2 amounts to maximig the correlation coefficient

_ [ Fem(s)F™od(s)ds
VI Fem(s)2d3s, /[ [Fmed(s)[2dBs

(4)
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In practice, integrals are calculated on discrete regukgphced grids, which amounts to sub-
stitute the integrals on the continuous variabley summations on the discrete variahleEq. 1
and Eq. 2 are strictly equivalent, both for continuous andifscrete Fourier transforms. This is
not a “superficial invocation of Parseval’'s theorem” asestan (19), but its rigorous application.

The first three points raised in the introduction are ad@esaturally when fitting is performed
in reciprocal space. Indeed, one can use the entire EM rgoctien, or at least a substantial part
of it containing all the independent molecules and sevdrdiear symmetry mates. Moreover, the
least-squares refinement algorithm used to minirGlzeshere the symmetry of the reconstruction
is efficiently taken into account by Eq 3, has proven to be dast to have a large convergence
radius @0). This formalism is implemented in URO and has been sucekgsipplied to several
fitting problems 21-43.

The reciprocal-space formulation is general in that it carapplied to low-resolution maps
derived from other experimental sources than EM (e.g., SAmle X-ray Scattering) and it can
use electron densities or ensembles of NMR structuresadstean atomic model. Also, we found
that the so-called “R-factor” widely used in crystallogrg@nd specific to the reciprocal space,

_ SullF - 1F
SulFgl

R (5)

helps assessing the resolution of the EM reconstruction.

B Interaction with the graphics

The interaction between the calculations and the grapkiosade possible through the use of
graphical libraries from the Visual ToolKit (VTK,44)) and through a substantial re-writing of
the reciprocal-space code. The Python language is usedai tegether the computational and
graphical subroutines. The position and orientation ofvalecules are extracted by graphical
subroutines each time a molecule is moved by the user. Tlusmation is given to a subroutine
that computes a correlation coefficient (Eq. 4) which is tte@arned to the display. The reciprocal-
space formulation is fast enough to allow this interactmodcur in real-time, as detailed below.

A Graphical User Interface (GUI) is also provided, with a mlad architecture so that the user
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can add or modify components if necessary. The issues nnewtio the introduction are treated

as follows:

1. No masking By default, calculations are performed with the entire (asked) EM map
provided by the user. An option to restrict theld of viewis available, using the “BoxWid-
get” tool from the VTK libraries, which provides a mask thaincbe manipulated interac-
tively to inspect local portions of the EM map. Contrary tolyg@ace fitting procedures this

mask is not used in the computations but serves only for muaoses.

2. Speed The computation of the correlation coefficiedt(, Eq. 4) takes about0~"s per
Fourier coefficient and per symmetry operation on a singtegssor machine, which makes
it possible to computé'C' in real-time. However, a practical limitation arises: iéthumber
of Fourier coefficients multiplied by the number of symmetperators becomes greater
than10° (e.g., the Rotavirus example below), the computations arelmw to allow real-
time interactions if all coefficients are used. NevertheldsV independent molecules have
to be placed in the map, only/NV parameters have to be determined, corresponding to the
positions and orientations of the molecules. Even thoubFRalrier coefficients are not
independent from each other, the fitting problem is widelgredetermined. Several options

are available to limit the number of coefficients, theredgvaing real-time computations:

e Perform the calculations at a lower resolution.
e Extract a subset of Fourier coefficients by a decimationgulace.

e Select only those coefficients belonging to the asymmenitin reciprocal space.

The first two options are applicable in a general case whéddtter is particularly useful

in the case of high point-group symmetry (e.g., icosahesiraimetry). Note that the loss
of high resolution is not critical for the real-time comptita since its goal is to provide a
suitable starting point for the subsequent least-squaneisnization procedure which uses

the whole resolution range of the data.
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Moreover, the display can also be accelerated either byndgirig the EM map, by us-
ing the above-mentioned “BoxWidget” and/or by taking adagetof the symmetry of the

reconstruction.

. Symmetry Several built-in symmetries are available: icosahededtahedral, helicoidal,
dihedral (D,), cyclic (C,), including of course the case of no symmetry (calledo€P,).
These symmetries were chosen to cover most of the practsascin EM but the user
has the possibility to add another one if it is not in the pded set. The symmetry is
included in the calculations (Eq. 3), with the option of defgha different set of operators
for each molecule. This is useful for example in the case eingetic protein lying on a
3-fold symmetry axis, as in the icosahedral rotavirus desdrin theApplicationssection.
Additionally, when the user moves one independent molecukae map the symmetry

mates have the ability to move along in real-time.

. Anisotropy Anisotropy of the data can be taken into account. For exankgurier coeffi-
cients falling into a missing wedge region can be detectednaturally excluded from the

summation in Eq. 2 or Eq. 4; this would not be possible in tlaégpace formulation (Eq. 1).

. Occupanciesilt is possible to attribute to each atomic model a partigupancy by accord-

ingly weighting its contribution to the terd™°¢ in the discrete form of Eq. 2.

. Graphics A close connection between the graphics and the compogaisoprovided. In
particular, each time a molecule is moved on the displayn#ve position and orientation
of this molecule are used to compute an updated CC. This femtpagticularly useful to
place the molecules at initial positions in the EM map andrialyze the results. Several
other options are available via the GUI such as map manipuokgtleast-squares refinement,
exhaustive searches, refinement of the relative geomeiaie Hetween the map and the

models.



C Flowchart

Practically, our software consists of five main steps. FastEM map is loaded and its resolu-
tion limits are defined. Because the EM map magnification candecurate by as much &%,
a scale factor is optionally introduced when calculating Bourier transform of the map. This
scale factor can be refined, as detailed in the section &fystnd Optimization”. Second, atomic
models are either loaded from a file or downloaded from thésr®ata Base (PDB). The Fourier
transform of each model is calculated at the resolution @M map with the model placed at a
reference positionl@). It may happen that several independent molecules camesjp the same
atomic model. For example, the helical assembly formed b, \te major capsid protein of Ro-
tavirus @5), contains two independent copies of the same VP6 trimeodah(seeApplications
section). In such a case the molecular scattering fa¢ip(&q. 3) are calculated only once for the
unique model at a reference position, and used for all thepaeddent molecules corresponding
to this model. Third, the symmetry of the reconstructionnisdduced, which defines a set of
symmetry operators to be applied to the independent m@sc@nly the operators that keep the
center of mass of each symmetry mate within the limits of thNergap are relevant for the fitting.
Fourth, the independent molecules are placed at an intigitipn in the EM map using the real-
time CC as a guide. The set of relevant symmetry operatorsdata@ automatically along the
procedure, with the option of using either the same set fan@dpendent molecules, or a different
set for each one. Finally, the molecular positions and taiens are refined with a least-squares
minimization. The overall strategy and the optimizatiotiaps to enhance the results of this last
step are described in the next section. At any point of thegatore, the positions and orientations

of any molecule (including any symmetry mate) can be saved.

D Strategy and Optimization

The procedure leading to a converged fitting solution shoulg take a few minutes of CPU
time on a single-processor computer (one cycle of leastreguminimization effectively takes

about2.5 x 10~"s per reflection, per symmetry operator and per molecule). radais of con-
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vergence of the least-squares minimization is roughly @ragnal to the resolution of the data.
For example, data up to 2R typically lead to a radius of convergence of about®8Q11). As
the resolution gets higher, the convergence radius getdespenhancing the dependence on the

initial positioning of the molecules.

Therefore, the usual strategy is to perform several cydesinimization, starting from low
resolution to high resolution, while monitoring in reait theC'C' as well as the positions and
orientations of the molecules. In the reciprocal-spacsmédism, changing resolution is straight-
forward because the Fourier transforms of the EM map andeafithdels ™ and F°?, respec-

tively) are calculated only once at the resolution of the Edonstruction.

Additionally, exhaustive searches (translational andadtattional) can be performed in a user-
defined region of the map. A full 6-dimensional search (3trotes and 3 translations) is generally
not useful (and fairly time-consuming) to perform since plositions of the molecules are found
guite accurately by the least-squares algorithm, espg@iilen symmetry is present. However, if
all data up to high resolution are included at early stagesfofement, molecules may be trapped
in false positions corresponding to a local maximunCaf (Eq. 4). In such a case, a rotational
exhaustive sampling proves quite useful, as illustrateadenGroEl example in the “Applications”

section. To accelerate the rotational sampling a Burdirtésian parameterization is usetb( 47).

Other optimizations options are available. For exampleabse the EM map magnification
can be inaccurate by as much@s, the absolute scale of the reconstruction is determined by
automatically performing the least-squares refinemerd\aral magnifications. Overall isotropic
temperature factors (B-factors) of the molecules can alsetieed. If the absolute handedness
of the EM map is unknown, fitting can be performed with leftdaight-handed maps, and the

correlation coefficient can be used to discriminate betvikem.

Finally, the algorithm purposely does not prevent clashetsvéen the different molecules
placed in the EM map, again with the idea of using at best tperxental data and avoid biases.
Indeed, a model may not exactly fit the EM map because the mlelenderwent modifications,
some of which may be taken into account by normal modes asalyrs the current implemen-

tation each independent molecule is considered as a rigigl, it inclusion of normal modes
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analysis to allow for flexible dockindlL@) is underway. The amount of overlap between different
molecules can therefore serve as a rough indication of thétguwf the fit. In addition toC'C

other figures of merit are optionally computed to help assggbe quality of the solution.

[l APPLICATIONS
A Rotavirus Capsid Proteins

The X-ray crystallographic structure of VP6, the major edpsotein of rotavirus (PDB code
1QHD (48)) was fitted into EM reconstructions corresponding to asdages of different sym-

metries.

1 Helical VP6 assemblies

The helical high-pH VP6 assembly (referred to as “small &il{d5)) was reconstructed to
a resolution of 20A. This reconstruction was chosen to illustrate the difficurh carving out a
volume of density around one molecule (Figure 1). Indegtipabh several VP6 trimers can be
distinguished by eye, the density is continuous betweem ted it would be difficult to decide
where to delineate the contour of a monomer. This problenndgamvented through the reciprocal
space formulation by using an EM map containing several sgtrywrelated molecules (44 VP6
monomers, more than 20,000 Fourier coefficients taf\)ZOAfter optimization of the scale factor
corresponding to the magnification of the EM map, we obtamedrrelation of 94.1% and an

R-factor of 33.4% (Figure 2), in agreement with a previousl{amed result11).

2 Icosahedral VP6 assemblies

We fitted the atomic model of VP6 into double- and triple-lagesemblies (DLP and TLP,
respectively 49)). Both DLP and TLP are icosahedral (with a triangulation bem50) T=13 for
the VP6 layer$1, 52) and contain five independent VP6 molecules (four trimatsamonomer).

The Fourier transform of each EM map leads to more than 68a;06fficients at 2@ resolution.
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FIGURE 1. Electron Density map of part of a helical VP6 assembly @brtubes”) contoured at
1.50. The zoom on a VP6 dimer reveals the contiguous density legtWwé6 monomers. The

figure is a snapshot of UROX.

FIGURE 2. Electron Density map of part of a helical VP6 assembly @brubes”), contoured at
1.50, with the result of the fit after refinement (CC=94.1%, R=33.4Vhere are two independent
VP6 trimers, colored in cyan and in blue; molecules relatgedymmetry are in the same color.

The figure is a snapshot of UROX.

We used only about 11,000 coefficients belonging to the astmerunit of the icosahedron to
reduce the computational cost to one second per refinemela cyhe resulting fit is shown in
Figure 3. As described elsewherd9) we fitted the VP6 atomic model in six reconstructions of
viral particles containing different layers of capsid giot from the rotavirus. The handedness
of each reconstruction was checked by fitting in a left-hdnaled in a right-handed map. The
EM magnification was estimated by fitting into a series of rstauctions with different scales
(e.g., from 0.9 to 1.1). This example illustrates that theespof the algorithm is instrumental,

considering the number of fits to be performed.
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FIGURE 3. Electron Density map and results of the fitting of VP6 intwble-layer (DLP, left)
and triple-layer (TLP, right) assemblies. The VP6 molesutdated by symmetry are in the same

color. The figure was prepared with Pymol.

B GroEl

We fitted the crystallographic structure of GroEl (PDB cod®EL, (53)) in a cryo-negative
stain EM reconstruction of GroEI58), which possesses a;Dsymmetry (one independent
molecule). Using data up to a resolution of éO(about 5000 Fourier coefficients), one cycle
of least-squares refinement takes abbwt?s. To illustrate the problem of a molecule being
trapped in an wrong position, the least-squares refinemastlaunched from an arbitrary po-
sition with data up to 2@&. The least-squares minimization converged to a wrongitlgagdown”
local optimum (Figure 4). Although the difference betwdssagood and the bad solutions may not
be immediately obvious to the eye, the correlation coefiicadlows to distinguish them clearly
(good CC=89.6%; bad CC=74.0%). Starting from the bad solutiorexaaustive search for the

rotational parameters allows one to recover the correatisalin a few minutes.

IV CONCLUSION

UROX is a user-friendly software for fitting atomic models$arElectron Microscopy recon-
structions. It uses a reciprocal-space formulatibh),(which was adapted for interactive initial
positioning of the molecules in the EM map, with real-timé&oéation and display of the correla-

tion between them. The symmetry of the EM reconstructiorsediuboth in the calculations and
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FIGURE 4. Fitting solution of the crystal structure of GroEl into iy@-negative stain EM recon-
struction. The correct solution (left) has a CC=89.6% whike tpside-down solution (right) has
a CC=74.0%. The figure is a snapshot of UROX.

in the graphics.

A user-friendly graphical interface is provided, with aiedy of options for the fitting. Ad-
ditionally, regions of the map can be hidden from the disptagimplify the visualization while
effectively using the whole EM map (or a substantial part)ahi the calculations. This combines

advantages of real-space visualization and reciproaaesfast computation.

Future developments are under way, notably to includeaotate Normal-Mode flexible fitting
(12). As the main programs for the graphical interface are amith a modular way using Python,
additional user scripts can be easily incorporated. The XJRGftware package is freely avail-
able athtt p: // mem i bs. f r/ UROX. This site also provides detailed installation instrug$io

including a user’'s manual and several solved examples.
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