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Abstract
The applications for handheld computers have evolved

from very simple schedulers or note editors to more com-
plex applications where high-level interaction tasks are
required. Despite this evolution, the input devices for in-
teraction with handhelds are still limited to a few buttons
and styluses associated with sensitive screens.

In this paper we focus on the visualization of large doc-
uments (e.g. maps) that cannot be displayed in their en-
tirety on the small-size screens. We present a new task-
adapted and device-adapted interface called TangiMap.

TangiMap is a three degrees of freedom camera-based
interface where the user interacts by moving a tangible
interface behind the handheld computer. TangiMap bene-
fits from two-handed interaction providing a kinaesthetic
feedback and a frame of reference.

We undertook an experiment to compare TangiMap
with a classical stylus interface for a two-dimensional tar-
get searching task. The results showed that TangiMap
was faster and that the user preferences were largely in
its favor.

Key words: Handheld computers, interaction, tangible
interface, large document visualization, evaluation.

1 Introduction

Handheld computers such as PDA and cell-phones are be-
coming more and more popular. They allow the users
to benefit from computing capability for mobile inter-
active applications. The available applications on hand-
held computers have evolved from simple schedulers and
note editors to more complex applications such as GPS
based navigation assistants or 3D games. This evolution
is strongly linked with the increasing computing capabil-
ity and screen resolution of these devices. Although the
current applications for handheld computers imply very
different user tasks, the available input devices for inter-
action are still limited to a few buttons and direct pointers
such as the styluses associated with sensitive screens.

The buttons are well suited for discrete inputs such as
character typing. The efficiency of the stylus for pointing
tasks makes it irreplaceable for WIMP interfaces. How-

Figure 1: City map visualization with TangiMap.

ever, we must ask ourselves if other input devices should
not be preferred for other tasks. Jacob and Sibert[13]
argued that the structure of the input device should be
adapted to the structure of the task. Therefore, we can
presume that the stylus is not best adapted to the tasks
implying more than 2 degrees of freedom (DOF). These
tasks include pan-and-zoom and 3D interaction tasks.

Whereas others chose to design adapted user interfaces
from the stylus inputs, we preferred to investigate the use
of a novel input device for interaction with handhelds.
The primary task that motivated our work was the in-
teractive visualization of large documents like maps or
pictures on the small screen size of the device. We de-
veloped a 3 DOF interface where the user directly holds
the document through a tangible target. We called this
interface TangiMap. The 3D position of the TangiMap
target is tracked in real-time using the video stream of
the embedded camera. Our interface and its software im-
plementation has been designed to be fast and simple in
order to maximize CPU capability for the application.

TangiMap is not limited to the visualization of large
maps. In [10], we investigated the use of a tracked tar-
get for interaction with 3D environments. More precisely,



the 3 DOF of the interface were used to easily manipulate
3D objects and to navigate in 3D scenes. Many other ap-
plications could benefit from TangiMap, like information
visualization applications or video games for example.

In this paper, we concentrate our study on the visual-
ization of large documents. Maps are good examples of
such data. After the presentation of the work that inspired
our interface in section 2, we describe TangiMap in sec-
tion 3 and some key applications in section 4. In section 5
we describe an experiment that evaluates the differences
between our interface and a classical stylus interface. Fi-
nally we conclude and introduce our future work.

2 Previous work

TangiMap is linked to several works in different research
areas. These works relate to the visualization of large in-
formation space from 2D input, handheld computer ded-
icated interfaces, Augmented Reality (AR) applications
and 3D user interfaces.

Large documents visualization from 2D input
The issue concerning the visualization of documents that
are larger than the visualization area did not appear with
the development of handheld devices. Consequently,
many interfaces based on 2D input have been developed
to help the users in their navigational tasks. Among these
interfaces, Zooming User Interfaces (ZUI) allow the users
to continuously access the data by zooming specific lo-
cations. The data is visualized through several levels of
refinement. Pad [15], Pad++ [2] and Jazz [3] are exam-
ples. Another approach for accessing the different levels
of refinement is an automatic zooming interface such as
the one proposed by Igarashi [12].

Handheld computer dedicated interfaces
In the specific context of handheld computers, dedicated
interfaces have been proposed. They are generally based
on the movements of the device itself. For example, the
ScrollPad [6] is a mouse-mounted PDA allowing the vi-
sualization of large documents while scrolling on a ta-
ble. The Peephole display [21] is a comparable interface
where the user moves the PDA in space allowing users
to build up spatial memory. Rekimoto [16] and Hinckley
et al. [11] use tilt sensors to navigate maps or document
lists. Inputs are provided by moving the device from its
original orientation. These works are inspired from the
pioneering investigations of Fitzmaurice [8, 9]. Another
approach consists of using external input devices. For
example, Silfverberg at al. [19] evaluated the benefit of
using an isometric joystick for handheld information ter-
minals.

Augmented Reality applications
Handheld devices have been used for AR applications,
too. The camera of the handheld is used to locate the
device from specific markers fixed in the real environ-
ment. For example, Rekimoto and Nagao [17] tracked
their NaviCam by means of color-code IDs. Wagner
and Schmalstieg [20] use ARToolKit with a PDA cam-
era for their AR applications. Currently, Rohs [18] uses
visual codes for several interaction tasks with camera-
equipped cell phones. Similar to the mobile AR appli-
cations, TangiMap is based on the analysis of the video
stream of the embedded camera for interaction.

3D user interfaces
Finally, TangiMap has been inspired by previous research
in the field of 3D user interfaces.

TangiMap benefits from two-handed interaction [4].
By moving one hand in relation to the other, the user ben-
efits from a kinaesthetic feedback, i.e. the user knows
where his dominant hand is according to his non domi-
nant hand. The non dominant hand provides a reference
frame [1].

TangiMap can be seen as a tangible interface too as
the user physically holds the data. Tangible user inter-
faces provide a haptic feedback in addition to a visual
feedback, which can increase interaction. Indeed, physi-
cally touching the data that is visualized provides an ad-
ditional sensitive feedback and an increase in perception.
An example of such a tangible interface is the Active-
Cubes from Kitamura et al. [14].

3 TangiMap

3.1 Motivation
The two main motivations behind the development of
TangiMap were:

� a task-adapted interface,

� a device-adapted interface.

Task-adapted
We wanted to adapt the structure of the interface to the
structure of the task. As our main task was the visualiza-
tion of large two-dimensional documents such as maps,
we developed an interface where 3 DOF can be managed
at the same time. Indeed, navigating in large 2D docu-
ments requires at least 3 DOF. 2 DOF relate to pan move-
ments while the third relates to zoom operation. These
3 DOF can be controlled by means of 2D input devices
such as mice and styluses. In this case, specific user in-
terfaces have to be chosen in order to map the 2 DOF of
the device to the 3 DOF of the task. Among these user
interfaces, there are the classical sliders, the ZUI and the



automatic zooming techniques described above. Intrinsi-
cally, these techniques lead to an indirect way of working,
resulting in cognitive loads. To allow an easier and faster
interaction with the data, we developed an interface that
has as many DOF as the task requires.

Device-adapted
We developed TangiMap according to the handheld’s
characteristics. To deal with the problem of the small vi-
sualization area, we developed an interface that does not
occlude – even partially – the screen of the handheld com-
puter. Indeed, the main drawback of the styluses which
are the main input devices for interaction with PDA is that
they occlude the small size of the screen, which conflicts
with the visualization tasks. Occluding the visualization
area may result in some problems for the user. Moreover,
moving the handheld computer to interact as described
previously leads to an attenuated perception of the dis-
played images, as the screen has to be permanently tilted.

Mobile setting is another characteristic of handheld
computers that motivated the choices for the design of
TangiMap. Indeed, we developed an interface that can be
used anywhere, without the need of specific installation
and without being dependent of a network.

Finally, the limited computing capability of handheld
computers leads us to the development of a very efficient
algorithm for our interface. This algorithm described in
the following insures a real-time interaction.

3.2 Implementation
In this section, we sum-up the quite simple implemen-
tation of the TangiMap interface. For more details, the
reader can refer to [10].

TangiMap consists of a tangible target that the user
holds in one hand while holding the camera-equipped
device in the other. The target, shown in Figure 2, is a
12� 12 cm wide square paperboard divided into an array
of 8 � 8 cells. These cells are color-codes composed of
3 � 2 code-units. In order to minimize the dependence
on the light conditions, the target is drawn with only 3
pure colors: red for the background, blue and green for
the codes. Each cell codes its position in the target using
a binary representation where blue is assigned to0 and
green to1. The three top code-units of a cell relate to the
column number while the three bottom ones relate to the
row number.

In order to insure a real-time computation, the target
tracking is done by analyzing only a few pixels in each
frame of the video stream captured by the camera. To
detect the current position of the target, we first consider
the pixel at the center of the frame. From this starting
pixel we look for the cell’s border by looking at every
pixel in the 4 cardinal directions until a red pixel is found

Figure 2: The target: an array of color codes drawn with
3 colors, Red (background), and Green and Blue (code).

(see Fig. 3). The row and column numbers are then di-
rectly inferred from the green or blue color of the 6 pixels
relating to the code-units.

Figure 3: Color code analysis. The 6 code-units are di-
rectly accessed from the borders of the cell.

From the detected codes and the relative position of the
starting pixel in the cell, thex-y position of the target can
be computed. Thez coordinate is inferred from the cell
width in pixel unit. Indeed, the farther the target from
the camera, the smaller the distancez. A simple filter
based on the previous records is used to avoid the jittering
coming from the hand of the users.

We designed a very fast algorithm to maximize CPU
capability to the end-user application. The target position
can be estimated in very little time from the input images
– less than one quarter of millisecond on our 400MHz
PDA. Consequently, our approach allows a real-time in-
teraction and can be used without penalizing the applica-
tion.



4 Navigation in 2D data

The design of TangiMap has been initiated from the need
to visualize large city maps on PDA. Let’s imagine you
have planned a trip to a city you don’t know to take part in
a conference. From the conference web site, you down-
load a map onto your handheld computer, which indicates
the location of your hotel and the location of the confer-
ence 2 miles away. In the street, planning your route with
your PDA, you need to visualize the starting and ending
point in a global view. At this level, the problem is that
you cannot see the name of the streets. Consequently,
you have to zoom-in to the starting point to focus on a
reduced area. Then, you want to move the map to the
end point, but you don’t know exactly where you have to
go as you do not see the end point anymore. Therefore,
you have to zoom-out to have a global view, and zoom-in,
and so on. With a stylus, zoom-in and zoom-out are gen-
erally performed by way of widget buttons, resulting in
many coming and going operations. The same problem
is also encountered with the majority of the online map
browsers.

With TangiMap, the route planning is made more nat-
urally because you virtually hold the whole map in your
hand. The zoom operations are continuously performed
by bringing your arm closer or farther from your device.

Using TangiMap for the visualization of large text
documents such as PDF files or web pages as done in
[12] is not appropriate. Indeed, reading long text on
a small screen is mainly a linear task requiring only
1 DOF. Therefore, 1 DOF interfaces extended with a
zooming control are much more adapted than TangiMap.
TangiMap is well suited for the visualization of 2 dimen-
sional documents such as maps or photos.

TangiMap is also particularly well suited to multiscale
navigation as done in [2]. The navigation in the different
order of magnitude is directly controlled by the 3 DOF
of TangiMap. Similarly, applications using Scalable Vec-
tor Graphics (SVG [7]) can benefit from TangiMap, es-
pecially when adaptive level-of-detail are used [5]. For
example, an architect who wants to check technical draw-
ings (e.g. electrical circuits) on site with his PDA will be
able to easily zoom-in to focus on details and zoom-out
to have a more global view.

5 Evaluation

We wanted to evaluate the benefit of our interface as op-
posed to a classical stylus approach for a 2D searching
task. Thus, we have set up an experiment where the sub-
jects had to find targets on a map. In the first step, we
only wanted to compare the differences in performance
when the 2 pan DOF was evolved. Indeed, as styluses
have only 2 DOF, an arbitrary technique has to be chosen

to control the third zooming DOF. In order not to com-
pare our interface to a particular zooming technique, we
chose to perform an experiment where only 2 DOF have
to be controlled by the user. The classical drag-and-drop
technique was used to control pan with the stylus. Pan
was directly controlled by the TangiMap movements. A
button of the handheld was used to activate or release the
tracking of the target. Our hypothesis was that even with
only 2 DOF to control, the user performance with our in-
terface would surpass the user performance with the sty-
lus for a 2D searching task.

(a) The red target has not been
caught yet, its position on the
map is drawn in the bottom-
right minimap.

(b) The green target has been
touched and the position of
the next target is drawn in the
minimap.

Figure 4: Screenshots of the experiment.

5.1 Task and procedure
The task consists of searching for a small target appear-
ing on a map. We choose a quite simple map with some
general landmarks such as a river, rocks and forests. As
illustrated in Figure 5, the visible part of the map is dis-
played on the full screen while a small representation of
the whole map appears as a minimap on the bottom-right
corner. No indication about the location of the viewpoint
appears on the minimap. Consequently, the users have to
look for the target on the main map according to its global
location on the minimap.

In a previous experiment, the current viewport was
to drawn on the minimap. We noticed that the subjects
didn’t look at the main map anymore but rather focused
their attention on the minimap. Therefore, the task was
reduced to move the viewpoint box to the highlighted
target without looking at the main map. This task was
closer to a 2D pointing task than a task where the users
had to find targets on a map. That is why we chose not



to display any information about the current location in
the minimap. Moreover, clicking on the minimap with
the stylus to jump to specific locations was not allowed.
Indeed teleportation on the map implies a very limited
knowledge of the environment, which is not well suited
to a searching task. For example, directly jumping to the
final destination does not make sense in the routing ap-
plication we have previously described.

For each trial, a red target appears randomly on the
map, and the corresponding point is highlighted on the
minimap. The subjects are asked to position as quickly as
possible the target to the center of the screen, by moving
the map. Once the target is reached, the current target
becomes green and the experiment continues with a new
target.

16 subjects performed the experiment, with both the
interfaces. All of them (10 males and 6 females) were
graduated students between 22 and 27, and none of them
used a PDA more than 5 times. Half of them began with
the stylus while the other half began with TangiMap.

For each interface, the subjects performed 5 training
trials and 15 measured trials, resulting in 240 records per
interface. We measured completion time. We didn’t try to
measure the accuracy of the interfaces (i.e. the error rate
for precise positioning). Indeed, there is no doubt that a
stylus interface is more accurate than TangiMap. In the
experiment we have performed, we focused on the ability
of the users to quickly find targets on maps that cannot be
visualized in their whole.

After the experiment, the subjects were asked to com-
plete a questionnaire.

The experiment has been performed using a PocketPC
Toshiba e800 PDA (XScale ARM at 400MHz) equipped
with a CompactFlash FlyCAM camera with a resolution
of 160�120 pixels. Our application has been coded in
C using the Microsoft GAPI (Game API) to access the
video memory.

5.2 Results

We used the paired t-test for the statistical analysis of the
obtained means. The results have shown that TangiMap
was significantly faster than a stylus approach.

Stylus TangiMap
Completion time means (s) 109.81 85.93
Standard deviation 39.37 29.36
Significance t(15) = 3:89, p = 0:001

These results are illustrated in Figure 5.

5.3 Discussion
The results can be explained by the structure of our in-
terface. Indeed, by holding the tangible map, the users
benefit from the kinaesthetic feedback in addition to the
visual feedback. For example when a target appears on
the top-left corner, the subjects have only to directly move
the TangiMap target to a corresponding location. Then,
the target can be found quickly. When a new target ap-
pears, the subjects move with their dominant hand the
TangiMap target to the new location according to their
non-dominant hand.

On the one hand, stylus interaction appears less effi-
cient as the users have to move the map without knowing
exactly where to go. The only feedback they have is the
one provided by the visual cues. Consequently, subjects
have to pay attention to the landmarks, which induces
cognitive overhead.

As an informal experiment, we tested with a few sub-
jects the same experiment without any background map.
The users were totally lost with the stylus because they
didn’t have any visual feedback. On the other hand, they
managed to find the targets more easily with TangiMap.

A faster technique with the stylus would be to directly
click the location to go on the minimap. This technique
has not been chosen as our goal was to visualize and to
understand large documents such as maps. Indeed, as we
have previously explained, direct jumps to specific loca-
tions do not allow a global knowledge of the environment.

Finally, in this evaluation, the given map was not very
large. A direct mapping between the map and the tar-
get of TangiMap was possible. For very large documents,
such a direct mapping is not well suited anymore. Conse-
quently, a first order transfer function has to be introduced
to enable relative movements.

Subjects comments
12 of the 16 subjects (75%) preferred using TangiMap
rather than the stylus interface (Figure 6). They particu-
larly appreciated the continuous and direct movements of
TangiMap compared to the stylus. Indeed, for large dis-
placements of the map, users had to apply several drag-
ging movements with the stylus, which results in jerks.
With TangiMap, users only had to make one main move-
ment with their hand, resulting in a more direct interac-
tion.

A technique consisting of moving the stylus from the
center of the screen could have induced more continuous
interaction with the stylus interface. However, the main
drawback of such a technique is that it partially but per-
manently occludes the screen. Moreover, this technique
requires a necessary learning period.

None of the subjects indicated that fatigue was a draw-
back of TangiMap in the free comment section. When



(a) Completion times of the subjects. (b) Means of the completion times.

Figure 5: Experiment results.

Figure 6: User preferences.

they were explicitly asked, 8 of the 16 subjects (50%)
found that TangiMap induced more fatigue than the sty-
lus interface. Half of the subjects found that applying
several dragging movements was inducing more fatigue.
During the experiment, we noticed that all the users were
bringing the TangiMap target as close as possible to the
camera. The closer the two hands, the more comfortable
the position. Two issues limit the proximity between the
TangiMap and the camera. First, at least one cell printed
on the TangiMap target has to be visible in its whole for
the tracking technique. The results of the experiment fa-
vor reducing the size of the cells on the TangiMap tar-
get. The second issue relates to the limitation of the
low-quality camera. Indeed, the closer the TangiMap, the
lower the quality of the image. With the new version of
TangiMap, our tracking algorithm operates well starting
from a distance of 5cm, which allows a comfortable use.
The interface still operates well when the arm of the user

is tightened. Finally, we noticed that only one subject
moved the handheld rather than moving the TangiMap
target.

6 Conclusion and future work

Buttons and styluses are very well suited for many ba-
sic tasks on handheld computers. However, these in-
put devices are maybe not the best solution for some
higher-level tasks. In particular, we showed that even
with adapted user interfaces, using a stylus to navigate
in large documents suffered from several drawbacks.

We propose TangiMap, a new interface designed for
interaction with mobile handheld devices. TangiMap is
a 3 DOF interface benefiting from two-handed interac-
tion, kinaesthetic feedback, and frame of reference. As
the users hold the data, TangiMap can be seen as a tan-
gible interface. We developed a very light algorithm en-
abling a real-time interaction using very few CPU ticks.

The experiment we performed showed that TangiMap
was faster than a classical stylus approach and that
the user preferences were widely in favor of our inter-
face. It could be interesting now to compare TangiMap
with a higher-level stylus user interface such as the
speed-dependent automatic zooming interface proposed
by Igarashi [12].

The success of TangiMap for navigation in large doc-
uments motivates us to extend the use of this new inter-
face to the field of graph visualization. Indeed, directly
holding the data thought TangiMap could favor the un-
derstanding of the abstract information. Moreover, spe-
cific information visualization techniques could benefit
from the third degree of freedom. For example, a classi-
cal fisheye technique could be extended to a 3 DOF fish-
eye technique where the distance of TangiMap from the



camera would control the size of the fisheye.
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