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Abstract. Hierarchical representations, such as irregular pyramids, are
the bases of several applications in the field of discrete imagery. So, n-
dimensional ”bottom-up” irregular pyramids can be defined as stacks of
successively reduced n-dimensional generalized maps (n-G-maps) [11],
each n-G-map being defined from the previous level by using removal and
contraction operations defined in [8]. Our goal is to build a theoretical
framework for defining and handling n-dimensional ”top-down” irregular
pyramids. To do so, we propose in this paper to study the definition of
both insertion and expansion operations that allow to conceive these
kinds of pyramids.

1 Introduction

Hierarchical representations form the bases of several applications in the field
of discrete imagery. Our goal is the study of basic problems related to the def-
inition of hierarchical structures. To achieve this goal, removal and contraction
operations have been defined in [8]. In this paper, we define two others basic op-
erations: insertion and expansion, which allow to define ”top-down” pyramids.

Many works deal with regular or irregular image pyramids for multi-level
analysis and treatments. The first ones are [7, 12, 16, 17]. In irregular pyramids,
each level represents a partition of the pixel set into cells, i.e. connected subsets of
pixels. There are two ways to build an irregular pyramid: ”botom-up” and ”top-
down”4. In the first case, the number of cells increases between two contiguous
levels of a pyramid, while in the second case this number of cells decreases. To
manipulate these models, it is neccessary to handle a (topological) representa-
tion and some basic operations, for instance dual graphs [13] and removal and
contraction operations [8].

⋆ Partially supported by the ANR program ANR-06-MDCA-015/VORTISS.
⋆⋆ Paper published in Proceedings of 14th International Conference DGCI, LNCS 4992,

pp. 141-152, 2008. Thanks to Springer-Verlag Berlin Heidelberg. The original publi-
cation is available at http://www.springerlink.com/content/t2486l2838326207/

4 In the following sections, we use the terms ”top-down” and ”bottom-up” pyramids
to refer to the pyramids built by using ”top-down” and ”bottom-up” approaches,
respectively.
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Fig. 1. Links between the basic operations which allow to handle irregular pyramids.

Grasset-Simon and al [11] build a theoretical framework for defining and
handling n-dimensional ”bottom-up” irregular pyramids. To do so, they use the
removal and contraction operations, defined in [8], in order to get consistent defi-
nitions of data structures for any dimension. Our goal is the same as [11]: build a
theoretical framework, but for defining and handling n-dimensional ”top-down”
irregular pyramids. Therefore, we study the definition of insertion and expansion
of i-dimensional cells within n-dimensional objects, in order to define the rela-
tions between two consecutive levels of a ”top-down” pyramid. We also study
the definition of these operations in order to set the links between ”bottom-up”
and ”top-down” irregular pyramids. Indeed, insertion and expansion operations
(basic operations used for the definition of ”top-down” irregular pyramids) are,
respectively, the inverse of removal and contraction operations (Fig. 1).

We choose to study the definitions of insertion and expansion operations for
n-dimensional generalized maps, since this model enables us to unambiguously
represent the topology of quasi-manifolds, which is a well-defined class of sub-
divisions [15]. Note that several models based on combinatorial maps [9] have
been proposed for handling two-dimensional [6, 10] and three-dimensional seg-
mented or multi-level images [1–3]. We prefer to use generalized maps instead of
combinatorial maps, since their algebraic definition is homogeneous; therefore,
we can provide simpler definitions of data structures and operations with gener-
alized maps, which are also more efficiency for the conception of softwares (note
that several kernels of geometric modeling softwares are based upon data struc-
tures derived from this notion). Last, we know how to deduce combinatorial maps
from generalized maps, so the results presented in this article can be extended to
combinatorial maps. Precise relations between generalized, combinatorial maps
and other classical data structures are presented in [14].

We recall in Section 2 the notion of generalized maps, removal and contraction
operations. Then we define the insertion operation of one i-dimensional cell in
Section 3, and expansion operation by duality (in Section 4). In Section 5, we
show that it is possible to simultaneously insert and expand several cells of the
same dimension. Last, we conclude and give some perspectives in Section 6.

2 Recalls

2.1 Generalized maps

An n-dimensional generalized map is a set of abstract elements, called darts,
and applications defined on these darts:
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Fig. 2. (a) A 2D subdivision. (b) The corresponding 2-G-map (involutions are explicitly
given in the array). Darts are represented by numbered black segments.

Definition 1. (Generalized map) Let n ≥ 0. A n-dimensional generalized map
(or n-G-map) is G = (B, α0, . . . , αn) where:

1. B is a finite set of darts;
2. ∀i, 0 ≤ i ≤ n, αi is an involution5 on B;
3. ∀i, j, 0 ≤ i < i + 2 ≤ j ≤ n, αiαj is an involution (condition of quasi-

manifolds).

Let G be an n-G-map, and S be the corresponding subdivison. A dart of G
corresponds to an (n+1)-tuple of cells (c0, ..., cn), where ci is an i-dimensional
cell that belongs to the boundary of ci+1 [4]. αi associates darts corresponding
with (c0, . . . , cn) and (c′0, . . . , c

′
n), where cj = c′j for j 6= i, and ci 6= c′i (αi swaps

the two i-cells that are incident to the same (i − 1) and (i + 1)-cells). When
two darts b1 and b2 are such that b1αi = b2 (0 ≤ i ≤ n), b1 is said i-sewn with
b2. Moreover, if b1 = b2 then b1 is said i-free. In Fig. 2, Dart 1 corresponds
to (s1, a1, f1), dart 2 = 1α0 corresponds to (s2, a1, f1), 3 = 2α1 corresponds to
(s2, a2, f1), and 20 = 3α2 corresponds to (s2, a2, f2). G-maps provide an implicit
representation of cells:

Definition 2. (i-cell) Let G be an n-G-map, b a dart and i ∈ N = {0, ., n}. The
i-cell incident to b is the orbit6 〈〉N−{i} (b) = 〈α0, . . . , αi−1, αi+1, . . . , αn〉 (b).

An i-cell is the set of all darts which can be reached starting from b, by using
any combination of all involutions except αi. In Fig. 2, the 0-cell (vertex) incident
to dart 2 is the orbit 〈α1, α2〉 (2) = {2, 3, 20, 21}, the 1-cell (edge) incident to
dart 3 is 〈α0, α2〉 (3) = {3, 4, 19, 20}, and the 2-cell (face) incident to dart 9 is
〈α0, α1〉 (9) = {9, 10, 13, 14, 17, 18}. The set of i-cells is a partition of the darts of

5 An involution f on S is a one mapping from S onto S such that f = f−1.
6 Let {Π0, ..., Πn} be a set of permutations on B. The orbit of an element b relatively

to this set of permutations is 〈Π0, ..., Πn〉 (b) = {Φ (b) , Φ ∈ 〈Π0, ..., Πn〉}, where
〈Π0, . . . , Πn〉 denotes the group of permutations generated by {Π0, . . . , Πn}.
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Fig. 3. 0-removal in 1D. (a) Initial 1-G-map. (b) Result. Vertex C = 〈α1〉 (2) = {2, 3}
and Cα0 = {1, 4} = BS. 0-removal consists in setting 1α′

0 = 1 (α0α1) α0 = 4 ∈ BS and
4α′

0 = 4 (α0α1) α0 = 1 ∈ BS .

the G-map, for each i between 0 and n. Two cells are disjoined if their intersection
is empty, i.e. when no dart is shared by the cells. More details about G-maps
are provided in [15].

2.2 Removal and contraction operations

In a general way for an n-dimensional space, the removal of an i-cell consists in
removing this cell and in merging its two incidents (i + 1)-cells: so removal can
be defined for 0 . . . (n − 1)-cells.

Definition 3. (i-cell removal [8]) Let G = (B, α0, . . . , αn) be an n-G-map, i ∈
{0, . . . , n − 1} and C = 〈〉N−{i} (b) be an i-cell, such that: ∀b′ ∈ C, b′αi+1αi+2 =

b′αi+2αi+1
7. Let BS = Cαi − C, the set of darts i-sewn to C that do not

belong to C (Fig. 3). The n-G-map resulting from the removal of C is G′ =
(B′, α′

0, . . . , α
′
n) defined by:

– B′ = B − C;
– ∀j ∈ {0, . . . , n} − {i} , α′

j = αj |B
′; 8

– ∀b′ ∈ B′ − BS , b′α′
i = b′αi;

– ∀b′ ∈ BS , b′α′
i = b′ (αiαi+1)

k
αi (where k is the smallest integer such that

b′ (αiαi+1)
k
αi ∈ BS).

The last expression redefines involution αi for each dart b ∈ BS in G. Indeed,
the image of b by α′

i is dart b′ ∈ BS such that b and b′ both are ends of path

(αiαi+1)
k
αi. In Fig. 3a, darts 1 and 4 are the extremities of path (α0α1) α0

which is represented by a curving line.
Note that G′ can contain only one n-cell, and may even be empty if G contains

only one i-cell. Note also that contraction operation can be defined directly by
duality (see section 4 for explanations on duality in G-map). More details about
removal and contraction operations are provided in [8].

7 This constraint corresponds to the fact that the local degree of i-cell C is 2 (a vertex
locally incident to exactly two edges or an edge locally incident to two faces or a
face locally incident to two volumes...).

8 α′

j is equal to αj restricted to B′, i.e. ∀b ∈ B′, bα′

j = bαj .
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Fig. 4. 0-insertion in 1D. (a) Initial 1-G-map G corresponds to the orbit 〈α0, α1〉 (1),
0-cell C1 = 〈α1〉 (7) = {7}, E1 = {3}, F1 = {7}, involution γ is represented by dashed
lines: γ sews darts 1, 2 and 3 with darts 5, 6 and 7, respectively. 0-cell C2 = 〈α1〉 (5) =
{5, 6}, E2 = {1, 2}, F2 = {5, 6}. (b) Invalid result after inserting C1 into G (α0 is no
more an involution since 3α0 = 7 and 4α0 = 3). (c) Valid result after inserting C2 into
G (the precondition bα0 = bγα1γ is satisfied for all darts of E2).

3 Insertion

The insertion of an i-cell C into an n-G-map G consists (conversely to removal
operation) in adding this cell to G and splitting an (i + 1)-cell where C should
be inserted: so insertion can be defined for 0 . . . (n − 1)-cells. In this section, we
present some useful cases of 0 and 1-insertions in 1- and 2-dimensional space
before giving the general definition in nD.

3.1 Dimension 1: 0-insertion

In dimension 1, only the 0-insertion exists, which consists in adding a vertex and
splitting an edge where that vertex should be inserted. Let G = (B, α0, α1) be
the initial 1-G-map, C = 〈α1〉 (b) be the vertex to insert (belonging to another
G-map) and E and F be two subsets of darts such that: E ⊆ B and F ⊆ C.
These subsets allow to explicit where and how cell C will be inserted in G-map
G by using an additional involution9 γ (Fig. 4). The 1-G-map resulting from 0-
insertion, called G′ = (B′, α′

0, α
′
1), is obtained only by redefining α0 for the darts

of E and F as follows: ∀b ∈ E∪F, bα′
0 = bγ, where B′ = B∪C (α′

0 is unchanged
for the darts of B′ − (E ∪ F ), α′

0 = α0 and α′
1 is unchanged for the darts of B′,

α′
1 = α1). Furthermore, 0-insertion can be applied only if the following precon-

ditions are satisfied: (1) ∀b ∈ C, b is 0-free and (2) ∀b ∈ E, bα0 = bγα1 (α0α1)
k
γ

(where k is the smallest integer such that bγα1 (α0α1)
k ∈ F ). These constraints

ensure the validity of the operation and the fact that 0-insertion is the inverse
operation of 0-removal, by avoiding the following cases:

1. b ∈ E is not 0-free and bγ is 1-free. In such a case, we have C = F = {bγ},
b′ = bα0 ∈ B − E and b′ 6= bγ. Thus, we have b′α′

0 = b′α0 = b and b′α′
0α

′
0 =

bα′
0 = bγ 6= b′. α′

0 is not well-defined since it is not an involution (Fig. 4b);
2. b ∈ E is not 0-free and it does not exist a path between darts b and bα0

expressed by the following composition of involutions γα1 (α0α1)
k γ. Indeed,

for the same reason that the previous case, α′
0 is not well-defined and is not

an involution;

9 γ is defined on set E ∪ F as follows: b ∈ E ⇔ bγ ∈ F .
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Fig. 5. Example where the precondition of the 0-insertion is not satisfied. (a) Darts of
the vertex C to insert and to remove are numbered 3 and 4. Involution γ is marked
with dashed line. E and F are two subsets of 0-free darts defined as: E = {1, 2} and
F = {3, 4}. (b) Resulting 1-G-map G′ after sewing the darts of F with those of E

(0-insertion without precondition). (c) Resulting 1-G-map after removing C from G′:
darts 1 and 2 are now sewed by α0, whereas they were 0-free before insertion.

3. it exists a path10 between two darts b and b′ of F such that b 6= b′ and bγ is
0-free or bγα0 6= b′γ. In such a case, we do not obtain the same 1-G-map G
after successively inserting then removing a 0-cell C; hence, the 0-insertion
is not the inverse operation of 0-removal (Fig. 5).

In Fig. 4c, the 0-insertion of C2 is obtained by redefining α0 for the darts of
E2 = {1, 2} and F2 = {5, 6} such that: 1α′

0 = 5 and 2α′
0 = 6. Note that α1 is

not modified by 0-insertion.

3.2 Dimension 2

0-insertion It consists in adding a 0-cell C = 〈α1, α2〉 (b) into an initial 2-G-
map G = (B, α0, α1, α2). There are several ways to carry out this operation.
Indeed, several possible combinations enable to link the darts of C with those of
B (Figs. 6b and 6c). Then, it is necessary to remove this ambiguity by defining
an involution that enables to characterize these links in a single way. Let γ be
this involution and E and F be two subsets of darts (γ, E and F are defined as
above and respect the same properties). The 2-G-map resulting from 0-insertion,
called G′ = (B′, α′

0, α
′
1, α

′
2), is obtained by redefining α0 for the darts of E and

F as follows: ∀b ∈ E ∪ F, bα′
0 = bγ. In Fig. 6c, 0-insertion consists in setting

1α′
0 = 5, 2α′

0 = 8, 3α′
0 = 7 and 4α′

0 = 6. Note that this redefinition of α0 is the
same as for dimension 1 but concerns different darts, since it is a 0-cell within
a 2D object (intuitively, in the general case, this operation consists in applying
the 0-insertion defined for dimension 1 twice).

0-insertion can be applied only if the following preconditions are satisfied:

1. ∀b ∈ E∪F such that bα2 ∈ E∪F then bα2γ = bγα2. This constraint enables
to guarantee the quasi-manifold of the resulting 2-G-map: ∀b ∈ E ∪ F, α′

0α
′
2

is an involution, by using the following substitutions: ∀b ∈ E ∪ F, bγ = bα′
0

and ∀b ∈ E ∪ F, bα2 = bα′
2. Then, we obtain ∀b ∈ E ∪ F, bα2γ = bγα2 ⇔

bα′
2α

′
0 = bα′

0α
′
2. Thus, α′

0α
′
2 is an involution for all darts in E ∪ F ;

10 The path between two darts b and b′ of F is expressed by the following composition
of involutions α1 (α0α1)

k, where k is the smallest integer such that bα1 (α0α1)
k = b′.
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Fig. 6. 0-insertion in 2D. (a) 0-cell C = 〈α1, α2〉 (5) = {5, 6, 7, 8}, E = {1, 2, 3, 4},
F = C, initial 2-G-map G corresponds to the orbit 〈α0, α1, α2〉 (1). Involution γ1 is
represented by dashed lines and links darts 1, 2, 3 and 4 with 5, 6, 7 and 8, respectively.
Involution γ2 (not shown on the figure) links darts 1, 2, 3 and 4 with 5, 8, 7 and 6,
respectively. (b) Resulting 2-G-map after inserting C into G by using involution γ1.
(c) Resulting 2-G-map after inserting C into G by using involution γ2.

2. ∀b ∈ C, bα1α2 = bα2α1: this constraint corresponds, in the general case, to
the fact that the local degree of the vertex is equal to 2. If this constraint is
not satisfied, we cannot remove C after inserting it. Indeed, ∀b ∈ C, bα1α2 =
bα2α1 is also a precondition of the removal operation [8]. Thus, in order to
define insertion operation as inverse of removal operation, it is necessary to
check this precondition;

3. ∀b ∈ E, bα0 = bγα1 (α0α1)
k
γ (where k is the smallest integer such that

bγα1 (α0α1)
k
∈ F ): this constraint is the same as the one defined in the

previous section.

1-insertion It consists in adding a 1-cell C = 〈α0, α2〉 (b) into an initial 2-
G-map G = (B, α0, α1, α2). Let E and F be two subsets of darts and γ an
involution (E, F and γ are defined as in subsection 3.1). The 2-G-map G′,
resulting from 1-insertion, is obtained by redefining α1 for the darts of E and
F as follows: ∀b ∈ E ∪ F, bα′

1 = bγ. Examples of this operation are represented
in Figs. 7 and 8. 1-insertion can be applied only if the following precondition
is satisfied: ∀b ∈ E, bα1 = bγα2 (α1α2)

k γ (where k is the smallest integer such

that: bγα2 (α1α2)
k ∈ F ).

The first two preconditions, defined in the previous subsection, are always
satisfied. Indeed, for the first case, G′ is a quasi-manifold since only α1 is rede-
fined by 1-insertion operation, and α0α2 is an involution in G; for the second
case, the local degree of an edge in a 2-dimensional quasi-manifold is always
equal to 2.

3.3 Dimension n

The general definition of i-cell insertion for an n-dimensional G-map is a direct
extension of the previous cases. Let C be the i-cell to insert, E and F be two
subsets of darts. i-insertion of C in G is carried out by sewing darts of F with
those of E by an involution γ. Then i-insertion consists in redefining αi for the
darts of E and F in the following way: bα′

i = bγ. We obtain the general definition
of the i-insertion operation:
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Fig. 7. 1-insertion in 2D in the general case.
(a) Darts of the edge to insert are numbered
1, 2, 3 and 4. Involution γ is represented by
dashed line. (b) Result. The precondition of
the 1-insertion is satisfied: 5α1 = 5γα2γ = 6
(here, k = 0).

11
12

13

14

9

10

(a)

11
12

14

10

9

13

(b)

Fig. 8. 1-insertion of a loop. (a) Ini-
tial 2-G-map with the loop to insert
and involution γ. (b) Result. The pre-
condition of the 1-insertion is satisfied:
13α1 = 13γα2 (α1α2) γ = 14.

Definition 4. (i-cell insertion) Let G = (B, α0, α1, . . . , αn) be an n-G-map,
i ∈ {0, . . . , n − 1}, C = 〈α0, . . . , αi−1, αi+1, . . . , αn〉 (b) be the i-cell to insert,
E and F be two subsets of darts such that: E ⊆ B and F ⊆ C and γ be an
involution defined on set E ∪ F such that: b ∈ E ⇔ bγ ∈ F . This operation can
be applied only when:

– ∀b ∈ F, b is i-free;
– ∀b ∈ C, bαi+1αi+2 = bαi+2αi+1

11;
– ∀b ∈ E ∪ F, ∀j 0 ≤ j ≤ n such that |i − j| ≥ 2 and bαj ∈ E ∪ F then

bαjγ = bγαj;

– ∀b ∈ E, bαi = bγαi+1 (αiαi+1)
k
γ (where k is the smallest integer such that

bγαi+1 (αiαi+1)
k
∈ F ).

The n-G-map resulting from the insertion of C is G′ = (B′, α′
0, . . . , α

′
n) de-

fined by:

– B′ = B ∪ C;
– ∀j ∈ {0, . . . , n} − {i} , ∀b ∈ B′ : bα′

j = bαj;
– ∀b ∈ B′ − (E ∪ F ) : bα′

i = bαi;
– ∀b ∈ E ∪ F : bα′

i = bγ.

The constraints of definition 4 enable to ensure that: the local degree of C is
equal to 2, the resulting n-G-map is a quasi-manifold and insertion operation is
the inverse of removal operation.

Note that, in the definition of G′, only αi is redefined for the darts of E ∪F .
Indeed, i-insertion involves the sewing of darts of F with those of E by α′

i which
is equal to γ. For everything else, the initial n-G-map remains unchanged. Now,
we prove the validity of the operation by showing that the new structure G′ is
a n-G-map.

Theorem 1 G′ is an n-G-map.

11 Note that this condition does not apply for i = n − 1, so we can always insert any
(n − 1)-cell.
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Proof. We differentiate three cases. First for j 6= i, involutions αj are not rede-
fined but only restricted to the darts of the final G-map. Then, for j = i, we
distinguish two cases, depending on if darts belong or not to E ∪ F :

1. for b1 ∈ B − E: We show that b2 = b1αi ∈ B −E. Assume that b2 /∈ B −E,
then b2 ∈ E. In this case, b1 = b2αi ∈ E12 so b1 /∈ B − E: contradiction.
Moreover, b1α

′
i = b1αi ∈ B − E and b1α

′
iα

′
i = b1: α′

i is well-defined and is
an involution (we use the same method for the darts of C − F ).

2. for b1 ∈ E ∪ F , We show that b2 = b1γ ∈ E ∪ F . That is true because γ is
well-defined and is an involution on set E∪F . Moreover, b1α

′
i = b1γ ∈ E∪F

and b1α
′
iα

′
i = b1γγ = b1: α′

i is well-defined and is an involution.

We have now to prove that ∀j, 0 ≤ j ≤ n, ∀k, j + 2 ≤ k ≤ n : α′
jα

′
k is an

involution.

– for j 6= i et k 6= i: this is obvious since α′
j = αj and α′

k = αk. As G is a
G-map, αjαk = α′

jα
′
k is an involution.

– for j = i: we show that ∀b1 ∈ B′, we have b1α
′
iα

′
k = b1α

′
kα′

i:
1. for b1 ∈ B−E: b1α

′
i = b1αi and α′

k = αk. Since G is a G-map, b1αiαk =
b1αkαi; since b1αk = b1α

′
k ∈ B−E (indeed, assume that b2 = b1αk ∈ E.

In this case, b1 = b2αk ∈ E: contradiction), b1αkαi = b1α
′
kαi whence

b1αkαi = b1α
′
kα′

i; thus b1α
′
iα

′
k = b1α

′
kα′

i.
2. for b1 ∈ C − F : similar to the previous case.
3. for b1 ∈ E: b1αk ∈ E and b1αkγ = b1γαk (precondition of the insertion

operation). So, b1α
′
i = b1γ, b1αkα′

i = b1α
′
iαk. Moreover, ∀b ∈ B, bαj =

bα′
j ; thus, b1α

′
jα

′
i = b1α

′
iα

′
j (same method for the darts of F ).

– for k = i: similar to the previous case. ⊓⊔

4 Expansion

Informally, i-expansion consists in adding an i-cell ”inside” an (i − 1)-cell. Ex-
pansion is the dual of the insertion operation. The dual of a subdivision is a
subdivision of the same space, for which an (n − i)-cell is associated with each
initial i-cell, and incidence relations are kept the same. A nice property of G-maps
is the fact that the dual G-map of G = (B, α0, . . . , αn) is G′ = (B, αn, . . . , α0):
we only need to reverse the involution order.

We can thus easily deduce the definition of i-expansion from the general
definition of i-insertion. We only have to replace ’+’ with ’-’ for indices of
involutions for preconditions and operations, i.e. αi+1αi+2 → αi−1αi−2 and
αiαi+1 → αiαi−1 (see two examples of expansion in Figs. 9 and 10).

Definition 5. (i-expansion) Let G = (B, α0, α1, . . . , αn) be an n-G-map, i ∈
{0, . . . , n − 1}, C = 〈〉N−{i} (b) be the i-cell to expand, E and F be two subsets
of darts such that: E ⊆ B and F ⊆ C, γ be an involution defined on set E ∪ F
such that: b ∈ E ⇔ bγ ∈ F . This operation can be applied only when:

12 According to the previous preconditions, b2αi = b2γαi+1 (αiαi+1)
k

γ. Since
b2γαi+1 (αiαi+1)

k ∈ F then b2αi = b2γαi+1 (αiαi+1)
k

γ ∈ E.
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2
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1
4

(a)

1

3
4

2

(b)

Fig. 9. 1-expansion in 1D. (a) Darts
of the edge to expand are numbered 2
and 3. Involution γ are marked with
dashed line. (b) Result.

3 5 6

8742

1

(a)

5 6

7 8

1

2

3

4

(b)

Fig. 10. 1-expansion in 2D. (a) Initial 2-G-
map with the edge to expand and involution
γ. (b) Result.

– ∀b ∈ F, b is i-free;
– ∀b ∈ C, bαi−1αi−2 = bαi−2αi−1;

13

– ∀b ∈ E ∪ F, ∀j 0 ≤ j ≤ n such that |i − j| ≥ 2 and bαj ∈ E ∪ F then
bαjγ = bγαj;

– ∀b ∈ E et bαi = bγαi−1 (αiαi−1)
k γ (where k is the smallest integer such

that bγαi−1 (αiαi−1)
k ∈ F ).

The n-G-map resulting from the expansion of this i-cell is G′ = (B′, α′
0, . . . , α

′
n)

defined by:

– B′ = B ∪ C;
– ∀j ∈ {0, . . . , n} − {i} , ∀b ∈ B′ : bα′

j = bαj;
– ∀b ∈ B′ − (E ∪ F ) : bα′

i = bαi;
– ∀b ∈ E ∪ F : bα′

i = bγ.

Theorem 2 G′ is an n-G-map.

The proof for the expansion operation is equivalent by duality (exchange
α(i+1) and α(i−1)) to the proof of theorem 1. ⊓⊔

5 Generalisation

Previous definitions enable us to insert or to expand a single cell. For some appli-
cations, it could be more efficient to simultaneously apply several operations. In
practice, let G be an n-G-map and G′ another n-G-map14 to insert (resp. to ex-
pand). The only difference with the definition of one insertion (resp. expansion)
is that G′ can contain several i-cells. Thus, the only modification in definition 4
(resp. definition 5) consists in replacing C, the i-cell to insert (resp. to expand)
by G′, the set of i-cells.

This allows us to apply simultaneously a set of operations and to obtain the
same result as if we had successively applied the operations. For this generali-
sation, there is no additional precondition since i-cells are always disjoined in a
n-G-map.

13 Note that this condition does not apply for i = 1, so we can always expand any edge.
14 By definition, a G-map is always a partition into i -cells, for 0 ≤ i ≤ n.
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Fig. 11. An example in 2D of simultaneous insertion of 1-cells. (a) 2-G-map before op-
eration with the 1-cells to insert and involution γ (represented by dashed lines). (b) The
resulting 2-G-map. The darts belonging to inserted 1-cells are numbered 11, 12, . . . , 26.
For instance, 1α1 = 1γα2 (α1α2)

2
γ = 2 since three edges 〈α0, α2〉 (11), 〈α0, α2〉 (12)

and 〈α0, α2〉 (23) are inserted around the same vertex.

We now show that it is possible to simultaneously perform insertions (resp. ex-
pansions) of several i-cells for a given i (0 ≤ i ≤ n).

Generalisation 1 We can easily prove that the previous definition of insertion
(resp. expansion) stands for the insertion (resp. expansion) of a set of cells with
the same dimension i.

In order to prove this claim, we can follow the same method described in
the proof of theorem 1: just consider the sewing between the darts of G and the
darts of different i-cells of G′.

In Fig. 11, the 2-G-map G′ to insert contains four 1-cells: 〈α0, α2〉 (11),
〈α0, α2〉 (12), 〈α0, α2〉 (23) and 〈α0, α2〉 (17). The first three edges are linked
by α1, and the fourth edge is independent. Furthermore, the simultaneous inser-
tion of these edges consists in sewing the darts of E = {1, 2, . . . , 10, 27, 28} and
those of F = {11, 12, . . . , 20, 23, . . . , 26} (it is the same process as the one given
in definition 4).

6 Conclusion and Perspectives

In this paper, we have defined insertion and expansion operations, which can
be applied to one i-cell of any n-G-map, whatever their respective dimensions.
Moreover, we have studied how to perform the same operations simultaneously.
These definitions are homogeneous for any dimension. Since combinatorial maps
can be easily deduced from orientable generalized maps, these operations can
also be defined on combinatorial maps.

In order to conceive efficient algorithms, an interesting perspective is to per-
form different operations simultaneously: insertion and expansion of cells of dif-
ferent dimensions. We think that, in this case, we can apply the same precon-
ditions as the ones used for insertion and expansion operations. Next, we will
study ”top-down” pyramids of n-dimensional generalized maps defined as stacks
of n-G-map where each n-G-map is built from the previous level by inserting
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or expanding cells. This will be made for example within the Fogrimmi project
whose goal is to define ”top-down” pyramids to analyse biological medical im-
ages.
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