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Abstract. Electric Earthquake Precursor (EEP) recognition
is essentially a problem of weak signal detection. An EEP
signal, according to the theory of propagating cracks, is usu-
ally a very weak electric potential anomaly appearing on the
Earth’s electric field prior to an earthquake, often unobserv-
able within the electric background, which is significantly
stronger and embedded in noise. Furthermore, EEP signals
vary in terms of duration and size making reliable recogni-
tion even more difficult. An average model for EEP signals
has been identified based on a time function describing the
evolution of the number of propagating cracks. This paper
describes the use of neuro-fuzzy networks (Neural Networks
with intrinsic fuzzy logic abilities) for the reliable recogni-
tion of EEP signals within the electric field. Pattern recog-
nition is performed by the neural network to identify the av-
erage EEP model from within the electric field. Use of the
neuro-fuzzy model enables classification of signals that are
not exactly the same, but do approximate the average EEP
model, as EEPs. On the other hand, signals that look like
EEPs but do not approximate enough the average model are
suppressed, preventing false classification. The effectiveness
of the proposed network is demonstrated using electrotelluric
data recorded in NW Greece.

1 Introduction

Prior to an earthquake, which is a result of the collision be-
tween two plates of the Earth, energy is stored in the seis-
mogenic area. The release of a significant amount of this
energy causes an earthquake. Some of this energy is trig-
gered in the preparatory stage of the seismic process (Teis-
seyre, 1995). Release of this energy results in a number of
micro-cracks, producing a weak electric signal, according to
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the theory of propagating cracks (Teisseyre and Nagahama,
1999; Vallianatos and Tzanis, 1998). Initially, there is a rapid
rise in the number of propagating cracks, which creates a
transient electric field. The whole process typically lasts in
the order of several tens of minutes, and the resulting elec-
tric signal is considered as an Electric Earthquake Precursor
(EEP) (Tzanis et al., 2000). Such signals may be observed
on measurements of the electric field of the Earth, and are of
great interest to the seismological society. However EEPs are
relatively weak with respect to the electric background and
their presence is not always clear (Colangelo at al., 2000).
In addition, reliable recognition of EEPs is further compli-
cated by noise (e.g. noise of magnetotelluric origin (Kauf-
man and Keller, 1981) caused mainly by magnetic storms,
electrochemical noise due to change in the contact potential
between electrodes and ground during and after rain, anthro-
pogenic noise mainly due to power-lines in the vicinity of
the observation station). More importantly though, reliable
recognition of EEP signals is made difficult by their nature:
EEPs vary considerably in terms of size and duration. Low
magnitude seismic events often produce weaker EEP signals
than those preceding a sizeable earthquake. In addition EEP
signals vary in duration lasting from a few minutes to several
tens of minutes without any pattern emerging relating them
with the size of the forthcoming seismic event (Vallianatos et
al., 2002).

This paper presents a method for the recovery of EEP sig-
nals based on an average EEP model and Adaptive Neuro-
Fuzzy Inference Systems (ANFIS). There are a few different
types of signals that are believed to be promising candidates
for electric earthquake precursors (Tzanis and Vallianatos,
2001). Attempting to recognise all of them is inappropriate,
due to the vague nature or lack of scientific description of
most of them. The initial approach of this work is to deal
with one particular type of EEP, which is based on a strong
theoretical background, i.e. normalised time functions that
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Fig. 1. Normalised simulated EEP signals.

describe the evolution of the number of propagating cracks.
This type of EEP may be described by the following formula
(Tzanis and Vallianatos, 2001):

E (t) = (A t)β e−λt

in which β controls the rate of rise of the signal whilstλ

controls the decay, andA is a scale factor controlling the
amplitude of the EEP.

Figure 1 shows three signals, each normalised to have a
maximum amplitude of unity, that have been generated using
this formula.

a) A=0.2×10−7 β=3 λ=5×10−3

b) A=0.3×10−6 β=2 λ=1×10−3

c) A=0.2×10−7 β=2 λ=5×10−4

The EEP signals range in terms of duration from a few
minutes to several tens of minutes and have significantly
lower amplitude than the electric field. The average EEP
model, resulting from statistical analysis of pre-observed
EEP signals, coincides with signal (a) on Fig. 1 and has a
duration of approximately 35 min whilst its amplitude is typ-
ically 2 dB less than the electric field.

2 Neuro-fuzzy models

Neuro-fuzzy models are neural networks with intrinsic fuzzy
logic abilities, i.e. the weights of the neurons in the network
define the premise and consequent parameters of a fuzzy in-
ference system. Premise parameters determine the shape and
size of the input membership functions, whilst consequent
parameters determine the characteristics of the output mem-
bership functions and define the rules guiding the fuzzy in-
ference system. The Adaptive Neuro-Fuzzy Inference Sys-
tem (ANFIS) algorithm (Jang et al., 1996) generates a fuzzy
inference system which maps an input data set to an output
data set by adjusting its membership functions using a hybrid
algorithm: a combination of the error back-propagation algo-
rithm and the least squares method. This requires less com-
putation than the back-propagation algorithm alone, since

the method of least squares reduces the search space dimen-
sions of the original back-propagation algorithm. In a sim-
ilar way to feed-forward neural networks, ANFIS generates
an output signal during the forward pass, based on the ini-
tial set of membership functions. The consequent parame-
ters are defined in the forward pass using the least squares
method. Then the output is compared to the required output,
and an error signal is fed back to the system to be used dur-
ing the backward pass to alter the premise parameters using
the back-propagation algorithm. This process continues for a
number of epochs until the error signal becomes acceptably
small (ideally zero). Figure 2 shows the ANFIS architecture
of a two-input (x andy) neuro-fuzzy network guided by nine
rules, where each input is assumed to have three associated
membership functions:

Adaptive nodesA1, A2, A3 andB1, B2, B3 hold the pa-
rameters of the input membership functions, whilst adaptive
nodes 1 to 9 hold the parameters of the output membership
functions and the rules guiding the network. Nodes labelled
as 5 are fixed and compute the firing strength of a rule,
whilst nodes labelled as N compute the ratio of a rule’s firing
strength to the sum of all rules’ firing strengths.

2.1 Grid partitioning

To generate an initial fuzzy inference system, grid partition-
ing (Jang et al., 1996) is applied to the input data of an in-
put/output data set. In the case of the neuro-fuzzy model
shown in Fig. 2, the two-dimensional input space is parti-
tioned into nine overlapping fuzzy regions, each of which
is governed by a fuzzy if-then rule, as shown in Fig. 3. The
structure of the neuro-fuzzy model depends on the number of
inputs and input membership functions per input. Each rule
and membership function is represented by a single neuron.
The rules guiding the fuzzy inference system are equal to the
number of membership functions per input to the power of
the total number of inputs of the system. A single neuron
is used as bias to define the importance of either rule in the
system. Each rule is linked to a single output membership
function. A single neuron is used to produce a crisp output
(defuzzification).

3 Application of ANFIS for EEP recognition

ANFIS has been shown to be effective as a universal approx-
imator which can match any input/output data set, providing
the system is adequately trained (Konstantaras, 2000). Here,
the requirement is to use the noisy electric field signal, possi-
bly including one or more EEPs, as input to the neuro-fuzzy
model, which should then produce an estimate of the EEP(s)
(Konstantaras et al., 2002). Training input data is provided
in the form of noisy electric field meter readings including
the simulated average EEP signal(s), with the corresponding
simulated EEP(s) as the required output. Following training,
the system’s performance is tested using signals unseen dur-
ing training.
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3.1 Non-linear inverse adaptive modelling

This method proposes a sliding window, containing the cur-
rent input and a number of previous inputs, as input to the
system. In this way ANFIS does not perform one-to-one
mapping by simply matching each input to an output, but in-
stead looks back in the input signal and retrieves information
such as slopes, rising edges and falling edges, and informa-
tion on their duration. This method capitalises on the neural
network architecture of ANFIS which enables it to retrieve

the different properties of the signals appearing at its input,
i.e. in this case EEPs and electric background. Furthermore,
this method is superior to pattern recognition techniques us-
ing neural networks alone, as the intrinsic fuzzy inference
system enables the network to recognise EEP signals that are
similar, but not identical, to the average EEP model. Sig-
nals that would otherwise be probable candidates for EEPs,
but are not close enough to the chosen average model, are
suppressed.
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Fig. 4. Neuro-fuzzy model structure.

3.2 Neuro-fuzzy model architecture

The structure of the neuro-fuzzy model produced by the grid
partitioning of the input space and trained by ANFIS for this
application is shown in Fig. 4. Each input (layer 1) has two
input membership functions (layer 2), and hence there are
24=16 rules (layer 3) and sixteen output membership func-
tions (layer 4). The neuron on layer 5 sums the outputs of
each rule weighted by the corresponding output membership
function to produce a crisp output (layer 6).

Layer 1

The current sample and three previous samples are used as
inputs (A, B, C, D) introducing recursion to the network.

Layer 2

Every nodei in this layer is an adaptive node with a node
function:

O1,i = µAi(x), for i=1, 2, or

O1,i = µBi−2(y), for i=3, 4, or

O1,i = µCi−4(z), for i=5, 6, or

O1,i = µDi−6(k), for i=7, 8

wherex (or y, or z, or k) is the input to nodei andAi (or
Bi , orCi , orDi) is the equivalent membership function. The
type of membership functionA (andB, C, D) is that of the
generalised bell function:

µA(x) =
1

1 +

∣∣∣ x−ci

ai

∣∣∣2b
,

where {ai , bi , ci} are the premise parameters of the net-
work determining the shape and size of the member-
ship function. In a similar way to feed-forward neu-
ral networks, the premise parameters are adjusted during
the backward pass of every training epoch by the error
back-propagation algorithm.

Layer 3

Every node in this layer is a fixed node calculating the
normalised firing strength of each rule, with a node function:

O2,i = wi =
wi∑
i

wi

,

where

wi = µAi(x) · µBi(y) · µCi(z) · µDi(k)

Layer 4

Every node i in this layer is an adaptive node using
the output membership functions to compute the weighted
output of each rule, according to the following node
function:

O3,i = wifi = wi(pix + qiy + miz + nik + ri),

where {pi , qi , mi , ni , ri} are the consequent parameters
of the network defining the rules of the fuzzy inference
system. The least squares estimator adjusts the consequent
parameters during the forward pass of every training epoch.
The dashed node in Layer 4 is a bias input, the weights of
which are used to define the importance of each rule in the
system.

Layer 5

The single node in this layer is a fixed node, which
converts the weighted fuzzy outputs of the rules in the
system rule into a single crisp output, as described by the
following node function:

O4,1 =

∑
i

wifi

Layer 6

The actual output of the neuro-fuzzy model for a given
set of input data.

3.3 ANFIS training and EEP recognition

To produce the input signal the time domain electric field sig-
nal was measured, and simulated average EEP signals were
added on. Inverse adaptive modelling was used, i.e. the elec-
tric background including EEPs was presented as input to
the ANFIS system, and the EEPs alone as the required out-
put. All the recordings of the electric field were taken at a
sampling frequency of 1 Hz. Since EEPs are low frequency
signals in comparison to the electric field, the signals were
decimated and down-sampled by a factor of eight. The con-
tinuous line in Fig. 5 shows the processed electric signal,
whilst the dotted line indicates the exact location of the EEP
signals.

The first 200 samples of the signal shown in Fig. 5 are
stored as bank-data to enable initialisation of the training pro-
cess of the neuro-fuzzy model. Large amounts of bank-data
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Fig. 5. Decimated and downsampled real electric time-series (con-
tinuous line) carrying two EEP signals indicated by the dotted line.

can result in a slow start for the network, as the system is not
fully operational until an equal amount of data samples has
been processed. From the remaining 2800 data points, the
first 1400 samples are used for training purposes whilst the
following 1400 data points remain unseen by the neuro-fuzzy
model and are used to evaluate its performance.

The neuro-fuzzy model has four inputs, one for the current
input data (n) whilst the remaining three inputs hold earlier
data samples spread apart by fifty places (n-50, n-100 and
n-150). The required output is that of the EEP signals only.
The wide spread between the four inputs enables the neuro-
fuzzy model to detect low frequency rising and falling slopes
which are more likely to belong to an EEP, and to ignore high
frequency edges caused mainly by the electric field.

The training process of the neuro-fuzzy model is a result
of a hybrid algorithm, a combination of the least squares es-
timator and the error back-propagation algorithm. In the for-
ward pass it computes a crisp output based on the input sig-
nals, the weighted rules’ outputs and the shape of the input
and output membership functions. The least squares estima-
tor adjusts the consequent parameters of the fuzzy inference
system. The difference between the actual and required out-
put is calculated and used as an error signal. During the back-
ward pass of the hybrid algorithm (error back-propagation),
the error value of the last training epoch is used to adapt the
premise parameters of the fuzzy inference system. This pro-
cess carries on for as many training epochs as necessary to
reduce the error signal to an acceptable level (ideally zero).

This process is inherently adaptive, because of the adap-
tive nature of the neural networks within ANFIS. This is
demonstrated by training ANFIS to classify EEPs for a spe-
cific signal and then applying the resulting model to further
recordings of the electric field unseen by the neuro-fuzzy
model. The successfully trained model compensates for the
dynamic nature of the electric field and for any distortions
appearing on the electrotelluric recordings of a given obser-
vation station.

Fig. 6. ANFIS output for seen and unseen signals, the System’s
output is given by the continuous line, while the EEP signals is the
dotted line.

Fig. 7. Post-processed ANFIS output.

4 Experimental results

The proposed neuro-fuzzy model was tested by applying it
on electrotelluric data (Fig. 5) collected at the area of Ioan-
nina in North-West Greece. ANFIS was trained using the
first half of the recorded electric field signal including a sim-
ulated EEP, with the simulated EEP signal alone as the re-
quired output. The trained system was then tested using the
unseen part of the electric field signal, with an additional sim-
ulated EEP of known location and duration included.

Figure 6 demonstrates the performance of the neuro-fuzzy
model for a previously seen signal, i.e. training data, and an
unseen signal, plotted next to each other. The required output
(dotted line) is plotted against the output of the neuro-fuzzy
model (continuous line). The first 1400 data points demon-
strate the performance of the neuro-fuzzy model for the seen
signal, whilst the following 1400 data points demonstrate the
performance of the model for the unseen signal.

It is clear that the system output closely approximates the
required output, thereby successfully detecting the EEP sig-
nals and clearing the background noise caused by the Earth’s
electric field. To ensure reliable recognition of the EEP
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signals the output signal is post-processed with a 6th order
IIR low-pass filter with a cut-off frequency of 2 mHz, remov-
ing the unwanted high frequency component and providing a
clear indication of the EEPs, as shown in Fig. 7.

5 Concluding remarks

In this paper, a neuro-fuzzy ANFIS system is presented,
which has been successfully trained to recognise electric
earthquake precursors appearing on electric field recordings.
A simulated average EEP model has been developed and
used for training the system. Testing with unseen data veri-
fied the effectiveness of the model.

This method is superior to stand-alone neural networks
(Rovithakis and Vallianatos, 2000), as the incorporation of
fuzzy logic in the system enables it to recognise EEPs that
approximate, but are not identical to, the average EEP model,
whilst suppressing non-EEP signals which may otherwise be
falsely classified as EEPs.

Furthermore, comparing this method with conventional
methods, e.g. residual electric field calculations (Hadjioan-
nou et al., 1993), an advantage of the neuro-fuzzy technique
is that any disturbances induced to the electrotelluric record-
ings are treated as part of the electric field and do not effect
the reliable recognition of electric earthquake precursors.

Future work will focus on the development of an intrinsic
real-time on-line learning algorithm for neuro-fuzzy models.
The dynamic nature of the electric field and the wide varia-
tion amongst EEP signals indicate that it is highly unlikely
for a fixed set of electrotelluric data to contain all the
main features of the related signals. A neuro-fuzzy model
continuously adapting its parameters during operation would
eventually be able to identify all the main characteristics of
the related signals, compensate for the dynamic nature of
the background environment and recognise a range of EEP
signals despite variations.

Edited by: P. F. Biagi
Reviewed by: V. Lapenna and another referee
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