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Abstract

In this study three data-driven water level forecasting models are presented and dis-
cussed. One is based on the artificial neural networks approach, while the other two
are based on the Mamdani and the Takagi-Sugeno fuzzy logic approaches, respec-
tively.

All of them are parameterised with reference to flood events alone, where water lev-
els are higher than a selected threshold. The analysis of the three models is performed
by using the same input and output variables. However, in order to evaluate their capa-
bility to deal with different levels of information, two different input sets are considered.
The former is characterized by significant spatial and time aggregated rainfall informa-
tion, while the latter considers rainfall information more distributed in space and time.

The analysis is made with great attention to the reliability and accuracy of each
model, with reference to the Reno river at Casalecchio di Reno (Bologna, Italy). It
is shown that the two models based on the fuzzy logic approaches perform better
when the physical phenomena considered are synthesised by both a limited number of
variables and IF-THEN logic statements, while the ANN approach increases its perfor-
mance when more detailed information is used. As regards the reliability aspect, it is
shown that the models based on the fuzzy logic approaches may fail unexpectedly to
forecast the water levels, in the sense that in the testing phase, some input combina-
tions are not recognised by the rule system and thus no forecasting is performed. This
problem does not occur in the ANN approach.

1. Introduction

Water level forecasting is important for environmental protection and flood control
since, when flood events occur, reliable water level forecasts enable the use both of
early warning systems to alert the population, and real time control of hydraulic struc-
tures, like diversion, gates, etc., to mitigate the flood effects. Information on the flood
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evolution must be provided with a reasonable lead time to be effective, but this is not
an easy task, particularly when only rainfall data observed up to the forecasting time
instant are available, without any assumption of future rainfall behaviour.

As is well known, the rainfall-runoff transformation processes leading to the forma-
tion of a flood wave and to the consequent water level evolution in the river, is ex-
tremely complex being non-linear, time varying and spatially distributed (Singh, 1964;
Pilgrim, 1976). A plethora of rainfall-runoff models have been proposed and used in
the past (see, for example, Todini, 1988, Franchini and Pacciani, 1991, for a general
classification and analysis). Among them, the most widely used for flood forecasting
purposes have a conceptual structure with different levels of physical information (e.g.
Stanford Watershed Model IV (Crawford and Linsey, 1966), Sacramento (Burnash et
al., 1973), TOPMODEL (Beven and Kirby, 1979; Beven et al., 1984; Sivapalan et al.,
1987), ARNO (Todini, 1996), TOPKAPI (Liu and Todini, 2002)), or a stochastic struc-
ture (typical examples are those based on ARMA and/or ARIMA structures — see, for
example, Montanari et al., 2000; Toth et al., 2000). There are also examples where the
two approaches are combined to improve the forecasting performance (Ferraresi et al.,
1990; Todini, 1988).

In the last decade a new type of data-driven models, based on artificial intelligence
and soft computing technique have been applied. In particular, Artificial Neural Network
(ANN) is one of the most widely used technique in the forecasting field (e.g. Hsu et al.,
1995; Shamseldin, 1997; Thimuralaiah and Deo, 2000). More recently, Fuzzy Logic
(FL) (e.g. Hundecha et al., 2001; Ozelkan and Duckstein, 2001; Chang et al., 2005),
Model Trees (e.g. Solomatine and Dulal, 2003) and hybrid systems based on both ANN
and FL have also been used (e.g. See and Openshaw, 1999; See and Openshaw,
2000, Abrahart and See, 2002).

Most applications based on these models consider the discharge as forecasting vari-
able (e.g. Imrie et al., 2000; Dawson et al., 2002; Moradkhany et al., 2004), but knowl-
edge of the water level is required within the framework of a flood warning system.
Thus, a rating curve is necessary to transform the forecasted flows into water levels.
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However, models based on ANN, FL, etc., and, more in general, all data-driven models,
can be designed to forecast water levels directly, given their very nature (e.g. Campolo
et al., 1999; See and Openshaw, 1999; See and Openshaw, 2000; Thirumalaiah and
Deo, 2000; Campolo et al., 2003).

While this aspect is potentially appealing for the direct water level forecasting, the
abandoning of any physical constraint such as mass conservation combined with the
fact that they are only “data driven”, can represent, on the other hand, a potential risk
of unexpected failures in the forecasts.

The purpose of this paper is the analysis of two data-driven water level forecasting
approaches: one is based on artificial neural networks, whereas the other is based
on fuzzy logic. The analysis is made with great attention to their reliability and preci-
sion. The architecture of the ANN and FL models is presented below. Subsequently,
with reference to the Reno river at Casalecchio di Reno (Bologna, Italy), two different
experiments are set up and discussed, highlighting the different behaviour of the two
approaches.

2. Architecture of the ANN and FL models
2.1. The Artificial Neural Network model

Artificial neural networks reproduce the behaviour of the brain and nervous systems in
a simplified computational form. They are constituted by highly interconnected simple
elements, called artificial neurons, which receive information, elaborate them through
mathematical functions and pass them to other artificial neurons. In particular, in multi-
layer perceptron feed-forward networks (Rosenblatt, 1958; Hagan et al., 1996), the
artificial neurons are organized in layers: an input layer, one or more hidden layers and
an output layer. In this study, one hidden layer is considered, since it is shown that this
type of network can approximate any function (Hornik et al., 1989; Maier and Dandy,
2000).
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With reference to a generic three layer feed-forward network with n,, input neurons,
n, hidden neurons and n, output neurons, the input vector p, consisting of ny ele-
ments, is multiplied by a weight matrix WP (n,xn,) generating a vector that is summed
with a bias vector bp (n,). In the hidden layer neurons, each element of the vector ob-
tained is transformed using a nonlinear transfer function 7,, thus generating the vector
h (ny):

h = f, (WPp + bp) (1)

The same procedure is repeated in the output layer. Thus, the vector h is multiplied
by a weight matrix WO (n,xn,) generating a vector that is summed with a bias vector
bh (n,). In the neurons of the output layer each element of the vector obtained is
transformed using a nonlinear transfer function 7, generating the output vector o (n,):

0 =, (WHh + bh) (@)

In particular, the transfer functions f, and f, used in this study in the hidden and output

layers, respectively, are a hyperbolic tangent sigmoid transfer function,
e -
S eX+eX

f(x)

and a logsigmoid transfer function,

F00) = T @

where x is the generic element of the vectors WPp+bp and WHh+bh. In order to

avoid the problem of output signal saturation (Smith, 1993; Hsu et al., 1995;) the input

datum p; is normalized in the range [0.05:0.95] through:
Pi = Pmin

Prmax = Pmin

(3)

pf°™ =0.05+0.9 (5)

where [pin, Pmax] iS the variation range of the input variable considered.
1111
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In summary, the full definition of an ANN model implies the quantification of the
number of neurons in the hidden layer and the weight values, since the neuron numbers
in the input and output layers are fixed by the numbers of input and output variables,
respectively.

As regards the neuron number in the hidden layer, it is usually defined by a trial and
error procedure, searching for the lowest number of neurons without penalizing model
efficiency (Hsu et al., 1995; Zealand et al., 1999; Chiang et al., 2004).

As regards the quantification of the weight values, two different algorithms are fre-
quently used to train the model: the Levemberg Marquardt algorithm (Hagan and Men-
haj, 1994) and the scaled conjugate gradient algorithm (Moller, 1993). The former al-
gorithm seems to perform better with ANN models characterized by few neurons, and
thus few weights, while the latter with ANN models characterized by many neurons,
and thus many weights, (Demuth and Beale, 2000).

In order to avoid overfitting and to improve the ANN model robustness, an early
stopping procedure is used (ASCE, 2000; Demuth and Beale, 2000). In this procedure
three data sets are considered: a training, a validation and a testing set. The first and
the second subsets are used to set up the model, the third subset to test it. More
in detail, the first subset is used for training the model. At each training step, the
calibrated model is validated using the second subset. While the first training steps are
performed, the error decreases, as it does in the corresponding validation phase. As
the model begins to overfit the data, the error in the validation phase begins to rise and
thus the training procedure is stopped.

2.2. Fuzzy logic model

A fuzzy logic model (Zadeh, 1973) is a logical-mathematical procedure based on a
“IF-THEN?” rule system that allows for the reproduction of the human way of thinking in
computational form. In general, a fuzzy rule system has four components:

— fuzzification of the input: process that transforms the “crisp” (traditional) input into
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a fuzzy input;
— fuzzy rules: IF-THEN logic system that links the input to the output variables;
— fuzzy inference: process that elaborates and combines rule outputs;

— defuzzification of the output: process that transforms the fuzzy output into a crisp
output.

The most widespread methodologies for developing fuzzy rule systems are those pro-
posed by Mamdani (1974) and Takagi and Sugeno (1985). The Mamdani method (FL-
M) follows exactly the above mentioned scheme, whereas the Takagi-Sugeno method
(FL-TS) uses a composite procedure for fuzzy inference and output defuzzification. In
this study, both methods are used for developing two different forecasting models.
With reference to the Mamdani method, being the kth crisp input variable defined as
a, /I,-J-,k its corresponding jth fuzzy input number considered in the /th rule and B/,/
the /th fuzzy output number relevant to the /th rule, the generic Mamdani rule (R,),, is:

IF aqis /4/,/.1 AND ay is Ai,/,Z AND ... AND ay is A/’j'K
THEN B;,

In the algorithm developed in this study, the degree of fulfilment v; of the ith rule is
obtained with the product inference procedure (Larsen, 1980), then the weighted sum
combination is used to define the final output membership function uz generated by the
fuzzy rule system for the crisp input vector (ay, ..., ax) (Bardossy and Duckstein, 1995).
Finally the crisp output number b is obtained by applying the centroid defuzzification
method to up.

With reference to the Takagi-Sugeno method, being the kth crisp input variable de-

fined as ay, A, ;  its corresponding jth fuzzy input number considered in the /th rule,
the generic Takagi-Sugeno ith rule (R,)g is:

IF ayisA; ;4 AND ayisA; ;, AND ... AND ay is A;
THEN bi=Ci10+C/’1a1 + ...+ Cjgak
1113
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where b; is the crisp output and c; , are the parameters of the linear equation relevant
to the /th rule.

Eventually, the final crisp output b is given by a linear combination of the outputs of
the activated rules:

/ K /
21 Vi [C/,o + kZ1 ci,kak] 21 vib,
/= = /=
b= / =— (8)
2V 2V

where v, is the degree of fulfilment of the /th rule obtained through the product inference
procedure (Larsen, 1980).

In summary, having fixed the inference, combination and defuzzification procedures,
the full definition of a FL model, when triangular membership functions are consid-
ered, requires, in the case of the Mamdani method, a decision on (a) how many fuzzy
numbers to define for each input variable, (b) their supports and peaks, (c) how many
fuzzy numbers to define for each output variable, (d) their supports and peaks, and (e)
the number of rules and the corresponding IF-THEN relationships. In the case of the
Takagi-Sugeno method, a decision is necessary about the linear equations defining the
crisp values shown in Egs. (7) and (8) since the output fuzzy numbers, the rules com-
binations and the defuzzification process are substituted by a composite procedure.

The input (and output, for the Mamdani approach) membership functions can be
generated on the basis of the frequency of the observed values in the crisp data set
used for parameterization of the model (Bardossy and Samaniego, 2002), whereas the
IF-THEN rule system (and the coefficients of the linear equation producing the crisp
output numbers, in the case of the Takagi-Sugeno approach) can be obtained through
an optimization process based on the simulated annealing algorithm (Kirkpatrick et al.,
1983).

As for the ANN model, an early stopping procedure is applied for the parameteriza-
tion of both the FL models used in this study.
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3. The set up of the numerical experiment

The data used in this study refer to the Reno river basin closed at Casalecchio di Reno
(Bologna, ltaly). This basin is located in the central part of the Emilia Romagna re-
gion and drains an area of 1051 km?. The main river flows for 60 km through the basin
(south-north direction), and the time of concentration of the basin is about 12h. A
schematic representation of the basin and the location of the 24 rain-gauges consid-
ered in this study are shown in Fig. 1.

The available hourly water level data cover the period 1993-2000. Hourly rainfall
data are available in the 24 rain-gauges as well. A set of 45 flood events observed in the
years 1993-1999 is selected and used for setting up both types of models; in particular,
since an early stopping procedure is used, this set is split into 2 subsets: 80% of the
data are used for training and 20% for validation. A set of 7 flood events observed in
the year 2000 is selected and used for testing the models. Each event considered is
“‘complete”, in the sense that each flood event is described in its complete evolution.
As previously written, the aim of this study is to compare and analyse fuzzy logic and
neural network approaches for setting up data driven water level forecasting models.
To perform this experiment, the same input and output variables are considered for
both the approaches.

The input variables are represented by rainfall volume over the basin estimated
through the rain-gauges and water level measurements, both evaluated at and be-
fore the forecasting time f. More precisely, both approaches are set up to link the
rainfall and the water levels, registered until the time ¢, to the water level variations
AW (t, t+mAt) at the basin outlet for 5 selected time horizons mAt (m=1, 3, 6, 9, 12;
At=1 hour), at least in the initial part of the study. It is worth stressing immediately, that
one forecasting model has been set up for each time horizon, thus producing 5 ANN
models, 5 FL-M models and 5 FL-TS models.

The use of water level variation AW (¢, t+mAt) with respect to the current value,
instead of the water level itself W (¢, t+mAt), is selected for the following two reasons.
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The first reason is related to the consequence on the final result (i.e. the water level
at mAt time steps ahead) of the same relative error on the output variable. When the
output variable is the water level variation, the forecasted level is W (¢) + AW (¢, t+mAt)
and the relative error acts only on the second component which is usually a fraction
of the first one. On the contrary, when the output variable of the model is directly
the level W (t+mAt), the same relative error produces a higher absolute error on the
forecasted water level. The second reason is related to the calibration of the model,
independently whether it is based on the ANN or FL approach. While a specific value of
the water level can be present both in the rising and depletion phase, the corresponding
water level variation gives more precise information about the phase, which is important
information for “training” both types of models.

It is worth noting that no rainfall data are considered known or forecasted within the
time interval mAf. This assumption limits the time horizon extension since long term
water level forecasts are significantly influenced by the amount of rainfall fallen within
the time interval mAt (Toth et al., 2000). Nonetheless, the target of this study is the
comparison of the two approaches and the evaluation of their reliability and not the
implementation of a sophisticated water level forecasting model which can obviously
gain higher efficiency and robustness by using this further information.

In order to evaluate the capability of the two approaches to deal with different levels
of information, two different input sets are considered in this study: the former is char-
acterized by a significant spatial and time aggregated rainfall information (ARI), while
the latter considers more distributed rainfall information both in space and time (DRI).

3.1. Input variables

As regards the ARI input, the following variables aggregating spatial and time rainfall
information are considered:

— Pc (t-12At, t): the cumulated areal rainfall in the 12 h before the forecasting time
t, At being equal to 1 h (the time spell of 12 h is selected because this is the time
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of concentration of the basin (see, for example, Anctil and Rat, 2005));

— S (t): the “temporal dissymmetry coefficient” indicating the position of the rainfall
peak into the time interval [t—12Af, t] and defined by:

N 3
> [(-22 4 n)® Pt - nitt - (n-1)AD)
S(t)=""—— ©)
> P(t-nAt,t - (n-1)At)
n=1

where N=12 is the number of the time steps into the time interval [{-12At,{]
and P (t-nAt,t-(n-1)At) is the areal rainfall registered in the time interval
[t—nAt, - (n-1) At].

As regards the DRI input, it is characterized by more distributed information both in
space and time. The basin is divided into two sub-basins (see Fig. 1) and the following
7 input variables are defined for each sub-basin:

— P (t—-nAt, t- (n-1) Af) with n=1, ..., 6: the hourly areal rainfall registered in the
time interval [t-6At, t];

— Pc(t-12At,t-6At): the cumulated areal rainfall in the time interval
[t-12At, t-6At].

Both the ARI and DRI inputs consider these 2 further input variables describing the
water level status:

— W (t) : the current water level at time t.
- AW (t-At, t) : the water level variation with respect to the previous hour.

The current water level gives the reference point to the forecasting. The water level
variation in the previous hour gives two important indications: the module indicates the
flood variation rate, the sign determines the flood phase (rising or depletion).
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To summarise, the ARI input data sets is characterised by 4 variables, while the
DRI input is characterised by 16 variables. In the following, results relevant to the ARI
input are discussed and a sensitivity analysis with respect to the rate of positive and
negative water level variations in the training input data set is performed. Subsequently,
the results of the two approaches, i.e. ANN and FL approaches, are compared and
discussed with reference to the DRI input.

4. Analysis of results
4.1. Aggregated Rainfall Information (ARI) input data set

The 5 ANN models, one for each of the 5 time horizons, are parameterized by using
the 45 flood events previously selected. In particular, the ANN architecture of each
single forecasting model is characterized by 4 neurons in the input layer (according to
the ARl input), 12 in the hidden layer (number obtained by trial and error procedure)
and 1 in the output layer.

Similarly, the 5+5 FL models are set up on the same flood events. As regards the
FL-M, the input and output membership functions are generated on the basis of the
frequency of the observed values in the crisp input data set (Bardossy and Samaniego,
2002), resulting in 10 input triangular fuzzy numbers and 7 output triangular fuzzy
numbers. The number of rules is set to 20: a smaller number produces worse results,
a larger number increases the computational time enormously and does not improve
the performance of the model. A similar parameterisation procedure is applied to the
5 FL-TS models: 10 input triangular fuzzy numbers are generated on the basis of the
frequency of the observed values in the crisp input data set (Bardossy and Samaniego,
2002). In the same as the FL-M model, the number of rules for the FL-TS has been
selected through a trial-and-error procedure. The optimal number for this method is
set to 10: both smaller and larger number of rules produce worse results. It can be
observed that the optimal number of rules in the FL-TS formulation is lower than that
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of the FL-M formulation. This difference can be explained according to their different
architectures (see Sect. 2.2): the “consequent” of the FL-M rules is represented by a
single fuzzy number, and thus just 1 parameter is calibrated (i.e., the integer number
which identifies the output fuzzy number to be related to the generic rule, see Eq. 6),
whereas the “consequent” of the FL-TS rules is represented by a linear combination of
the input variables, and thus K +1 parameters are calibrated for each rule (in this case,
K +1 is equal to 5, since 4 is the number of the input variables, see Eq. 7). In other
words, the performances of the two models are mainly controlled by the number of rules
(each of them connected to a single parameter) in the case of the FL-M formulation and
by the combined effect given by the number of rules and parameters in the case of the
FL-TS formulation since, in this last case, each rule is connected to a higher number
of parameters.

The forecasting accuracy of all the models considered in this study is compared
through the root mean square error (RMSE) and the coefficient of determination (Rz).
In Fig. 2, the statistics relevant to the results in training and testing phases are com-
pared. It can be observed that in the training phase (Fig. 2a) the RMSEs of the FL-TS
and ANN models (trained with the early stopping procedure — solid line), are similar
even if the FL-TS model shows smaller RMSEs, ranging from 8 to 26cm for 1 to 12h
ahead, respectively. Still with reference to the training phase, the FL-M model shows
higher RMSEs than the FL-TS and ANN models, particularly at 9 and 12 h ahead. On
the other hand, in the testing phase, (Fig. 2b) the forecasting accuracy of the FL-M and
FL-TS models is almost the same at all the forecasting lead times and up to 6 h ahead
these two models perform slightly better than the ANN model.

Still referring to Fig. 2, it can also be observed that the early stopping procedure
is useful to avoid over-fitting and to improve robustness for both the ANN and FL-TS
models, whereas it seems to have no effect in the case of the FL-M model. In fact,
with reference to the RMSE observed when the models are trained without the early
stopping procedure (dashed line), its values are slightly smaller in the training phase in
the case of the FL-TS and ANN models, but, in testing phase, the performance of these
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models decreases significantly (the RMSESs increase by 5+10 cm) at all the lead times.
These results show that these two models, when trained without the early stopping
procedure, tend to work better in the training phase and worse in testing phase. On
the other hand, the performance of the FL-M is independent of the early stopping
procedure: in fact it has been observed that the trend of the objective function in the
validation phase is always concordant with that observed in the training phase. This
may be due to its very structure which does not present the many coefficients which
are instead included in the composite inference and defuzzification phase of the FL-TS
rule system.

With this point clarified, from now on, only the results produced by the ANN, FL-M
and FL-TS models parameterized with the early stopping procedure will be discussed
to maintain homogeneity among the training techniques.

The considerations developed with reference to the RMSE are confirmed by the
analysis of the coefficient of determination R? relevant to the training (Fig. 3a) and
testing (Fig. 3b) phase. In particular, it can be observed that all the models produce
an accurate 1h ahead forecast, both in training and testing phase (R2z0.97+0.98);
the performances decrease as the lead time increases, showing, in testing phase,
R?~0.87+0.78 for the 3 and 6h ahead forecasts where the higher values of R? are
relevant to the FL models. The R? definitely decreases for the 9 and 12 h ahead fore-
casts. It seems then that the information available before the forecasting time instant
is not sufficient to perform reliable forecasts for a time spell greater than 6 h, at least
in the basin considered here. Certainly, more efficient forecasts might be done if infor-
mation on “future” rainfall were available. However, as already written, this case is not
considered in this paper and the subsequent discussion will be restricted to a time spell
of 6 h ahead, since the results for greater time horizons are too poor. It is worth noting
that these limits in the forecasting time spells are reported in several other studies,
where similar methodologies and basin dimensions are considered (see, for example,
Campolo et al., 1999; See and Openshaw, 1999; Campolo et al., 2003; Solomatine
and Dulal, 2003; Kim and Barros, 2001).
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The analysis of the scatter plots of Fig. 4 (in which, referring to the testing phase,
the water levels forecasted at 1, 3 and 6 h ahead by FL-M, FL-TS and ANN models
are plotted versus the observed water levels) shows that the models behave in slightly
different ways. With reference to the one hour lead time, the forecasted water levels lie
close to the 45° line, which represents the exact fit. As the lead time increases to 3 and
6 h, the dispersion increases, and particularly for the ANN model, the highest points
tend to lie below the 45° line: so this model tends to underestimate the higher water
levels.

To compare the models in more detail, an event of the testing set is shown in Fig. 5
where the 1, 3 and 6 h ahead forecasts, calculated at each time step, are plotted. In this
specific event, the FL-M, FL-TS and ANN models show a similar behaviour: in all the
cases the greatest differences between observed and forecasted water levels occur in
the rising part of the wave, where a marked underestimation is observed. The similar
behaviour of the FL-M, FL-TS and ANN models is also confirmed by Fig. 6 in which all
the levels forecasted at 1, 3 and 6 h ahead are connected among them. It may be worth
noting that all three models produce similar false peaks, particularly between the first
and the second rising phase of the flood event, whereas the forecast of the depletion
phase of the flood event is good for all the three models.

On the whole, the results obtained by using the ARI input data sets (which is charac-
terised by a low number of input variables) highlight that the FL-M and FL-TS models
present, with reference to forecasts up to 6 h ahead, a slightly higher accuracy in the
testing phase than that shown by the ANN model (see Fig. 3). Nonetheless, similar
underestimation in forecasting the rising part of the flood event is observed in all the
models.

4.2. Sensitivity analysis to the data set

As shown in Fig. 5, all the models tend to underestimate the water level in the rising part

of the flood waves, particularly in the case of the 6 h ahead forecasts. Analysis of the

training water level variation data set AW (¢, t+ mAt) shows that the negative variations,
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mainly relevant to the depletion phase of the floods, are 70% of the whole data set. This
is due to the typical shape of the flood events: relatively short rising phase and a long
depletion phase. Since the models here considered are data driven, this percentage
of negative variations could be the reason for the general underestimation observed
in the prediction of the rising part of the flood waves. For this reason, a sensitivity
analysis to the rate of positive and negative water level variation data in the training set
is developed. The analysis is structured in the following way: the amount of negative
water level variation in training and validation set is progressively reduced from 70%
to 0%, so that the percentages of positive water level variations can vary from 30% to
100%, i.e., up to a calibration procedure based only on the rising part of the floods.

These new input data sets are used for training both FL and ANN models again for
each forecasting time horizon (1, 3 and 6 h), then the corresponding calibrated models
are applied to the whole original testing data set. The results, in terms of scatter plot
obtained from the testing set for FL-M, FL-TS and ANN models, are shown in Figs. 7,
8 and 9, respectively.

It can be observed that the forecasts, for any model and any lead time, are not
influenced by the percentage of positive-negative water level variations of the training
data set, except for the case of 100% positive water level variations, where a general
(and obvious) deterioration can be observed. Some deeper insight can be gained by
observing Fig. 10 where the flood event shown in Fig. 5 is considered. When the
percentage of the positive water level variations in the training input data set passes
from 30 % (see Fig. 5) to 50% a slight reduction of the underestimation on the rising part
of the flood wave is observed in all the three models but, at the same time, an increment
of the underestimation is observed in the depletion phase. Similar observation applies
to the case where the percentage of the positive variation is equal to 80%. This explains
the general behaviour shown in Figs. 7, 8 and 9, which, in fact, summarise the global
patterns both in rising and depletion phases. Finally, with reference to the percentage
of 100%, it is easy to realize that this fraction of positive water level variations would be
a bad choice in selecting the input data set.
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These results can be read as an indication that the fraction of the positive water level
variations in the training input data set is not the key point in improving the forecasts.
Other aspects, such as a more detailed information on the rainfall dynamic, are funda-
mental to improve the general quality of the forecasts. This aspect will be discussed in
the next section making reference to the DRI input data set.

It is now worth stressing that while performing all the previous numerical experi-
ments, mainly dedicated to the analysis of the model efficiency, some problems related
to the reliability of the two FL models have been observed. It has been noted that when
these latter models are applied, the input training data set can lead to a rule system
which is not able to furnish a result for each testing input data. In other words, it hap-
pens that some input vectors do not satisfy any rules during the testing phase, and
thus it is not possible to execute the forecast. In particular, considering a total amount
of about 6900 cases (number obtained by applying the 985 input vectors of the testing
data set to the models calibrated with the 7 different percentages of data relevant to
flood rising and depletion phases), the FL-M rule systems are not satisfied 18 times
and the FL-TS 2 times, that is the 0.3% and 0.03% of the total cases, respectively.
From a statistical viewpoint these percentages are very low, but, independently of the
specific number of failures, what is more important is that these models can fail in an
unpredictable way. In fact, it has been observed that the “forecasting failure” does not
follow any predictable scheme: these failures are not due to “abnormal” input vectors
and no correlation has been detected with the forecasting time horizon, the number of
rules and the training data set applied. This (un)reliability of the FL approach could
represent a limit in their application in a flood warning system. The ANN model does
not present this problem since, given its own architecture, for each input vector p, an
output vector o is always obtained through Eq. (1) and (2). Moreover, it is worth stress-
ing that when the input vectors which cause the failure of FL-M and/or FL-TS models
are applied to the ANN model, the forecasting accuracy is coherent with the RMSEs
presented in Sect. 4.1.
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4.3. Distributed Rainfall Information (DRI) input data set

As previously written in Sect. 3.1, the DRI input data set is composed of 16 inputs: the
current water level , the water level variation in the previous hour and, for each of the
two sub-basins, the hourly areal rainfall registered in each of the 6 antecedent hours
P (t-nAt, t- (n-1) At), n=1, ..., 6 and the cumulated areal rainfall Pc (t-12At, t-6At)
registered in the time interval [{—12Af, t—6Af].

The 45 complete flood events previously considered are now used for training and
validating all the models with the DRI input data sets.

The ANN models, each of them relevant to a selected time horizon, are characterized
by 16 neurons in the input layer, 12 in the hidden layer (number obtained by trial and
error procedure) and 1 in the output layer, while the FL-M and FL-TS models remain
equal to those previously described with reference to the ARI input case.

In the same way as the ARI input data set, the performances of the models are
analysed through the root mean square error (RMSE) and the coefficient of determi-
nation (RZ). In Fig. 11, these statistics relative to the training and testing phases are
presented.

With respect to the ARI input data set, the FL-M model presents similar RMSEs in
training phase, but the forecasting accuracy decreases in testing phase, particularly
with reference to the 6 h ahead forecasts (see Figs. 11a and b). Similarly, the FL-TS
method shows better results in the training phase but this improvement is not confirmed
in the testing phase. In fact, the RMSEs for the 1 and 3 h ahead forecasts are similar to
those obtained with the ARI input set, while the 6 h ahead forecasts are characterised
by a RMSE which is worse than that in the case of the ARI input data set. These results
are confirmed by analysis of the scatter plots presented in Fig. 12, where both the FL
models show a significant increment of the dispersion when the forecasting horizon
increases, and, furthermore, that dispersion is greater than that shown in the ARI input
case. This is particularly true for the FL-M model.

On the other hand, the ANN model improves the performances significantly, espe-
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cially in the testing phase, when the DRI input data set is used. In fact, it produces the
smallest RMSEs for all the time horizons, ranging from 6 to 16 cm for 1 to 6 h ahead
forecasts, respectively (see Fig. 11b), and a R always greater than 0.9 (see Fig. 11d).
The analysis of the scatter plot presented in Fig. 12 shows that all the forecasted water
levels lie close to the 45° line for each time horizon. Moreover, when the DRI set is
used, the ANN model does not underestimate the water levels. This is probably due to
the more detailed rainfall information now used, which thus seems extremely important
for forecasting the rising part of the flood event.

Figure 13 shows the same event of the testing set, already used and discussed for
the ARI input data set case, where the 1, 3 and 6 h ahead forecasts, calculated at each
time step, are plotted. Similarly, in Fig. 14 the same water levels forecasted at 1, 3
and 6 h ahead are shown but this time connecting the values relevant to the same time
horizon. The performances of the models observed in terms of RMSE, R? and scatter
plot are confirmed.

Both the FL models present an evident “instability” in the water level forecasts rel-
evant to the rising part and peak of the flood event (see Fig. 14). Overall, the event
is forecasted with less accuracy than that observed when the ARI input data sets are
used (compare Figs. 13a with 5a and Figs. 13b with 5b).

The ANN model fits the observed values very well, with a moderate underestimation
in the higher part of the flood (see Figs. 13c and 14c).

Summing up, the results obtained with the DRI input data sets highlight that the
increment of input information improves the forecasting accuracy of the ANN model,
while this is not true for both the FL models, which, on the contrary, present worse
results that those produced when the ARI input data set is used.

Finally, as regards the reliability aspect, none of the FL models present any failure
when the DRI input data sets are used. In fact, differently from the ARI input data set,
both fuzzy rule systems always furnish a result for each testing input vector. However,
it is worth stressing that a lower number (985 Vs 6900) of testing cases is analysed
with the DRI input data set, since the testing data set was applied only once, as we
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did not develop any sensitivity analysis to the percentage of the positive water level
variations, which instead had been done with reference to the ARI input data set. Thus,
considering the low failure percentage and their unpredictability previously highlighted,
it is not possible to exclude, a priori, the possibility of a FL forecasting failure if other or
further testing data were available.

5. Discussion and conclusions

The analysis of the results previously described provides interesting points for reflec-
tion. First of all, it is shown that the early stopping procedure is useful for parameteriz-
ing the ANN and FL-TS models without over-fitting them, while the performance of the
FL-M model is independent of this procedure probably because the FL-M model does
not use the many coefficients which, instead, are present in the composite inference
and defuzzification phase of the FL-TS approach.

Secondly, all the models provide good accuracy for short time horizon forecasts
which however decreases when longer time horizons are considered and this is partic-
ularly true for the rising phase of the flood wave where a systematic underestimation is
observed when the models are trained with the ARI input data set. A lead time up to 6
hours ahead can be however considered acceptable for both FL and ANN approaches.
This temporal limit is coherent with that detected by other authors using similar data-
driven models applied to basins with similar extension to that considered in this study
(e.g. Campolo et al., 1999; See and Openshaw, 1999; Campolo et al., 2003; Soloma-
tine and Dulal, 2003), and this limit is certainly due to the fact that no information or
forecast of rainfall is considered available within the time spell ahead with respect to
the time instant when the forecast is performed.

The analysis of the model accuracy, when the ARI input data set is used, shows
that, overall, the FL-M and FL-TS models perform slightly better than the ANN model
in terms of RMSEs and R?. However, as previously recalled, all the models underesti-
mate the water levels in the rising part of the flood waves and this can be related to the
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little information on rainfall dynamic available in the ARI input data set.

Still with reference to the ARI input data set, it has been shown that the models
considered present a different level of reliability. Both the FL models produce some
unexpected failure. In particular, they are not able to execute a forecast in some testing
cases since the input vectors do not satisfy any “IF” condition of the trained/calibrated
rules. This lack of response can suggest that the FL approach is certainly appropriate
when the enumeration of all the possibilities can be done a priori, as in the case of some
mechanical or electronic tool, but it may not be totally reliable when dealing with natural
phenomenon where the number of possible combinations may be extremely large and
where input combinations not considered in the training phase can produce no results.
The ANN model does not present this problem since, given its own architecture, for
each input vector an output vector is always obtained through the transfer functions of
the hidden and output layers.

The use of the DRI input data set highlights further differences between the FL and
ANN approaches. The ANN accuracy increases significantly and, at the same time, the
tendency to underestimate the future water levels decreases significantly with respect
to that observed in the case of the ARI input data set. This behaviour indicates that the
greater detail in the rainfall pattern is useful to forecast the water levels more accurately,
especially in the rising part of the flood events.

As regards the FL-M and FL-TS models, the forecasting accuracy in the testing
phase does not increase, or becomes even worse when the DRI input data set are
used. This indicates that the FL approach, independently of its formulation, has a
limited capability of dealing with too detailed information, and this result is in line with
other hydrological studies based on fuzzy rules system which, in fact, are generally
characterized by a low number (from 2 to 5) of input variables (see, for example, Abebe
et al., 2000; Hundecha et al., 2001; Xiong et al., 2001; Han et al., 2002; Chang et al.,
2005). A similar limit exists also for the number of rules that can be implemented within
the framework of a FL model. It has in fact been shown that the accuracy of the model
initially increases with the number of rules, but beyond a certain number, the accuracy
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of the model starts to decrease again.

To summarize, given their very structure, the FL approaches perform better when the
physical phenomena considered are synthesised by both a limited number of variables
and IF-THEN logic statements, while the ANN approach increases its performance
when more detailed information is used.

In order to confirm these preliminary results, similar analyses are currently being
developed with reference to catchments with different hydrological and morphological
characteristics. This aspect is under investigation and the results will be presented in
due course.
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Fig. 1. The upper basin of Reno river and position of the rain-gauges considered.
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Fig. 3. ARl input data set. R? relevant to FL-M, FL-TS and ANN models. (a) training phase, (b)
testing phase.
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trained with data set characterized by different percentage of positive water level variations

(columns 1-3).
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1, 2 and 3, respectively) by the FL-M, FL-TS and ANN models (columns 1, 2 and 3 respectively)
versus the observed data.
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Fig. 13. DRI input data set — testing phase. Ensemble of the water levels forecasted at 1, 3 and

TS

(b) FL-

6 h ahead starting from each hour of the flood event considered. (a) FL-M model

model, (¢) ANN model.
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Fig. 14. DRI input data set — testing phase. Water levels forecasted (a) 1h, (b) 3h and (¢c) 6h

ahead by the three models.
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