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Abstract

This article follows the previous works [HKN] by Helffer-Klein-
Nier and [HeNil] by Helffer-Nier about the metastability in reversible
diffusion processes via a Witten complex approach. Again, expo-

nentially small eigenvalues of some self-adjoint realization of A(f[j,)L =

—h2A + |V f(z)]* — hAf(z) , are considered as the small parameter
h > 0 goes to 0. The function f is assumed to be a Morse function on
some bounded domain 2 with boundary 02. Neumann type bound-
ary conditions are considered. With these boundary conditions, some
simplifications possible in the Dirichlet problem studied in [HeNil] are
no more possible. A finer treatment of the three geometries involved
in the boundary problem (boundary, metric, Morse function) is carried
out.
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1 Introduction and result

In this text, we are interested in the exponentially small eigenvalues of the
Neumann realization of the semiclassical Witten Laplacian A;??L (acting on
0-forms) on a connected compact Riemannian manifold with regular bound-
ary.

Our purpose is to derive with the same accuracy as in [HKN] and in [HeNil|
asymptotic formulas for the smallest non zero eigenvalues of the Neumann

(0)

realization of A b

A similar problem was considered by many authors via a probabilistic ap-
proach in [FrWe|, [HKS], [Mic|, and [Kol]. More recently, in the case of
R™ | accurate asymptotic forms of the exponentially small eigenvalues were
obtained in [BEGK] and [BGK].

These results were improved and extended to the cases of boundaryless com-
pact manifolds in [HKN] and of compact manifolds with boundaries for the
Dirichlet realization of the Witten Laplacian in [HeNil].

We want here to extend these last results to the case of compact manifolds
with boundaries for the Neumann realization of the Witten Laplacian, that
is with coherently deformed Neumann boundary conditions.

The function f is assumed to be a Morse function on Q = Q U 0 with no
critical points at the boundary. Furthermore, its restriction to the boundary
flaq is also assumed to be a Morse function.

From [ChLi|, which completed results yet obtained in the boundaryless case
(see [Sim2]|[Wit][CFKS][Hen|[HeSj4][Hel3]), the number m,, of eigenvalues of

the Neumann realization of the Witten Laplacian Agcp })l (acting on p-forms)

in some interval [0, C h%] (for h > 0 small enough) rely closely on the number
of critical points of f with index p.

In the boundaryless case, these numbers are exactly the numbers of critical
points of f with index p in €. Like in [HeNil], they have to be increased
in the case with boundary, taking into account the structure of the function
f at the boundary, f|sq. Note furthermore that mg is here the number of
local minima of f in Q.

Moreover, the first eigenvalue in our case is 0 and the other small eigenvalues
are actually exponentially small as h — 0, i.e. of order 6_%, where C' is a
positive number independent of the small parameter h > 0.

The point of view of [HKN] and [HeNil| intensively uses, together with
the techniques of [HeSj4], the two facts that the Witten Laplacian is asso-
ciated with a cohomology complex and that the function z +— exp —@ is
a distributional solution in the kernel of the Witten Laplacian on 0-forms
allowing to construct very efficiently quasimodes.



Recall that the Witten Laplacian is defined as

App =dppdsy +dppdypn (1.0.1)
where dy, is the distorted exterior differential

dpp = e~ T@M (pay S @0 (1.0.2)

and where d} , s its adjoint for the L?-scalar product canonically associ-
ated with the Riemannian structure (see for example [GHL][Gol|[Sch]) The

restriction of dyj to p-forms is denoted by dgcp ,)l With these notations, the
Witten Laplacian on functions is

0 0)x* ,4(0
AY) = dP)df) . (1.0.3)

0 0 1 0
dO) A =alhd?) | (1.0.4)

it is more convenient to consider the singular values of the restricted differ-
ential dgeof)l : FO — M) The space FO is the my-dimensional spectral
subspace of A}e%, ¢e{0,1},

FO = Ran 149 (AY),) (1.0.5)
with I(h) = [0, Ch%] and the property!

11(h)(A(1f)L)d(0f)L =d

0)
f7 f7 )

0
;hl,(h)(Agc}L) . (1.0.6)

The restriction d f,h‘ 0 Will be more shortly denoted by ﬁff%

B0 = (d¥)) r - (1.0.7)

We will mainly focus on the case ¢ = 0.
In order to exploit all the information which can be extracted from well
chosen quasimodes, working with singular values of ﬁJ(CO})L appears to be more

(0)

efficient than considering their squares, the eigenvalues of A Fh Those quan-
tities agree better with the underlying Witten complex structure.

Note that in our case, 0 is the smallest eigenvalue of the (deformed) Neu-
mann realization of the Witten Laplacian on 0-forms due to the belonging

of r +— exp —@ to the domain of this operator (see Proposition 2.3.1 for

'The right end a(h) = Ch? of the interval I(h) = [0,a(h)] is suitable for technical
reasons. What is important is that a(h) = o(h). The value of C' > 0 does not play any
role.



the exact definition).

Let us now state the main result. Let &) and ¢(!) denote respectively
the set of local minima and the set of generalized critical points with index
1, or generalized saddle points, of the Morse function f on Q (see Defini-
tion 5.2.1 for the exact meaning of “generalized”). The analysis requires an
assumption which ensures that the exponentially small eigenvalues are sim-
ple with different logarithmic equivalent as A — 0. Although it is possible to
consider more general cases like in [HKN] and in [HeNil], we will follow the
point of view presented in [Nie] and work directly in a generic case which
avoids some technical and unnecessary considerations.

Assumption 1.0.1. The critical values of f and f|8Q are all distinct and
the quantities f(UM) — f(UO), with UD € UM and U € YO are dis-
tinct.

After this assumption, a one to one mapping j from /(0 \ {Ul(o)} when Ul(o)

is the global minimum, into the set /() can be defined. The local minima
are denoted by U (0), k€ {1,...,mo}, and the generalized saddle points by
U}l), j € {1,...,m1}. The ordering of the local minima as well as the one
to one mapping j will be specified in Subsection 5.3.

The final result will be expressed with the next quantities.

Definition 1.0.2. For k € {2,...,mo}, we define:

1
et ess )| )
(h) = (wh) if U, €eQ
e 20, () \ 2 |det Hess f|m(U150>))% o
( ka > e if Uy €09,
(rh) 1
[ | §
det Hess f(U (k)) "
8;0)(h) (wh) £ it Uiy €9
3 (k) = o o
—20, f(U G0\ 2 |det Hess floa(US))] . "
: < ) (wh) T if - Ujyy € 09,
and,
1 n ok
i o— i Ul eq
7 Jaecess 03|
Oy (h) = ) -
; it o if UG ean,

—20,, (U J(k) ‘detHeSSﬂaQ ]((112))‘ (

where X‘I/V is the negative eigenvalue of Hess f|W(U;(1]2)) forW=Q or W =
o90.



Theorem 1.0.3.

Under Assumption 1.0.1 and after the ordering specified in Subsection 5.3,
there exists hy such that, for h € (0,hg], the spectrum in [O,h%) of the
Neumann realization of ASC(’)})L in Q consists of mg eigenvalues 0 = A\ (h) <
oo < Amg (h) of multiplicity 1.

Moreover, the above mg—1 non zero eigenvalues are exponentially small and
admit the following asymptotic expansions:

@)

Ai(h) = 75 (h) 854y () Oy () €72 (1 + hey(h)

where Yi(h), d;x)(h), and 0;4)(h) are defined in the above definition and

ci(h) admits a complete expansion: cp(h) ~ > 0o K™k .

(1) .
T
h

This theorem extends to the case with Neumann boundary conditions the
previous result of [BGK] and its improvements in [HKN] and [HeNil] (see
also non-rigorous formal computations of [KoMal, who look also at cases
with symmetry and the books [FrWe] and [Kol] and references therein).

To prove this theorem, we will follow the same strategy as in [HKN] and in
[HeNil] and some intermediary results will be reused without demonstra-
tion (what will be indicated in the article). Moreover, some proofs will be
improved (see for example the final proof reduced now to a simple Gaussian
elimination explained in [Lep]).

At least, the geometry of the Neumann case is different from the geometry of
the above references. This leads to different results (compare Theorem 1.0.3
and the main theorem of [HeNil]) and some proofs have to be entirely re-
considered. In fact, the study of the Dirichlet realization of the Witten
Laplacian done in [HeNil] agreed better with the local geometry near the
boundary, which led to simpler computations (see the local WKB construc-
tion in Section 4 for example).

The article is organized as follows.

In the second section, we analyze in detail the boundary complex adapted
to our analysis in order to keep the commutation relation (1.0.4) (a part of
the answer already existed in the literature (see [Sch], [Duf], [DuSp], [Gue],
and [ChLi]) in connection with the analysis of the relative or absolute coho-
mology as defined in [Gil]).

The third section is devoted to the proof of rough estimates (to get a pre-
cise localization of the spectrum of the Laplacian) replacing the harmonic
oscillator approximation in the case without boundary.

These two sections bring no additional difficulties in comparison with what
was done in [HeNil].

In the fourth section, we give the WKB construction for an eigenform of the
Witten Laplacian on 1-forms localized near a critical point of the bound-
ary, according to the analysis done in [Lepl]. Moreover, it was possible in



the Dirichlet case to use only a single coordinate system in order to ap-
proximate an eigenform by a WKB construction while different coordinate
systems arise naturally here. Lemma 3.3.1 will play a crucial role to juggle
with these different coordinate systems.

In the first part of the fifth section we label the local minima and we con-
struct the above injective map j under Assumption 1.0.1.

In its second part, after having constructed adapted quasimodes to our anal-
ysis, we make some scalar estimates - using the Laplace method - which lead
directly to the final proof of the theorem, using the result of [Lep|, in the
sixth section. Again, we cannot use like in [HeNil] a single coordinate sys-
tem and we must again call on Lemma 3.3.1 to be able to use the Laplace
method. It is due to the local geometry near a generalized critical point
with index 1 which is rather more complicated than in [HeNil].

2 Witten Laplacian with Neumann boundary con-
dition
2.1 Introduction and notations

This section is analogous to the second section of [HeNil] and we will use
the same notations that we recall here.

Let Q be a C*> connected compact oriented Riemannian n-dimensional man-

ifold. We will denote by go the given Riemannian metric on Q ; Q and 9Q

will denote respectively its interior and its boundary.

The cotangent (resp. tangent) bundle on 2 is denoted by T*Q (resp. T12)

and the exterior fiber bundle by AT*Q = @®;_(APT*(} (resp. ATQ =
p—oAPTS).

The fiber bundles ATO2 = @Z;&APTGQ and AT*0Q) = @;;&APT’@Q are

defined similarly.

The space of C*°, Cg°, L?, H* , etc. sections in any of these fiber bundles, E,

on O = Q or O = 99, will be denoted respectively by C*°(0; E), C§°(0O; E),

L*(O; E), H*(O; E), etc.

When no confusion is possible we will simply use the short notations APC*,

APCS®, APL? and APH? for E = APT*Q or E = APT*O).

Note that the L? spaces are those associated with the unit volume form for

the Riemannian structure on € or 92 (2 and 02 are oriented).

The notation C*®°(Q; E) is used for the set of C* sections up to the boundary.

Finally since 99 is C*®, C*(Q; E) is dense in H*({; E) for s > 0 and the

trace operator w — w|gqn extends to a surjective operator from H*(Q); E)

onto H*~1/2(9Q; E) as soon as s > 1/2.



Let d be the exterior differential on C§°(2; AT*Q)
( dP) . C° (9 APT*Q) — C° (92 APTIT™Q) )
and d* its formal adjoint with respect to the L?-scalar product inherited
from the Riemannian structure
( AP+ 03 (Q; APHLTQ) — CS° (92 APT™Q) ) .

Remark 2.1.1. Note that d and d* are both well defined on C>(Q; AT*Q) .
We set, for a function f € C®°(Q;R) and h > 0, the distorted operators
defined on C*®(Q; AT*Q):

dyj = e—f@)/h (hd) @/ and d), = el @)/h (hd*) e~ f@/h

The Witten Laplacian is the differential operator defined on C*®(Q; AT*Q)
by:
App=djpdpn+ dppdiy, = (den+ df )7 (2.1.1)
Remark 2.1.2. The last equality becomes from the property dd = d*d* =0
which implies:
depdysp = d},hd?,h = 0. (2.1.2)
It means, by restriction to the p-forms in C*°(Q2; APT*Q):

A = A

Note that (2.1.2) imply that, for all u in C*°(Q; APT*Q),

= A7 21
and
-1 —1),% —1),%
A = df AT (2.14)

We end up this section by a few relations with exterior and interior prod-
ucts (respectively denoted by A and i), gradients (denoted by V) and Lie
derivatives (denoted by £) which will be very useful:

(dfA)* = iyy (in L2(QAPT*Q)), (2.1.5)

dip = hd+dfa, (2.1.6)

fn = hd"+ivy, (2.1.7)

doix +ixod = Lx, (2.1.8)
App = hHd+d)V? + |V +h(Lyp+ Lyy) o (2.1.9)

where X denotes a vector field on Q or Q.

Remark 2.1.3. We work here on o Riemannian manifold and the opera-
tors introduced depend on the Riemannian metric go. Nevertheless, we have
omitted here this dependence for conciseness.



2.2 Stokes and Green formulas

In order to define suitably the self-adjoint Neumann realization of the Wit-
ten Laplacian Ay; that we will study in the rest of this work, we need
variants from the Stokes and the Green formulas.

For that, we use some notations and properties which are very convenient
for boundary problems and which are introduced for example in [Sch] and
recalled in [HeNil].

Definition 2.2.1. We denote by 7i, the outgoing normal at o € 02 and by
1 the 1-form dual to f, for the Riemannian scalar product.

For any w € C®(Q; APT*Q), the form tw is the element of C*°(99Q; APT*Q)
defined by:

(tw)o (X1,..., Xp) =wo(X{,..., X)), Vo €09,

with the decomposition into the tangential and normal components to 02
at o X; = XiT @ xffig.
Moreover,

(tw)e = i, (M) Aws) -

The projected form tw, which depends on the choice of 7i, (i.e. on gg), can
be compared with the canonical pull-back j*w associated with the imbedding
j 092 — Q. Actually the exact relationship is j*w = j*(tw). With an abuse
of notation, the form j*(tw) will be simply written tw for example in Stokes
formula without any possible confusion.

The normal part of w on 92 is defined by:

nw =wlgg —tw € C(IN; APT*Q).

If necessary tw and nw can be considered as elements of C*(Q2; APT*Q)) by
a variant of the collar theorem (see [HeNil| or [Sch] for details).

The Hodge operator x is locally defined in a pointwise orthonormal frame
(Eq,...,Ey) by:

(*ww)(Ea(p-‘rl)v R Ea(n)) = E(O-) wI(Eo(l)a cee 7Eo(p)) )

for w, € APTQ) and with any permutation o € 3(n) of {1,...,n} preserving
{1,...,p} (e(o) denotes the signature of o).
We recall the formulas:

*(kwy) = (=P P, - Vw, € APTIQ
<w1 |WQ>ApL2 = fQ w1 A Xy , Ywi,wy € APL? , (2.2.2)



and:

*d5 1) = (=P P K dP) = (=1)PFLgn(Pmy o (2.2.3)
*n=tx, *t=nx, (2.2.4)
td=dt, nd =d n. (2.2.5)

With the previous convention j*(tw) = tw, the Stokes formula writes:

Vw € C®(Q; APT*Q), /dw :/ Jw :/ tw , (2.2.6)
Q o o0N

and a first deformed Green formula given in [HeNil] states that

<df,hw | df,h77>AP+1L2 + <d?,hw | d},hn>AP*1L2

= (Appw | Mprre + h/m(tn) A (*ndfpw) — h/m(td}ﬁw) A (xn7)  (2.2.7)

holds for all w € APH? and n € APH' . This formulation of (2.2.7) does not
depend on the choice of an orientation. If 4 and paq denote the volume forms
in  and 09, the orientation is chosen such that (ugn)e(Xi,...,Xn-1) =
to (Mg, X1,...,Xn—1). A simple computation in normal frames (see [Sch],
prop. 1.2.6) leads to:

tw) A *nwy = (wy | iﬁgWQ)ApT;Q dusq , (2.2.8)
for wy € C*°(Q; APT*Q) and wy € C°(Q; APTIT*Q).

Definition 2.2.2. We denote by g—f;(a) or On f (o) the normal derivative of
fato:

L (o) = onfo) = (V1(0) | )
5, (0) = Onf(0) = o) | Tig) .

As a consequence of (2.2.8) we get the following useful decomposition for-
mula.

Lemma 2.2.3. (Normal Green Formula)
The identity

2 2 2 2
d g nl 32 + |dFpwl| s p2 = P2 ldw]3pi1 2 + B2 dw]3p-1 2

IV Al + DLy s + Lo p)w | @) prr2
)
+ h/ (w|w)arTr0 (8f) (0) duga (2.2.9)
o0 n

holds for any w € APH' such that nw = 0.

10



Proof.

Since C*°(Q; APT*Q) is dense in APH', while both terms of the identity are
continuous on APH*, the form w can be assumed to be in C*(Q2; APT*(Q).
We use the relation (2.2.7) with both f =0 (do, = hd and dj;, = hd*) and

a general f € C*°(Q;R). We obtain:

* 2 *
ldgnolzme e + |d7pelloms e = P2 Ndwl Rz = B2 Nd"w]Rp 2 =
(Apn —Aop)w|whrrre + h/ (tw) A *n(df ANw) — h/ (tivsw) A (+nw)
o0 oN
= ((App — Dop)w|w)arrz + h/@ﬂ@d lin, (df Aw))arza dpso -
By (2.1.9):
(B~ Dol whsrse = VA1 wlBgs +hi(Lxs + Lipho | wharse
For the integral term, we write:

iﬁd(df/\(,U)(Xl, e ,Xp) = (df Nw

which proves the lemma. ]

2.3 Normal Neumann realization

In this subsection, we specify the self-adjoint realization of A(O})L in which

we are interested. Like in [HeNil], we want this self-adjoinf realization
(denoted by A}V 5) to coincide with the Neumann realization on 0-forms and
to preserve the complex structure:

(L+ A7) 1a?) = a1+ AP
and
N,(p—1)\ — —1),% —1),x% N, —
(1+ ARl = g® D AP

on the form domain of A;V}z(p ).

Having in mind the works [Sch] and [ChLi] about cohomology complexes
and boundary problems, we introduce the space:

APHG = Hj, (G APT*Q) = {w € H' (U APT*Q); nw=0}.  (2.3.1)

11



In the case p = 0, it coincides with the space H'(Q), while for p > 1
the condition says only that the form vanishes on 02 when applied to non
tangential p-vectors. Since the boundary 952 is assumed to be regular, the
space

APCTo, = Con (B APTHQ) = {wec®(Q,APT*Q); nw=0}

is dense in ApHé’n. The next construction is a variant of known results in
the case f = 0 (see [Sch]). We will use the notations:

Dyp(w,n) = (dfpw | dppm)av+ire + (dfpw | dfpn)ar-112
and

2 2
,Df,h(w) = Df,h(w7w) = de,thAvalL2 + Hd},thAp—lLZ .

Proposition 2.3.1.
The non negative quadratic form w — Dy p(w) is closed on ApH&n. The as-

fociated (self-adjoint) Friedrichs extension is denoted by Ag}fp). Its domain

is:
D(A?]}fp)) = {u e APH?, nw=0 and ndypw = ()} ,

and we have:

vwe DAY, AlPw=2aPw nq.

Proof.
By the same argument as in the proof of Proposition 2.4 of [HeNil], the
space APH&I1 is isomorphic to the direct sum:

APH @ tAP H'/2(9; APT*Q)
with continuous embedding. Hence, since 0f) is a regular boundaryless man-
ifold, its dual is the direct sum of APH~! and tAPH~1/2(0Q; APT*Q):
(APHS ) = APH™ @ tAPH™2(9Q; APT*Q) .

We have to check that w +— Dgfj })L(w) + C'||w|3p 2 is equivalent to the square
of the AVH" norm on A?Hg . By (2.1.6)-(2.1.9) this is equivalent to the
same result for f = 0 and h = 1. This last case is known as Gaffney’s
inequality which is a consequence of the Weitzenbock formula (see [Sch],
Theorem 2.1.7).

Hence the quadratic form w — Dy j(w) is closed on ApH(},n and the identity

¥n € APHG,, DY) (w,n) = (AP)w, )

defines an isomorphism A®) : APHS , — (APHg ) .

The self-adjoint Friedrichs extension A;V}L(p ) is then defined as the operator:

DY) = {we wHL,, APwe TR}, AYPw= APy

12



It remains to identlfy this domain and the explicit action of A®).
If w belongs to D(A} N )) by the first Green formula (2.2.7) we get:

i€ APCE,  (w| APy) = DY) (w,n) = (w]APn) .

The inequality:
D) (w,m)] < Cllwllgwg lnllprzrr

together with the density of APCS® in AP H} implies that the current A;I)z
D'(Q; APT*Q) is indeed the APH~! component of AP)w.

Assume that w belongs to AI’H&n N APH?; then the Green formula (2.2.7)
gives:

h /8 Q(tﬁw*ndf,m:D%,l(wm)—m;,l WMz , Vi € APHG, |

By density, one can define, for any w in AP H} n Such that Agcp %w € APL? a
trace of ndy w by the previous identity, observmg that the r.h.s. defines an
antilinear continuous form with respect to . With this generalized definition
of nd% ,)Lw we claim that:

DY) = {we whL,, Af)we AL and ndf)w =0}

The last point consists in observing that the boundary value problem
Agfj'})lu =g, nu=g, nd%}lu =g (2.3.2)

satisfies the Lopatinski-Shapiro conditions. At the principal symbol level
(h > 0 fixed), these conditions are indeed the same as for

(dd* + d*d)Pu=yg, nu=g, ndPu=g.

This is checked in [Sch]. Hence any solution to (2.3.2) with g € APL?
g1 = g» = 0 belongs to APH?. M

Proposition 2.3.2.

Foranyp € {0,...,n}, the self-adjoint unbounded operator A;V}l(p) introduced

i Proposition 2.5.1 has a compact resolvent.
Moreover, if z € C\ Ry, the commutation relations
N,(p+1)— N,(p)\—
(= AR = df e = A7),
and

(z — AN’(pfl))fld%}jl)’*v

—1),% N, —
foh =dp V- AP

v,

hold for any v € APH&H.

13



Proof.

The domain of the operator is contained in APH?, which is compactly em-
bedded in APL?, by the Sobolev injections. This yields the first statement.
Since APCFS, is dense in APH&I17 it is sufficient to consider the case when
v € APCGS,. For such a v and for z € C\ Ry, we set:

u=(z— Ajc\j}l(p))_lv.

Due to the ellipticity of the associated boundary problem (the Lopatinski-
Shapiro conditions are verified) u belongs to C>°(£2; APT*Q2). The commu-
tation relations (2.1.3) and (2.1.4) can be applied since here f € C*°(Q;R):

P, = 4P

1
(z — A(IH' ))df,h f,h(

Ph z— A;pzl)u = d;zj,)LU (2.3.3)

and

(z = AP Yal = dl Y (2 - AP = a0 (2.3.4)

Since u € D(A} (p)) we have nu = 0 and nd(p,)lu =0.

Then, ndyjpu = 0 and ndypdspu = 0 imply dfpu € D(A (pH)). So by
(2.3.3) we have:

d(p)

fh( AN’(p))_lv = dypu = (z — AN’(erl))_ld;{),)zv

fih f.h

In order to show the second commutation relation, we first use the relation
(2.2.5) which implies:

For the normal trace of the differential, we write (A pu = zu — v):
ndfvh(d},hu) = zZnu —nv — nd}’hdf,hu = —d}’hndfyhu =0.

Hence d( Dy belongs to D(A;V (p= 1)) and the identity (2.3.4) yields the
last commutatlon relation to show. ]

Definition 2.3.3. For any Borel subset E C R and p € {0,...,n}, we will
denote by 1E(Afh( )) the spectral projection of Afh( ) on E.

From Proposition 2.3.2 and Stone’s Formula we deduce:

Corollary 2.3.4.
For any Borel subset E C R, the identities

b f, f, b
and
N,(p—1 —1),% —1),% N,
LAY d? V0 = d? D 1p(Aa TP



hold for all v € ApHén.
In the particular case when v 1S an ezgem)ector of A

the ezgem)alue )\ then d'? hv (resp. dgc ) “v) belongs to the spectral subspace

Ran 1{,\}(A ) (resp. Ran 1{>\}( p 1))).

(p ) corresponding to

Proposition 2.3.2 and Corollary 2.3.4 were stated for p-forms v € AP H&H(Q),

belonging to the form domain of A}V {(P) Tt is convenient to work in this

framework because the multiplication by any cut-off function preserves the
form domain AHo,n(Q):

(w e AHGA(Q), x €C¥(Q)) = (xw € AH;4(Q))

while this property is no more true for D(A}V ). In this spirit, we will often
refer to the next easy consequence of the spectral theorem.

Lemma 2.3.5.

Let A be a mon negative self-adjoint operator on a Hilbert space H with
associated quadratic form qa(x) = (x| Azx) and with form domain Q(A).
Then for any a,b € (0,400), the implication

(a4(w) < @) = (|| 1400 (Au]* < 7)

holds for any u € Q(A).

3 First localization of the spectrum

3.1 Introduction and result

Let us first recall that we are working with the fixed Riemannian metric
go on Q. Like in the third section of [HeNil] for their tangential Dirichlet
realization of the Witten Laplacian, we check here that the number of eigen-
values of A ( ) smaller than h3/2 equals a Morse index which involves in
its definition the boundary conditions. To this end, we will adapt [HeNil]
which uses techniques yet presented in [Sim2], [CFKS], [ChLi|, [Bis|, [Bur],
and in [Hell].

In order to make the connection between the normal Neumann realization
of the Witten Laplacian A}V 5, and the Morse theory, we assume additional
properties for the function f up to the boundary of2.

Assumption 3.1.1.
The real-valued function f € C*°(Q2) is a Morse function on  with no critical
points in 02 . In addition its restriction f|aq is a Morse function on OS).
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Remark 3.1.2.

With this assumption, the function f has a finite number of critical points
with index p in ). Note furthermore that the assumption ensures that there
is no critical point on OS2, which implies that the outgoing normal derivative
%(U) is not 0 when U is a critical point of f|aq.

Definition 3.1.3.

Fort € {0,...,n}, the integer m?fz is the number of critical points U of f|aq
with index ¢ such that %(U) < 0 (with the additional convention mQQ, =0).
Forpe {0,...,n}, let

o0

Q
mp p,— "

_ . Q
—mp—i-m

Remark 3.1.4.
In [HeNil], the authors worked with the tangential Dirichlet conditions
(tw = 0 and td} w = 0) and the corresponding definition was similar with

m?f_l and g—fl(U) < 0 replaced respectively by m??L_ and %{(U) > 0.
The aim of this section is to prove the following theorem:

Theorem 3.1.5.

Under Assumption 3.1.1, there exists hg > 0, such that the normal Neumann
realization of the Witten Laplacian Aﬁc\{h introduced in Subsection 2.3 has,
for h € (0, hgl, the following property:

For any p € {0,...,n}, the spectral subspace F(P) = Ranl[oﬁs/z)(Aﬁc\j}I(p)) has

rank: dim F®) = m?.

To prove this theorem, we will adapt for the normal Neumann realization of
the Witten Laplacian the proof given in [HeNil] for the tangential Dirichlet
realization. Many points of this demonstration do not require any modifica-
tion, so we will only recall these results without any demonstration.

The theorem will be proved in the Subsection 3.3.

3.2 A few preliminary lemmas
In this subsection, we recall some results of [HeNil] that we need to prove
Theorem 3.1.5.

3.2.1 Variationnal results for the Witten Laplacian on RF

Let g be a C* metric on R* which equals the Euclidean metric outside a
compact set K.

Assumption 3.2.1 (g).
The function f is a Morse C* real-valued function and there exist C1 > 0
and a compact K such that, for the metric g:

Ve e RF\ K, |Vf(z)|>CrY and [Hess f(z)| < C1 |V f(z)]* . (3.2.1)

16



Note that the above assumption ensures that f has a finite number of criti-
cal points and m,, will denote the number of critical points with index p.
Let us recall the Propositions 3.6 and 3.7 of [HeNil]. They gather conse-
quences of Simader’s Theorem in [Sima] about the essential self-adjointness
of non negative Schrodinger operators, of Persson’s Lemma in [Per| about
the localization of the essential spectrum and of the semiclassical analysis a
la Witten in [Wit] leading to Morse inequalities. We refer the reader also to
[CFKS]|[Hen] [Hel3] or [Zha] for the Witten approach to Morse inequalities in
the boundaryless case and to [Mill] and [Lau] for a topological presentation
of Morse theory.

Proposition 3.2.2.

Under Assumption 3.2.1, there exist hg > 0, ¢cg > 0 and ¢; > 0 such that
the following properties are satisfied for any h € (0, hg):

i) The Witten Laplacian Ay, as an unbounded operator on L*(RF; AT*RF)
is essentially self-adjoint on CS°(RF; AT*RF).

1) For any Borel subset E in R, the identities

LA Al = df1e(Af)u
and (3.2.2)
(AL f e = df (A

hold for any u belonging to the form domain of Agcp})l.
)

In particular, if v is an eigenvector of A;p 5, associated with the eigenvalue A,

then d%{v (resp. d%;l)’*v) belongs to the spectral subspace Ran 1{>\}(Agfj,j1))

(resp. Ran I{A}(ASZ’);U)).
(p)

iit) The essential spectrum oess(A} ) is contained in [c1, +00).

iv) The range of 1[0700h)(A§cp})1) has dimension m,,, for all h € (0, ho] .

Proposition 3.2.3.

If the Morse function f satisfies Assumption 3.2.1 and admits a unique crit-
ical point at x = 0 with index py , s0 My = Op p,, then there exist hog > 0 and
co > 0, such that the following properties hold for h € (0, hol:

i) For p # po, AS&)Z > cohld.

i) If wl’}o 1s a normalized eigenvector of the one dimensional spectral sub-

space Ran 1[0700h)(A5fp2)) , it satisfies

Gl =0, AU =0 and ATDU =0,
so that Ran 1[0760h)(A§f2)) = Ker Agf:g) . Moreover
o (AP {0} C [coh, 0) .
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43) If x € Cgo(Rk) satisfies x = 1 in a neighborhood of 0, then there exists
Cy > 1, such that, for all h € (0,ho/Cy), the inequality,

(1=0AY (1 =) = O =]
holds in the sense of quadratic form on APH'(RF).

3.2.2 The model half-space problem

We work here on R® = R" ! x (—00,0) with a Riemannian metric go.
Assume furthermore that there are coordinates x = (2, z,,) such that gy =
doij=1 3y (x)da;dx; satisfies

Jin=20n;=0 fori<n (3.2.3)
and
Vo eRT\ K1, 0.30(x) =0, (3.2.4)

for some compact set K; C R™.

In this paragraph, the coordinates (2, x,) are fixed while different metrics
on R” are considered. The notation G(-) will be used for the matrix valued
map = — G(z) = 'G(z) = (gij(x))i; € GL"(R), which is assumed to be a
C* function. According to the standard notation, the coefficients of G (z)~*
are written g% (x).

Consider also a function f which has a specific form in the same coordi-
nates (z/, x,).

Assumption 3.2.4. o
The function f € C°(R™) satisfies:

i) The estimates |Vf(z)| > C~1 and |02f(x)| < Co hold, for all x €
R” and all o € N, o # 0.

ii) The function f is the sum f(2',2,) = =% fy(zn) + 3 f—(2') . Moreover,
there exists C7 > 0 such that

Vay, € (—00,0) 01_1 <Oz, f(zn)| < C1

and f_ is a Morse function on R"™1 which satisfies Assumption 3.2.1
for the metric Efj_:ll g?j(x’, 0)dx;dx; and admits a unique critical point
at ¥’ = 0 with index p .

The boundedness of |05 f], 1 < |a| < 2, avoids any subtle questions about
the domains.
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Proposition 3.2.5.
Under Assumption 3.2.4-i), the unbounded operator Ajcvh on L2(R™; AT*R") ,
with domain

D(A}\{h):{wGAHQ(]R’i), nw=0, ndf,thO},

1s self-adjoint.
If E is any Borel subset of R, the relations

N,(p+1 N,
1p( AN Y dPu = df) 1p(AY ),
and (3.2.5)
(AN ) db = d D 1Al P,
hold for any u € APH(%’H(R?) )

Proof.
The uniform estimate on V f allows the same proof as for Proposition 2.3.2
and Corollary 2.3.4 (here CGm denotes the space of C** compactly supported

functions in R” with a vanishing normal component on {z,, = 0}). ]

We are looking for a result similar to Proposition 3.2.2 and Proposition 3.2.3
for the case with normal boundary condition on R”™ (this result will be
stated in Subsection 3.2.3). One difficulty here comes from the metric which,
although diagonal in the coordinates (z’, z,), is not constant. The general
case can be reduced to a simpler situation where g;j(x) = g;;(2) with gpy, =
1 after several steps.

We need some notations.

Definition 3.2.6.
For a metric g which satisfies (3.2.4), the corresponding H*-norm on the
space APH*(R™) is denoted by || | Arps 4 and the notation || [|zpys is kept
for the Euclidean metric ge = ;- dx?.

N,(p)

Similarly, the quadratic form associated with A fh s written

* 2 2
Doopin@) = |5, ppsollppos o g T Mdpnolaoripey o Voo € APHo(RY)

where the codifferential d; £ also depends on g .

Remark 3.2.7. The considered metrics satisfying (3.2.4), the different
(L?, g)-norms are equivalent.

The required accuracy while comparing the quadratic forms D, ¢, needs
some care.

We will work further with partitions of unity and the next proposition,
similar to the standard IMS localization formula (see [CFKS]), but in the
case with boundary, will be useful.
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Proposition 3.2.8. (IMS Localization Formula)
For W =Q or W =R", consider {xx}, _n a partition of unity of W (i.e.

satisfying Zévzl x2=1onW).

Let g and f be respectively a Riemannian metric and a C*> function (satis-
fying Assumption 3.2.4-i) in the case R™) on W.

The next IMS localization formula is then valid:

N

k=1

Proof. For clarity, we omit the dependence on g in the proof.
Recall, from Zgzl X% = 1, than for any n € AH!:

N

N
Z Xkdxx An =0, and by duality (2.1.5), Z Xkivy,n =0. (3.2.7)
k=1 k=1

Now, for any w € AH&n and k € {1,...,N},

Dy n(xaw) = lldgn(xew)ll + || 450 Orw) || -
From (2.1.6) and (2.1.7),

d¢n(xpw) = hdxi Aw + xpdspw and d;h(ka) = hiy,,w + Xkd?,hw'
Hence, from Zszl X2 =1, (2.1.6), and (2.1.7), for any w € AH(%’n,

N

N
S Dp0w) = Dpalw) + 32 (e Aw] dik Aw) + (7w | irye))
k=1 k=1

N

—{—Z 2Re ((hdxi Aw]|hxgpdw + xidf Aw) + (hivy,w | hxpd w + xpiviw)) .
k=1

Using (3.2.7),

N

N
ZDf,h(ka) =Dy p(w) + h? Z ({dxk Aw | dxr Aw) + (ivy,w [ivyw)) -
k=1 k=1

At least, the identity
ix(anf) = (ixa) A+ (—1)*%%a A (ixf)
implies
(dxi Aw | dxg A w)+(ivyw [ivyw) = (fvy, (dxe A w) + dxg A (ivy,w) |w)
= ((ivndxw @) = (VP wlw) |

which proves the proposition. ]
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Let us give now two lemmas whose proofs are the same than the proofs of
Lemmas 3.11 and 3.12 of [HeNil].

The first lemma provides a reduction to the case 0, G = 0 and the second
allows us to consider again a simpler metric with g, = 1.

Lemma 3.2.9.

Let g1 and g2 be two metrics which satisfy (3.2.4) and coincide on {z, = 0}.
Let f be a function satisfying Assumption 8.2.4. There exist constants C1o >
1 and hg > 0 such that the inequality,

Dyo pn(w) > (1 = C1oh®°)Dy, pn(w) — Crah™/ ||wl[3s 12 (3.2.8)

g1

holds for w € ApH&n(Rﬁ) , with p € {0,...,n} and h € (0,hy), as soon as
suppw C {xn > —Cgh2/5} .

Lemma 3.2.10.
Let g1 and g2 be two conformal metrics (which satisfy (3.2.4)) in the sense:

go = eso(u’t)g1 )

Let f be a function satisfying Assumption 3.2.4. Then there exist constants
Ci2 > 1 and hg > 0, such that the inequality,

(3.2.9)
holds, for allp € {0,...,n} and all h € (0, hg) .

3.2.3 Small eigenvalues for the model half-space problem

Before giving the proof of Theorem 3.1.5, we state the main result for the
model half-space problem which is similar to Proposition 3.2.2 and Propo-
sition 3.2.3.

Proposition 3.2.11.
Assume that the metric go satisfies (3.2.3) and (3.2.4) and let f be a Morse
function satisfying Assumption 3.2.4 for some py € {0,...,n}. Then there
exist constants hg > 0, cg > 0 and ¢1 > 0, such that the self-adjoint operator
A?{h satisfies the following properties for h € (0, ho|:
i) For p € {0,...,n}, the essential spectrum O'ess(Ajc\f;L(p)) is contained in
[Cl, -I-OO) .
i) Forp € {0,...,n}, the range of 1[O,c0h)(Ajf\7[;L(p)) has dimension

{ Oppo U Op, f(0) = _%81‘71]04-(0) <0,

0 if 9o f(0) = —10,, £1(0) > 0.

13) In the first case,

Ran 1[0’00h)(A§c\7{;§p0)) = Ker Ag}fpo) = Cyp",
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where

" = (ef ) gl | popz = O(RM10)

and 1%‘0 belongs to the kernel of a (n — 1)-dimensional Witten Laplacian
A;I’),O}_/zh in a metric g', which is conformal to g, = Z:Lj_:ll g% («,0)dz;dx;
on R 1

iv) For any x € C§°(R™) such that x = 1 in a neighborhood of 0, there exists
Cy > 0 such that the lower bounds

(1—0A} P —x) > 1=, 0<p<n,

hold, for any h € (0, ho/CYy), in the sense of quadratic forms on APH&H(RE) .

Remark 3.2.12.

This proposition is an adaptation of Proposition 3.13 of [HeNil] in the
case with normal boundary conditions: we have mainly replaced fi(zy) by
—f+(xn) and po + 1 by po and the proof is similar.

Proof.

The clue of this result is an accurate lower bound for the quadratic form
Djy.1.h(n) , when evaluated for n such that suppn C {acn > —Cgh2/5} . By
Lemmas 3.2.9 and 3.2.10, one can find a metric g, which satisfies (3.2.3) and
(3.2.4), with G(z) = G(2') independent of the z,-coordinate, g,, = 1 and a
constant C' > 1 such that

Djo.r1(n) = C Dy () — CH7P |Inl[3 12, - (3.2.10)

Take two cut-off functions y; € C*°(R), such that x1 € C°(R), x1 =1 in a
neighborhood of 0 such that ¥3 + x3 = 1.
By the IMS localization formula (3.2.6), for any w € AH&,H(RZ) ,

— ChO% w3 g2, -

By (2.2.9), since |V f(z)]*> > C~' on R", the second term of the r.h.s. is

bounded from below by a constant times H)Zg(h*2/5xn))w“iL2 5, and we get:

2
Dy 1n(w) = Dy (51 (00 )e0) = CHOP |fa (02

ALQ:gO

c! 2
~ h—2/5 H .
BRI A VY
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Finally after changing the constant C' > 1, the inequality (3.2.10) yields

2
Dyo.1() = C7Dy (R (b)) = Ch® |51 (025 )|

+C? H;zg(h*Q/f’xn)wHQ . (3.2.11)

where the L?-norms in the r.h.s. can be computed with the metric g or go
while possibly adapting the constant C, owing to Remark 3.2.7. Here and
in the sequel, we omit the subscript (AL?, g) for L2-norms.

Now the problem is reduced to the analysis of Dy r; with the metric g. The
product structure of the metric g allows an explicit analysis of the spectrum.

(a) The case n = 1.

We have z = z, € R_, f(z) = —%er(:L'n). Here the metric is g = da2.
We keep the reference to the index n for the later application.

The spaces A°Hj,,(R_) and A'Hg,,(R_) are respectively H'(R_) and
{B(zn) dzn , B € HF(R_)} .

By identity (2.2.9), for any 1-form 3 dw,, with 8 € H}(R_):

1 h
Dyt /2B dan) = W2 |0z, Bl + 102, F1 I = {02, f1(2n) B | B) -
(3.2.12)
From (3.2.12), we get:

Dy, jon(B dzn) > (C72 = hO) ||BI

and deduce that there exist ¢1(dy, f1,02 f+) = c1 > 0 and hy > 0 such
that, for all h € (0, ho],

(1)
A = ald. (3.2.13)

Again by identity (2.2.9), we have for any 0-form o € H(R_):

Dy g, jon0) = B[00, 0l> + 5 100, F 0l + 5002, fi (o | )
— 50, OO (3219
and there are two subcases:
(al) Subcase 9,, f+(0) < 0:
In this case, identity (3.2.14) implies:

Va € A°Hg s Dy g, jan(@) = (C72 = hC) |laf?
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which provides the existence of ¢1(y, f+,02 f+) =c1 > 0 and hg > 0 such
that: N

AN, = ald, Yh e (0,ho] . (3.2.15)
(a2) Subcase 0,, f1+(0) > 0:

If Ai\[}(f}zh(a) = \pa, with A\, < ¢1, we have by Proposition 3.2.5(3.2.5):

N,(1
A ( Zz,h(d—h/?,ho‘) = Ahd—f+/2,haa

which implies, by (2.1.6):

1
d_g, j2,n¢ = hOy,a — 9 (O, f+) =0

Hence:
alzy) = Cef+@n)/2h

The 0-form e/+@n)/2h belongs to Ker (AJ_V}(RM) ,80 A\ =0.

(b) The case n > 1.

First note that any w € APHj ,(R") is a sum

w= Z ar(z)da’’ A de, + Z By(z)da'” = a Adan + 3,
#I=p—1 #J=p

with ar,8; € HY(R™), as(2’',0) = 0, while d't = daj A - A dxg#I,
I = {il < ... < i#]} - {1,...,n—1} and J = {]1 < ... < j#]} C
{1,...,n—1}.
If in addition w € AP H?(R™), the condition ndw = 0 reads, with the metric
g, 0z, Bs(2',0) = 0.
Secondly, we remind the reader that with the product metric g the Rieman-
nian connection, the Riemann tensor and therefore the Hodge Laplacian,
owing to the Weitzenbock formula, split like direct sums:

VxY = V% Y, + Vi Y,

Riem(z,y,z,t) = Riem"™(Tn,yn, 2n, tn) + Riem/(l’,, y/’ 2, t,) )
R(4) = Z Riemijkl(da:i/\) o ivxj o (dq;k/\) o ing — R&) + RI(4) 7
igkl

(d+d*)? = (do, +d5 )+ (dy +di)*.

We refer the reader to [GHL] (p. 110 and p. 70) for details and more general
statements.
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Thirdly, the decomposition f(z) = —1 fy(zn) + & f—(2') with the product
metric g gives

VI = Ve fI? + Vo fI?

For w=aAdzx,+ 0 € D(A;}fh) (with the product metric g), we have

Dy pnlw) = (0] Appw) = (| A% 1 o)+ (W A g p0) -

Since the two operators A™ Fo/2h (acting only in the variable x,,) and A’f o

(acting only in the variable z’) preserve the partial degree in dx,,, we get

Dyslw) = (@ Ndwn | A%y o (@ Adwa) ) + (BIA% 5 08)
+ <a Aday | A}y (@A dxn)> <ﬁ &) hﬂ> (3.2.16)
Hence the variables (2, z,) can be separated. The equivalence between the

norms ||, 1(2/) || and &, l75(a")| on APTR, where
J={j1 <...<jgs} C{1,...,n—1}, leads to 2

Dy fnlw) =
1 /
C/Rn_1 [#IZI; 1D_f+/2 plar(@,.) day) #;pD_f+/2h(ﬁJ( ))] (')

/ Dy jap(aln)) + Dy sy (B(2n)) dan, (3.2.17)

where we used the notations D}, 12h for the quadratic form of the Witten
Laplacian on R*~! and D™ Fo/2h for the quadratic form of the 1-dimensional

Witten Laplacian on R_ with boundary conditions. The measure d(z’) sim-
ply equals (det G(z'))'/? dz’. The absence of a — 3 cross product term is
due to (3.2.16).

Again there are two subcases.

(b1) Subcase 9,, f1(0) < 0:

2In [HeNil], at this level of the proof, one should read “Dg s 5 (w) > % fRn . -7 instead
of “Dg y.n(w) equals [;,_, ---” accordingly to 2.
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The analysis of the one dimensional problem implies the existence of ¢; > 0
independent of x’ such that:

D" poplar(e,.) day) > e [Jar(a, )|
and

n 2
fo+/2,h(ﬁ‘](x/a D) = || )7
Hence there exists ¢o > 0 such that:
Vw € APHy o, Dy palw) > e o]

and

AYPD > e1d, Wp e {0,....n} .

(b2) Subcase 9., f1(0) > 0:

Then there exists ¢; > 0 such that

gfh /]R" . Z D—f+/2h B(x )) Az )

#J=p

/ Df son(B(oan)) +a lall® . (3.2.18)
If w is a p-form with p # pg (deg 3 = degw), the lower bound

"+ n(B8) = Cr 8]

which was given in Proposition 3.2.3, yields:
Dy, (W) = O ko]

while the equality Dy fp(w) = 0 implies that p = po and that
w = c(ef+(9”")/2h) 1/1{,”0, where 1, belongs to the kernel of the (n — 1)-
dimensional Witten Laplacian associated with the metric

n—1

= Z gm(x',O)dacidxi .
1,j=1

We have now all the ingredients to check every statement for the metric go.

We focus on the subcase 0, f+(0) > 0, which covers all possibilities.

Statements i) and iv)
Statement i) is a consequence of iv) together with Persson’s Lemma in [Per].
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It is sufficient to check that, for all R > 0, there exists cg > 0, such that,
for all w € APHj ,(R™ ) supported in {min(|2’[,|z,|) > R}, one has

Dgo,.1(w) = cr|wl| .
The inequalities (3.2.11) and (3.2.18), together with the estimate
Fan(BCwn)) = cpllBCoza)|*if suppw C {[a’] > R},

provided by Proposition 3.2.3-iii), yield the result.

Statements ii) and iii)
If p # po the inequalities (3.2.11), (3.2.18) and the inequality

D} pyn(B(szn)) = O R|IBC 2l

impl
ply ,
Dgo.1h(w) > coh[|wl]]”

and
AP > coh1d . (3.2.19)

If p = po, by Proposition 3.2.5, the only possibility for A\, € [0, coh) to be
an eigenvalue of A;V}l(po) isA\, =0.

Assume indeed A%}fm)uh = Aup with Ay € [0, coh) and |Jug|| = 1.

By Proposition 3.2.5(3.2.5) and (3.2.19), d¥%uy = d¥ ™" uy = 0. Thus:

)\h = <Ajv\f}1(p0)uh | uh> = Dgo,f,h(uh) = 0 .

When the metric is g, the corresponding spectral subspace is one dimensional
and equals C (ef+(x")/2h) @Z)I}}O .
N, (po)

For the metric go, the equation Az} w = 0 with [w| =1 (which implies
Dj,.tn(w) = 0) and the inequality (3.2.11) lead to:

C2h8/5 H)Zl(h*Q/‘r’xn)wHQ > Dg7f,h(>~(1(h*2/5wn)w) + H)Zg(h*Z/%n)wHQ
Without the last term, Lemma 2.3.5 implies:
dist ;2 ()Zl(h_z/5xn)w,(C <ef+(x”)/2h> wgo) < Ch'/10
The upper bound of the last term,
Hiz(hd/g)mn)wH? < 2505

implies:
dist ;2(w,C (ef+(rn)/2h) ) = O/ |
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It remains to check that Ker A (p %) is not reduced to {0} . The statements
of Lemma 3.2.9 and Lemma 3.2. 10 are symmetric with respect to the choice
of the metric. Hence the reverse inequality of (3.2.11) (with exchange of g
and go),

Dy (@) 2 €7 Dy g )e) = CHY® s ()|
+Ct H;zZ(h—Q/f’xn)sz . (3.2.20)

also holds for any w € AH&yn(RT)- We apply it with w = (€f+(x")/2h) w;folo
and this leads to:

Dy (1 (0 ,)) < OO [0 (b2, )|

The Min-Max principle then says that A}Y}fp 0)

than Ch%/5 . It has to be 0 due to the above argument. ]

admits an eigenvalue smaller

3.3 Proof of Theorem 3.1.5

We end here the proof of Theorem 3.1.5 by introducing, after a partition of
unity, convenient coordinates which allow the comparison with the model
half-space problem.

That proof is almost the same as the proof of the corresponding theorem in
[HeNil], but we recall it for completeness.

Proof of Theorem 3.1.5.

Let {Uy, 1 < k < K} denote the union of the critical points of f and
fla. Consider a partition of unity of Q, 25:1 X3 = 1, such that the C5°(Q)
function yj identically equals 1 in a neighborhood of Uy when 1 < k < K.
A refinement of this partition of unity will be specified later by the local
construction of adapted coordinates.

We recall that the operator A}V 5, 1s the Friedrichs extension associated with
the quadratic form: 7

2
790 H
AL? 90 ’

Dy s (@) = ldpal? 12,

on AHoljn(Q). The IMS localization formula (3.2.6) gives, for any w €
AHgG
N
2
Dyo, 0 (w ZDQO £ (XEw) — h? |HVXk|WHAL2,gO
k=1

If supp x;, does not meet the boundary, the term Dy, r(xrw) behaves
like in the boundaryless case (see [HKN] for details):
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o If £ > K, then we have

Vwe AH' | Dy pnlxaw) = C 1 Ixawllige g, -

o If £ < K and Uy is a critical point of f with index pi # p, then

Vw e AH! | Dyo.rn(Xkw) = C~'h kaw”iL2,go :

o If £ < K and Uy is a critical point of f with index pp = p, then there
exists a fixed 1-dimensional space F,gp ) (determined by Hess f(Uy))

such that,

Vw e AH' | Dy, pa(nw) < CRY xpw 3o 2 4
implies

Voe AHY,  dist (gw, BP) < ChY 0]l gpe y, -

Again like in the proof of Proposition 3.2.11-iii), this last statement
refers to Lemma 2.3.5 at the level of quadratic forms.

Consider now the case when supp x, N 9Q # 0, with the support of

Xk centered around a point Uy € 0f2. There are two cases: Uy is a critical
point of f|pg with %(Uo) < 0 which is equivalent to —g—(Uo) = |V f(Uy)|

mn
or Up is not a critical points of f|gq with g—fl < 0 which is equivalent to

(—%)(Uo) < |[Vf(Up)|. Indeed, Uy is either a critical point of f|pq with
%(Ug) >0, i.e. g—(Uo) = |V f(Up)| or Uy is not a critical point of f|sq, i.e.

n

5LW0)| < IVF(@o).

mn

Case 1) (—g5)(Uo) <[V (Vo).
Then the cut-off yj is chosen so that, in a neighborhood V of supp x¢ ,

Yz € VN o9, (—gn)(x) <(1=0)|IVf(z)l,

for some § > 0. Locally it is possible to construct a function f such that
— nf = ‘Vf in YN o and ‘Vf’ = |Vf] in V. By setting @ = yjw for
w € AH&117 the Green formula (2.2.9) and the inequality D, j;h(@) >0
imply (Lvy + Ly, being a tensor)

_h/m@ D) arzs <g£> (o) do < —(1—5)h/m<a) [y, (gi) (o) do

< (1-6) [B2 4o g + B2 NG a + IV 15132 + o 1503 2]
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o If k> K,

4] -
NIV A1E1

- 2
Cyol Ixawlanre -

Vw€AHgn,  Dgopn(xkw) = Dyo 1,n(@)

v

v

Case 2) —%(U@) = |V f(Uy)|.

In this case we will conclude by applying Proposition 3.2.11. We recall
that Up € 0N is a critical point of f|sq with g—g(Uo) < 0 and with in-
dex pg. Around Up, we introduce adapted local coordinates, denoted by
T = (', T,). This coordinate system is provided by Lemma 3.3.1 below, ap-
plied with f; = f and o = f|asany, - Then the function @, of Lemma 3.3.1
is nothing but f and has the form f(Z) = —%, + 3 f_(Z'). Moreover, Q
corresponds locally to {Z, < 0}.

In order to apply Proposition 3.2.11, it remains to check that the function
f can be extended to R”, so that it satisfies Assumption 3.2.4 where Uy is
a critical point of fl|gq.

We recall that we have not specified the choice of 7’ in the boundary. The
function f|anny, being a Morse function, we can choose in a small neigh-
borhood V| C 99 of Uy = (0,...,0) Morse coordinates T = (Z1,...,Tn_1)
for f— which are normal at Uy for the metric 3, ., gi(Z’',0)dz;dz;. With
these coordinates, f has the form, in a small neighborhood V[ of 0:

n—1

F@) = —Tn+ > _ N5+ f(Up) . (3.3.1)

J=1

We choose xj such that supp xx C V(.
Choosing a cut-off "1 € C°(R"1), x"~! = 1 near supp xx N 9, f is
extended to R™ by:

_yn—1 b n—1
F@) ==+ [ t@) + ) | ) @32
j=1

Moreover, choosing another cut-off x" € Cg° (R™), X" = 1 near supp xx, we
extend gg to R™ by:
g=x" g0+ (1 =x")ge (3.3.3)

where g, is the Euclidian metric on R™.

With these coordinates, the quantity D; ¢, (xkw) = Dy, f,n(Xsw) attains the
form discussed in Proposition 3.2.11.

We can now discuss the lower bound of D@ f,h(ka)7 depending on the lo-
calization by the cut-off y, such that supp x, N 02 # 0.
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o If k < K, the origin of the coordinate system is Uy = Uy. If Uy is not
a critical point of f|sq with index pr = p and %(Uk) < 0, then

Yw e ApHé,n ) D§7f7h(ka) > C~'h ”kaH?\LQ,g :

e If £ < K and Uy is a critical point of f|sq with index pr = p and

%(Uk) < 0, then according )to Proposition 3.2.11-iii) there exists a

fixed 1-dimensional space F; ,gp such that the inequality,

Vw € APHG ., Dy 7, 0aw) < O xpwllRe e,

implies:
dist (ka, F]gp)) < Chl/lo ||kaHAPL2,g :

We now introduce the set A, of indices k£, 1 < k < K, such that
e either Uy is a critical point of f with index p,
e or Uy is a critical point of f|gq with index p such that %(Uk) <0.

For w € APH; ,,(Q) with [wllppp2,y =1, we get

(Dgo,f,h(W) < 0_1h6/5> = | dist (w, > FP) < opt/o
keAp

Hence the dimension of the spectral subspace,

F(p) = Ranl[()’hg/z)(A;\’[}L(p)) C Ranl[o’che/s)(A?’f}L(p)) s

Q
P _
We next verify that dim F®) > #A, = mg. According to the Min-Max

principle, it suffices to find an orthonormal set of p-forms w,if € APH&H(Q) ,
k € A,, such that

is at most #A4, =m

Dyo,g.1(wh) = o(h*?) .

Indeed it is enough to take a truncated element of the kernel of the local
model for A}\f;l(p ) around Up, k € A,. We give the details for the case
U, € 092.

Take two cut-off x1 5 € C°(R™), x1,4 = 1 near 0 (with supp x1,% C supp xx)
and x2 such that X% et X% x = 1. With the same coordinate system
as above, we write on R™ using the IMS localization formula (3.2.6) and
Proposition 3.2.11-iv),

_ 2 2
D, 4@ =Dy ;o (xiaw) + O xaswll® — CR2 37 [V xalwl?
i=1,2
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where g, and fi are defined on R” according to the previous construc-
tion and coincide with gg and f in a neighborhood of supp xx. Accord-
ing to Proposition 3.2.11, there exists 7' € ApH&n(R’j) in the domain of
the associated Wltten Laplacian, such that D, & , (nt) = 0. By taking

wh = HXLk . H X1,k 7, we obtain the existence of hg > 0, C" and C” such
that, for h € (0, ho):

2 2
[rasnt][ < e |

and, consequently,

,Dgoafvh(wl}cl) < C'p2 kN an” 5 < <C"R? |
HXlknkH

The next lemma, which provides in different situations the suitable coordi-
nate systems, simply makes use of the standard solution to Hamilton-Jacobi
equations in the non characteristic case. It is proved in [Lepl].

Lemma 3.3.1. 1) Let be fi € C°(Q,R) and Uy € 0 a critical point of
filoa with Y1(Uy) #0.
Assume furthermore oo € C®(8Q,R) be a local solution to |Vral> = |V fi)?
around Uy.
Then there exists a neighborhood Vy of Uy in Q0 such that the eikonal equa-
tion:

VoL = VAl
(on the boundary, it means |0,®+[* + |Vr®1|* = [0, f11> + |V f1]%)
with the boundary conditions

df1
Piloomv, = 5 On®Piloony, = £5— o laonvy

admits a unique local smooth real-valued solution.

2) There exists local coordinates (x1,...,x,) = (2, 2,) in a neighborhood of
Up in Q with (2, 2,)(Uy) = 0 where the function ®+ and the metric go have
the form:

Oy =Fr, +a(x) and go= gn(z dx + Z gij(x) dxidx; .
,j=1

Moreover, the boundary 0) is locally defined by {x, = 0} and Q corresponds
to {sgn (%(U@))) Ty > O}.
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Remark 3.3.2. Lemma 3.5.1 will be used with various functions f1 and «
and will provide several coordinate systems:

e We have already introduced the coordinate system T = (T, T,) associ-
ated with f1 = f and o = f‘aﬂ

e The coordinate system denoted simply by x = (', x,,) will be associated
with fi = f and o = ¢, where ¢ is the Agmon distance along the
boundary. This system will be used to give the simple form ® = &, =
—x, + o(2) to the Agmon distance ®, solving |V®|* = |V f|* with
the boundary condition 0,® = O,f. Agmon distances are specified in
Section 4 below.

e Finally the coordinate system & = (', Z,) will be associated with fi; =
(f+®P) and o = f‘aﬂ + ¢ and will be used in the final application of
the Laplace method.

4 Accurate WKB analysis near the boundary
for Agcll)l

4.1 Introduction

We work here under Assumption 3.1.1. Like in [HeNil], we have shown

,(p)

that for 0 < p < n, some quasimodes of A;V being near the spectral

subspace in 1 (AN’ )

[0,h3) N
precisely near critical points of f|gpn with index p such that % < 0. In
the boundaryless case ([HKN]) and in the case with tangential Dirichlet
boundary conditions ([HeNil]), the WKB analysis done in [HeSj4] and in
[HeNil] says that the small eigenvalues are of order O(e~¢/") and provides

) are localized near the boundary 992 and more

an accurate approximate basis of Ranly, hg/z)(ASf ,)l) .

In order to get a similar result, we need an accurate WKB analysis at the
boundary, and like in [HeNil], we restrict our attention on the case p = 1
because our motivation is to analyze the Witten Laplacian on 0-forms.

For an accurate comparison between eigenvectors and WKB quasimodes
near a critical point U of f|sq with index 1 and %(Ul) < 0, we introduce
another self-adjoint realization of AS}% in a neighborhood €2, , with mixed
boundary conditions: Neumann boundary conditions on 9, , N 0§2 and
full Dirichlet boundary conditions on 08y, , \ 0€2.

4.2 Local WKB construction

Take Uy a critical point of f| 5o With index 1 such that %{(Ul) < 0. Accord-
ing to [Lepl], there exists a local coordinate system (z,,...,z,) = (2/,z,)
which satisfies the next properties:
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i) dxy,...,dz, is an orthonormal basis of Tp;, (Q) positively oriented.

ii) The boundary 02 corresponds locally to z,, = 0 and the interior € to
z, <0.

iii) a%\aﬂ = 171, the outgoing normal at the boundary. Moreover, 8% is
unitary and normal to {z,, = Constant}.

Moreover, the choice of the coordinates (z,...,z,_;) (centered at U; such
that dzy,...,dz, is an orthonormal basis of Tf; (£2)) in the boundary is
arbitrary.

Let ¢ be the Agmon distance to Uy on the boundary (i.e. associated with
the metric |V, f(z/,0)|dz’?). Recall that ¢ satisfies

Vo f|? = |Ve|?

on the boundary and that ¢ is smooth near U; (see [HeSjl]). Apply now
the first point of Lemma 3.3.1 with f; = f and o = ¢ and denote by ® the
function @ of the lemma (® is the Agmon distance to Uy, i.e. associated
with the metric |V, f(z)|dz?). Hence the next equalities are locally satisfied:

0.8 + |Vr®* = |V =|Vf]*,
q)lﬁﬂ = ¥,
of
On®lon = 5, lon -

According to [HeSj4] pp. 279280, there exist Morse coordinates (v1, ..., vp—1)
for f‘ﬂ centered at U; and such that dvy (Uy), ..., dv,—1(Uy), 7if;, is orthonor-
mal and positively oriented. With these coordinates

A A
f,0) = ?1”% o S Lo+ F(UY) (4.2.1)
and
A An_1
ov) = |2|v% o |”2|v§1 : (4.2.2)
with A1 < 0.
Moreover, (21, ..., Ty—1) can be chosen equal to (v1, ..., v,—1) in the bound-

ary. Hence, the theorem of [Lepl] given in the Neumann case implies the
next proposition:

Proposition 4.2.1. Consider around Uy the above system of coordinates
z = (2/,z,) which satisfies (4.2.1)(4.2.2) with A\ < 0. There exists locally,

in a neighborhood of x =0, a C* solution u**" to
AL = R o) (4.2.3)
nud™® = 0 on 09 (4.2.4)
ndﬂhuﬁ“kb = 0 on 092, (4.2.5)
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where u’*® has the form:

S

uP* = a(z, h)e”

with a(z,h) ~ Zak(g)h’C and a°(0) = dz; .
k

4.3 Another local Neumann realization of A;l,)l

Let U be a critical point of f|sn with index 1 and %(Ul) < 0 and let us
introduce a new system of local coordinates.
We apply Lemma 3.3.1 with f; = f and a = ¢, the Agmon distance to
U; on the boundary. The function ®, of the lemma is then ®, the Agmon
distance to Uy and we have the existence of local coordinates (z’, z,,) around
U; where ® and the metric gg have the form:

n—1
d=—z,+p) and gy = gun(z) dz + Z gij(x) dxidx; .
ij—=1

Moreover, the boundary 052 is locally defined by {z,, = 0} and Q2 corresponds
to {z, < 0}.

We work now with the local coordinate system defined above and z — |z
is the Euclidean norm in these coordinates.
As in [HeNil], we consider the domain, for p > 0,

Qi ={le = O D <p>+1, @, <0} .

which has the shape of a thin lens stuck on 092 with radius p and thickness
O(p?). Tts boundary splits into
Tp =0y, , N0 = {ya: — (O, )P =p+ 1,2, < 0}
and
I'np =00y, , NN = {‘x" < P, Ty = 0} .
On this domain, we introduce the functional space
AlH&;()’n(QUl,p) = {’U, (S AlHl(QUhp); nu|pND = 0, U‘FD = 0} .
The Friedrichs extension associated with the quadratic form:
X 2
AlH&;O,n(QUl,P) Swi Dé\,[f,h(w) = de,thQ + Hd ,th )
N,D,(1)

is denoted by A £h

for any 0 < p' < p.

An element w € D(A;VAD’(D) satisfies indeed:

. The domain of A}V’}LD’(U is contained in A*H?(Qy,, p)

N,D,(1 " %
(ANP O ) = (dppw | dpn) + (d5 0 | d5m) =2 DY (w,m)
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for all n € AlH(%;O’n . By testing with n € C3°(Q, ), this gives Ay pw €
A'L%(Q, ) and therefore w admits a second trace on I'yp . By testing with
any 1 € C5p (), We get:

ndf,hW‘FND =0.

Along I'yp, w solves an elliptic boundary value problem Ascf,)lw e A'L?,
nw = 0, ndspw = 0, which provides the H 2 regularity in QUo,p’ for any
P <p.

We now prove the

Proposition 4.3.1.

For p > 0 small enough, there exist h, > 0 and C, > 0, such that the self-
adjoint operator A;\%D’(l) satisfies the following properties:

a) For h € (0, h,], the spectral projection 1[O,h3/2)(A§\,{}LD7(1))

has rank 1.
b) Any family of L?-normalized eigenvectors (uh)he(07hp] of A;Y}LD’(I) such
that the corresponding eigenvalue E(h) is O(h), satisfies

Vp' < p,Ya € N*, 3N, € N, 3C,, > 0 such that, Yz € Qu, » ,

|09uM ()] < Coprh™Neexp (_ 2() ) . (4.3.1)

c) There exists €, > 0 such that the first eigenvalue Ey(h) of A;Y}ZD’(I) sat-
isfies

Ei(h) = O(e~e/hy .
d) Ifu} denotes the eigenvector of A;Y}LD’(I) associated with eigenvalue E7(h)
and normalized by the condition tu(0) = tu’**(0), then

Vp' < p,Ya e N*, VN €N, 3Cy,q, > 0 such that, Vx € Qp,  ,

- 4.3.2
92 (u} — ™) (@)] < Oy exp (~ 22 (43.2)

Once this is proved, one easily gets rough exponentially small upper bounds
for the mS! first eigenvalues of A}V}L(Z) (¢ € {0,1}) on £, by constructing

quasimodes suitably localized near each of the critical points.

The next subsections are devoted to the proof of Proposition 4.3.1. A fon-
damental ingredient for the proof is a variant of the integration by parts
formula of Lemma 2.2.3.

Lemma 4.3.2.

Let p > 0 and let 1 be a real-valued Lipschitz function on Qy, ,. The relation

w v |12 . v
Re Dgﬁh(w,e%w) = h? HdethA%? + h? ‘ d ehw‘ o
(V2 = [V + By + hLh eFew | eFew)pips
+h / (W] W) prgeq €27 <af) (0) do (4.3.3)
I'np 7 on
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holds for any w € A'Hg . (Qu, ).

Moreover, whenw € D(A;V}LD’(I)) , the left-hand side equals Re (eQ%A?QLw | w).
Proof.

For w in AIH&;OM(QUW), we have @ := %% w in AIH&O,H(QUl,p) and the
same computations as the ones done in [HeNil] to prove Lemma 4.3 lead to:

k) ~ ~ ~ | ~
Dyulw hw) = Dpu(@,6) ~ (Vo | )
—(dY ND | dpp@) + (dpp@ | dip AN D)
+(ivyw | df p@0) — (df p@ | ivy®) -
By taking the real part, we obtain:

)
h

Re DY 4 (w, e*iw) = DY, 1 (@,0) — (Voo | &) .

We conclude by applying Lemma 2.2.3. ]

4.4 Exponential decay of eigenvectors of A%D,(l)

As in [HeNil], the pointwise estimate, 9%u"(z) = O(h*NO‘e_w) , which is
stated in Proposition 4.3.1-b), will be proved in several steps. We will first
consider H'-estimates and deduce afterwards higher order estimates from
elliptic regularity.

Even for H'-estimates we need two steps: we prove first the exponential
decay along the boundary I'yp by applying Lemma 4.3.2 with the function
1 similar to ¢ introduced above ; then the exponential decay in the interior
of Qu, , is obtained with 1 similar to ® once the boundary term is well
controlled.

Proof of a) and b) in Proposition 4.5.1.

Statement a)

Actually it is a simple comparison with the full half-space problem via Min-
Max principle as we did for Theorem 3.1.5. Any w € AlH&;O’n(QUl,p) can in-
deed be viewed as an element of AIH&H(]RE) by setting w = 0 on R” \Qy, , .

Statement b)

Let u” € D(A;V}lD’(l)) satisfy

A ul = E(hya® | E(h) = O(h)

We will use the notation
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The integration by parts formula (4.3.3) will be applied with ¢ = " where
Y will be similar to ¢ or similar to ®.
Let us recall
of 09
VI =|Ve]?, —f=-—
where 2/ = 0 is a local minimum for ¢ with ¢(0) = 0. Moreover we have
Va, - Ve(z') =0 so that:

and ®(2',z,) = —1, + 0(2), (4.4.1)

IVFI? = Ve = |V, [ + Vel . (4.4.2)

We will first show the decay along the boundary before we propagate the de-
cay in the normal direction inside 2 (see [HeSj5] and [HeNil] for references).

Step 1: Decay along I'nyp .

We take:

W, ) = { o(x’) — Chlog@ , if p(2') > Ch

p(z') — Chlog C if p(2’) < Ch,

where the constant C' > 1 will be fixed later.
We associate the sets:
Or = {:L’ = (2 2,) € Qu, p; p(2)) < Ch} ,
and

O = {2 = (2/,00) € iy pla') > ChY .

The condition E(h) = O(h) the formula (4.3.3), (4.4.1) and (4.4.2) imply
the existence of C7 > 0 such that:

2 2 2
~h ~h *~h 2~h | ~h
Ot [ gy 2 [ o+ [+ 1920
h Oz, ho
[ @i (G2 ) (0) da + (1908 - (96 Pyt )
I'nD 8n
—Clh<19i(x)ﬁh\ﬁh> , (4.4.3)
with C7 determined by f and the upper bound of E(h).
Furthermore,
ChV
h — —
so we have:
h|? 2 |V<P|2 2 2W90|2
)w \ = [Vl + 10y () { ~20n =70 4 W5 )
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Consequently,

d*ah 2 2~h | ~h
Cxh ], 2 [ [+ [, + (VP (01
ox
—h/ a | @) g <">gdg
FND< | @) a1 o (o)
2Ch  C2h?
2 (22 _ ~h|~h
1wl (220 - O - cun] gy gt .
ForaUGQ’}H
2Ch 2p2
70 —02 Z*(sinceQQ—aQZaVae[O,l])
® ® 2

then, ¢ being a positive Morse function, there exists Co > 0 which is deter-
mined by ¢ such that, for all x € Q’}r,

N\ /G e

2 =
p(a')
and we get:
[, 2 [+ 2]
ALLZ(QP) A2L2 AOL2
2-h|~h ~h|~h Oxy
+{|Vap|7u" |4 p1p2 — D (@" | u"ypipeq | = | (0) do
1NN a on

+(CCyt =) h(lgn (z)al | a"y .(4.4.4)

Since Oy, f(U1) = Onxn(Ur) # 0, we can choose p small enough such that:
C5 > |V, 2 > Cy'on Qp, ,,
where Cj3 is a stricly positive constant.

Hence we get, by adding the term (CCy* — C)h(Llgn (x)a" |a") to (4.4.4):

elex 1hH ‘

> [t e,

ALL2(QP)
+ (14 25(C)h) (|Van @ | 0"y 12

ox
—h/ a @) e <n> o) do,
FND< | 0" ) A1 o (o)

AOL2

39



where §(C) = 2C51(CCy ' — C1) — +00 when C' — +00.

At least, we have on Q" by the definitions:
‘ﬂh‘ < e“luM| ace.

and the condition HuhH =1 leads to:

2

S(Ch > [nait| th*ah“im b (14 26(C)R) ([ Vam 20" [ ) y1 2

+
A2L2
~h | ~h Oxy,
—h <’LL ’U >A1T*Q - (O’) ClO', (445)
TnD 7 on

where §(C) = e2°CCy .

We now apply (4.3.3) to @ with ¢» = 0, f and h replaced respectively

by —z, and %, in order to get,

(1+6(C)h)~! thahH;LQ + (14 3(C)h) ||| 2

AO[2
+ (14 5(C)h) (| Va2 | a) - h/ (@@ 1o <8:z:n> (0) do
TnD o on
+hCy ||@"|R12 20, (4.4.6)

with Cy > 0 independent of C.

The difference (4.4.5)—(4.4.6) yields:

5(C)h3 “ 2

* ~h 2
1+ 0(C)h |

+ ‘ d*u
AOL2

il )

~h
. | - el B

+ 6(C)R{|Vay |20 | @) < 6(C)h.

We choose C' > 1 large enough such that §(C)Cy ! — Cy > 0.
This leads, after choosing hg > 0 small enough, to the existence of a constant
C5 > 0 such that, for all h € (0, hy],

2
Csh > B3 Huh)

ALHL

Since ¥" > ¢ 4+ Chlogh (for allC' > ('), we have proved the existence of
Ny > 0 such that:

12
ehuy

< Cgh™™0, (4.4.7)

ATH?

!
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Remember that ¢ > 0 vanishes only at 2’ = 0. Using the trace theorem,
this also leads to:

Step 2: Normal decay inside 2.

< Crh™. (4.4.8)

erul|p ‘
NPlAtHY2(Py p)

We follow a very similar approach by working with the function & .
We take: o .

¢h(l‘/,$n): ® — Chlog 7, %f¢>>Ch
® —ChlogC, if®<Ch,

where the constant C > 1 will be fixed later.
We associate the sets:

Q’i = {:L' = (x’,xn) S QU1,p P < C’h}
and
Qi = {x = (gj/’l‘n) € QUl,p ; (D > Ch} .

h

The formula (4.3.3) is used like in Step 1, with @" = e ul and E(h) =
O(h). The difference comes from the fact that the boundary term is already
estimated with (4.4.8).

h
We have indeed on the boundary z,, = 0 the inequality: e <ehn , due to
the relation ®|,,—o = ¢.
From (4.3.3) used like in Step 1 (see (4.4.3)) we get the existence of C; > 0

such that:

2 2 2

cule

(2
ehuy

)+Clh) o

2
> thahH +th*ah(
) A2L2

ALL2(QM HY2(Cnps A T*Quy

(VP = [V )ah |at) - Cr(igy (x)a" [ @) .

Moreover, from (4.4.8) and the inequality
| (z)| < eClul(x)| ae. in Q"

we get, for any C' > 1, the existence of S(C') > 0 such that the following
estimate is satisfied:

som= = cnlfa Lo 2

+Clh‘

@
ehuH
HY2(Dnp;sA T*Quy )
2

o T R L R

~Cih{lgn (z)al |ah) . (4.4.9)
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Since |V f|? = [V®|? and @ is a positive function without critical points, we
can use the same computations as the ones done in Step 1 with ¢ replaced
by ® to get:

2 h2 ve|? 2, 2|V
IVfI7—|Vy")* = 1%(.@) (20hq)—0h 57
2
> Ch'g(b‘zcglch,

with C5 > 0 independent of C.

We take C' > 2C1C5. By adding the estimated term (C ' C—C1)h(1gn (z)a" |a")
to (4.4.9) we get:

2

5o(C)R1=2No > thahH;LQ + th*ahH +(C5C — Co)h Hah‘

9

AOL2 ALL2

which gives, by analogy with Step 1, the existence of C'3 > 0 and N; > 0
such that: ‘

Step 3: Elliptic regularity.

< C3h™M | (4.4.10)
AlHl(QUl 7p)

ehUu

P
ﬁh‘

We now set @ = enu’. For P < p, we take a cut-off x € C*°(Qy, ) with
compact support in Qp, , UI'yp and such that x =1 on a neighborhood of

Qu, - The form v = ya" satisfies the boundary value problem:
AN L in R™ |
nv" = 0 and ndv" = on{z, =0} ,
with Hrg‘ — O(h™™) and Hr? = O™ .
AlLQ(R"l) A2H1/2(Rn—1)

This implies, by [Sch], the existence of Ny > 0 such that:

|+

We conclude by induction for any finite decreasing sequence (p)o<k<rx with
pr > p’ and associated cut-offs x4, with x; = 1 in a neighborhood of Q, 5,
and supp xx C {xx—1 = 1}, using the Sobolev injections. 1

_ —N:
= O,

4.5 Small eigenvalues are exponentially small

We now check that the eigenvalue Ej(h) of A}V;LD’(D lying in [0, h%/?) is

actually of order O(e=#/") for some £, > 0. We prove this by comparison
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with the half-space problem as it is done in [Lepl| at the end of the proof
of Proposition 4.2.1.

Proof of Proposition 4.3.1-c).
Again we introduce in a neighborhood of Uy, the coordinate system T =
(7', T,) leading to (3.3.1). The function f and the metric gy are extended

according to (3.3.2) and (3.3.3) so that Proposition 3.2.11 can be applied.
(1)
h

kernel and its second eigenvalue is larger than C'h%/°,
Let u" be a normalized eigenvector of A}V}f)’(l)

eigenvalue E1(h), which belongs to the interval (0, h3/2]. Let x € C>®(Q, )
be a cut-off function with compact support in €, , UI'yp and such that

Consequently, the half-space Witten Laplacian, A;y , has a one dimension

associated with the first

x = 1 in a neighborhood of 0 with %’89 =0.

The form v" = yu" € A'H?(R") belongs to the domain of A}y’h(l), ie.
nvh = nd}; hvh = 0. Moreover, v" satisfies

(A~ By = A, in B
and the 1-form 7" = —h2[A, x]u" vanishes in a neighborhood V; of Z = 0.

Due to the exponential decay of u” stated in Proposition 4.3.1-b), there exist
C and Ny, such that " also satisfies

rh(f)\gcw% 3 @) | e < e
1<|B1<L2

With thHAlLQ =14+ 0O(e=/M), rh||A1L2 = O(e=%") and the a priori esti-
mate E1(h) = O(h3/?), the spectral theorem implies |Ey(h) — 0] = O(e~/")
like in the proof of Proposition 4.2.1 given in [Lepl].

4.6 Accurate comparison with the WKB solution

We now compare the eigenvector associated with an exponentially small
eigenvalue with its WKB approximation. We adapt the method presented
in [Hel2, HeSj2] and in [HeNil] by following the same strategy as in Sub-
section 4.4. The H'-estimates are done in two steps with ¥" similar to ¢
and then with ¢" similar to ®. Finally the elliptic regularity is used for the
C°-estimates.

Proof of Proposition 4.3.1-d).

Let uf € D(A;V;ZD’(D) be an eigenvector associated with the first eigenvalue
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N,D,(1),

E (h) of Aij ’

Af Ml = B (k)

ul]| =1

According to Proposition 4.3.1-c), we know that Ej(h) = O(e_%p), with

() g larger than h3/2.

By taking p > 0 small enough, the WKB approximation u’** presented in

Subsection 4.2 satisfies

€, > 0, while the second eigenvalue of A]f\{;LD

P(x)

(1)) wkb B .2
Appui™ =0(h>)e” " in Qu, ,
kb _
l’luilu ‘F]]:;[bD =0 5
ndspui™|ry, =0,

and there exists ¢ > 0, such that for any p’ > 0, we have

ntl
Huwkb‘

~ Ch 4
AVL2 (R, 1)

(see indeed further the proof of Proposition 5.5.7).

The cut-off function x € C"o(%) is supported in Q, ,2 Ul yp and sat-
isfles x = 1 on Qp, » with 0 < p' < p/2, %’an = 0. Later, we will take
p > 0 small enough, so that y can be taken in the form

x(@',zn) = x1(2")xn(zn) -

Like in Lemma 2.3.5 (replace 1j; 4)(A) by Al/zl[b7+oo) (A) and ¢ by a =
O(h®) here), the real constant factor c¢(h) in the truncated WKB approxi-

mation v¥** = c(h)xu’*® can be chosen so that

o =] = 00
and, due to the exponential decay of uf and u{’*",
|t = ey | =o0w).
Set
W = Xl = c(hug*?)

The 1-form w” satisfies in Qp, ,

(Af) — Br(m)w" = x(@)(A%) ~ Ev(h)(uf — e(h)ut™)

HAW Xk = e(hyupkt) (4.6.1)
P(x
= ’f‘h e " h : + ’["h s
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where 7" and 7" satisfy, according to Proposition 4.3.1-b),

P(x)

= O(r>),  supp " CsuppVx and o = (’)(h—NO)e— I

The last estimate can be done for any C*0-norm, with ko € N.
On the boundary 0§y, , = I'np UT'p, we have simply

nwh|pND =0, wh|rD =0,

and Ildelwhh"ND =0.

With the different of choices for 1" given below, we will use the notation
h
T

=€ w

The 1-forms w and @ belong to A' H?(Qy, ,) and their supports do not meet
I'p. Hence the integration by parts formula (2.2.7) can be used in addition
0 (4.3.3).

Step 1: Comparison along I'yp.

Like in the proof of Proposition 4.3.1-b) presented in Subsection 4.4, we
introduce the sets

Q" = {z=(),2,) €Q,p; (@) < Ch}
and  Qf ={r=("2,) €Qu,,; (@) >Ch} .

For any N € N, we take:
Py(a’) = min {¢"(@) + Nhlogh™" u(a)} .

w(
¢

and (@) = min { ¢ (¢/) + (1 - &)le(@) = (¥)], ¥ € supp Vo } -

') — Chlog &) | if o(z') > Ch
") — ChlogC’ if p(2') < Ch,

where  oM(z') = { v
x

We recall that the cut-off x writes x (2, z,,) = x1(2')xn(zy). The constant
C > 1 will be fixed at the end like in the proof of Proposition 4.3.1-b). The
constants p’ € (0,p/2) and € > 0 are chosen so that, for h € (0,hn ),

oh (') = p"(2') + Nhlogh™! in Qu, pr - (4.6.2)
Consequently, ¢ being the Among distance on the boundary,
ot (') = "(a') + Nhlogh™ = p(2') — ChlogC + Nhlogh™' on Q" .
(4.6.3)
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Note furthermore the inequalities:

go}](;(a:) < p(x)+ Nhlogh™ L' in Qu,p
go}](f(x) <o(z) <®(x), if 2’ €suppVy,
and % (z) < o(x) + Nhlogh™ < ®(z) , if z, € suppy, .

In particular, we have for h € (0,hy /),
P (x) < ®(x) , for z € supp Vx

which implies

h
‘PNh
T

= ON(thO) .
ALL2

(&

We apply the integration by parts formula (4.3.3), where the left-hand side is

computed with (2.2.7), and we obtain for the form " = e Tt , by analogy

with the proof of Proposition 4.3.1-b), using (4.6.1) and Ej(h) = O(h™) =
O(h):

‘PN<I)
e

_l’_

i
ALLZ(QP)

2
] g s |
A2],

wh’

ALL2 AOL2

A1L2

+{(|Va, 2" | 0" 12 + h/ (@ | 0" g1 e (3%) (o) do
T'np e on
+H(IVel? = [V P)a" | ") — Clh<1gg (z)@" | @")

where the constant C; > 0 is determined by f and #* = O(h™).

h

(z)
In Q" the weight e 5 is bounded by C2(C)h~" and this provides

||

due to HwhHAlHl = O(h™>).

< N
ALL2(QR) T CS(C’ ) ’

< Cy(C)RN Hwh}

ALL2(QP)

We obtain:

~ 2 2
3(C, N)(n—No wh‘ 1) > thwhH + th*wh]
A2L2

AOL2

ALH!?

+{(| V| 2" | @) g1 2 + h/ (" | ") g1 (a:””> (0) do
Tnp 7 on
H(Vel® — Vi [P)a" | @") — Cih(lgy (2)@" | @) .

In Q" |Ve|* = {V%}{,f, using (4.6.3).
In Q}}r, the point z fulfills almost surely one of the two possibilities:
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e Either Vgpffv = V1, and we get
2
Vel® = [V | = (26— ) Vol 2 .

where the last lower bound is due to the fact that pn(z) = ¥(z)
cannot occur in a neighborhood of ' = 0 for £ > 0 small enough and
h e (0, hN,p’,s);
h _— _Ch
o or Vo, = V(1 — =2).

So we get, similarly to the proof of Proposition 4.3.1-b), for C' big enough
and h € (0,hn ), with Ay . > 0 small enough:

d2(C, N)(h~No

u?hH +1) >
ATH!

thwhH;LQ + th*whuim (14 26(CYR) (Va2 |57 41 12

ox
+h/ ol | o x (n) o) do.
[ it itzn (G2 ) @)

After treating the r.h.s. like in the proof of Proposition 4.3.1-b)-Step 1, we
obtain, for a constant Ny > 0,

Hwh‘ < Cuh Mo

ALHY(Quy p)

Our choice of (g, p’) imply
Vo € Qu, O > (@) + Nhlogh™ + Chlogh .

We have proved the existence of N7 and p;, such that, for any N € N and
P € (0, pp], there exists hy >0 and Cy > 0, such that:

holds for any h € (0, hy ).
This last estimate and ®|r,, = ¢ imply

Step 2: Comparison in the normal direction.

< CN,p’ hN_Nl
AYHY Qo)

e (uf = elh)ut™)

2
R

e (ulh — clhyur™)|

—O(h™).
AlHl/Q(QUl,p/ﬂFND)

After replacing p’ by p, Step 1 provides the estimate

ef (uf — c(hyu™)|

= O (4.6.4)
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We work in Qy, , with the above estimate and p’ € (0, p/2) will be taken
again small enough.
id
In order to get the interior estimate with the weight e» , we modify the
previous analysis like in the proof of Proposition 4.3.1-b). The sets Q% are
now given by
O = {a = () € Uy s B < OB}
and Q= {z = (2 2,) € Qu, p; ®>Ch} .

The function cp}f\,, N €N, is given by

ey (w) = min {" (@) + Nhlogh™",y(@) } .
. ®(z) — Chlog 22 | it & > Ch
th h — h )
A (@) { ®(z) — ChlogC', if®<Ch,
and () = min {@"(y) + (1 - £)day(@, 1), y € supp Vx -

We recall that the Agmon distance daq(x,y) is the distance between = and
y for the metric |V f|* de? and ®(x) = day(x, Uy).
Again, the constant C' > 1 will be fixed in the end like in the proof of
Proposition 4.3.1-b), while the constants p’ € (0, p/2) and £ > 0 are chosen
so that:

Ph(z) = ¢"(x) + Nhlogh™ in Qp,

Again, this implies:
o (z) = () + Nhlogh™ on Q"

Now we have the inequalities

¢ () < @(x) + Nhlogh™' in Qu,
and % (z) < ®(z) in supp Vy .
Hence the estimate .
e ph = O(h~Noy
AlL2

is still valid.
Inequality (4.6.4) implies that the L?-norm of the trace of @" on I'yp is
O(h°) and we have the next estimate:

|
With these estimates, the integration by parts formula (4.3.3) and (2.2.7)
lead to:

< Cy(C)RN Hwh}

< Cg(C,N) .

ATL2(QM) ATL2(QM) T

2
5(C,NY(h~ Y1) > thwhH + Hh ‘
A2L2 AOL2

+{(IVel? = [V * = Crh)1gn (z)a" [a") .
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Finally, for almost all z € Q}}r we have:
either: Vi () = Vi(z)
and
2 h |2 2 2
VI = |Velk| = (22 =€) V@) 2 dpe >0

or: Vol (a) = Vo' (x)
and we get like in the proof of Proposition 4.3.1-b)

VF|? - ]whf > C,Ch .

h
By taking C big enough, we get that HewTNwhH = O(h~™0) for some Ny > 0.
Like in Step 1, this leads to

for p’ € (0, p/2) small enough.

eF (uf = e(n)uy™)|

ATHY(Sy,, )

Step 3:

The estimates in higher order Sobolev spaces are done like in the proof of
Proposition 4.3.1-b) by a bootstrap argument after writing a boundary value
problem for x(u — c(h)u{’*?) in R™. 1

5 Labelling of local minima and construction of
the quasimodes

5.1 Preliminaries

Here we adapt to our case with Neumann boundary condition the method
of selecting the proper critical points with index 1 which was used in [HKN]
and in [HeNil]. We recall that the intuition for getting the good labelling
of local minima, which is useful even to state properly the assumptions and
results, comes from the probabilistic approach. The local minima have to be
labelled according to the decreasing order of exit times. We refer to [BGK],
[BEGK] and [FrWe] for details.

Note that a similar strategy has independently been considered in [CoPaYc¢]
for the spectral analysis on Markov processes on graphs.

The existence of such a labelling is an assumption which is generically sat-
isfied. After this, it is possible to construct accurately quasimodes leading,
with the help of the Witten complex structure, to accurate asymptotic ex-
pansions of the low lying eigenvalues.
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5.2 Generalized critical points and local structure of the level
sets of a Morse function

We recall that we work here on a compact connected oriented Rieman-
nian manifold = Q U 00 with boundary and that the function f satis-
fies Assumption 3.1.1. According to our preliminary results on the Witten
Laplacian Aﬁc\{ p, in Theorem 3.1.5, we introduce the following definition of
generalized critical points with index p.

Definition 5.2.1.
A point U € Q will be called a generalized critical point of f with index p if:

o cither U € Q and U is a critical point of f with index p,

e or U € 002 and U is a critical point with index p of flaq such that
%(U} < 0 (7 being the outgoing normal vector).

Remark 5.2.2. In particular, for p =0, we get that the generalized minima
are simply the local minima.

The set of generalized critical points with index p is denoted by U ) We
recall that we want to analyze the Witten Laplacian on 0-forms so we restrict
our attention to the cases p = 0 and p = 1. From now on, we will use the
notation:

my = #UP) for p=0,1 (5.2.1)

instead of mg.
Finally it is convenient to call U the union of all critical points of f and f|sq.

Before labelling the local minima, let us recall a few remarks coming from
the local analysis of a Morse function which satisfies Assumption 3.1.1 (we
refer to [Mill], [HKN], and [HeNil]).

Local structure of the level sets of a Morse function.
In order to analyze the local situation near a point xg of §2, let us introduce:

Ajf(xo) = {:1: €qQ; flx) < f(aco)} N By, ,
where B, is a ball centered at xg. Similarly, we can introduce
A5 (w0) = {w € Qs f(2) < Fla0)} N Bay

Interior points:
First we observe that, near a non critical point zg € €2 of f, one can find
B, and a set of local coordinates such that

A?(l’o) = {y1 < 0} N By, .
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Secondly, if xg is a critical point with index p, then there exists a ball B,
around zg and a set of local coordinates centered at xg such that

p n
A5 (20) Zy Zy?<0 N By, ,
=1 {=p+1

and
n

p

<

AZ (2 > yi+ >y <0pNBy,.
/=1 {=p+1

We now observe that

1. When p = 0 (local minimum), A (o) is empty and A? (x0) is reduced
to {zo}.

2. Whenp =1, Ajf (zo) has two connected components and zy belongs
to the closure of each of the two components. This property will be
crucial in the discussion.

3. When p > 2, Ajf (x0) is (arcwise) connected.

Points on the boundary:

If xg belongs to 912, Assumption 3.1.1 leads to two cases:

First case.

If 2 is not a critical point of f|gq, then the hypersurfaces {z | f(z) = f(xo)}
and 02 intersect transversally in a neighborhood of xy. Hence there is a ball
B,, around zp and a set of local coordinates such that

A5 (z0) = {y1 < 0,yn <0} N By, ,
and
AZ (20) = {y1 < 0,yn <0} N By

with QN By, = {yn < 0} N By, .
Second case.
If z( is a critical point of f|gpo with index p and with :l:%(aco) > 0, there

are local coordinates (y1,...,Yn—1,Yn), constructed from the second point
of Lemma 3.3.1, such that (y1,...,yn—1) are Morse coordinates for f|yn and
such that

p n—1
AF(mo) = Eyn— D ¥2+ D ¥2 <0,y <03 N By,
= i=p+1

and
n—1

A?({EO iyn Zyz Z yzQS(), ynSO meo .
i=p+1

These local models allow to see that

o1



1. If zp is a local minimum of f|pn such that %(mo) < 0, then

A5 (x0) = 0 and AF(zo) = {wo} .

2. If 9 is a local minimum of f|spq such that g—fl(xo) > 0, then
A% (20) N0 = 0 and A?(mo) NoQ = {zo}. Moreover, A% (zo) is
connected.

3. If p =1 and %(l’o) < 0 (e if 29 € UYD NOQ), A% (20) has two
connected components with a non-empty intersection with 92 and zq
belongs to the closure of each of the two components. Again, this
property will be crucial in the discussion.

4. In all other cases, AJf (x0) is connected with a non-empty intersection
with 0.

5.3 Labelling of local minima and first consequence

Remember our main Assumption 1.0.1:
The function f has #U distinct critical values and the quantities f(U(l)) —
FUOY, with UD € YD and UO e U©) are distinct.

Definition 5.3.1. For A € R, we define H({f < A}) as the number of
connected components of the level set L(\) = f~1((—o0, \)).

Due to local structure of the level sets of a Morse function and to Assump-
tion 1.0.1, the function HO({f < A}) of A € R is a step function which
satisfies, with \ decreasing from +oo:

o HO({f < \}) decreases by 1 around every A\ = f(U©)) with U©®) ¢
U,

e wherever HO({f < A}) increases by 1, it is around a A = f(U")) with
U ey,

e HO({f < \}) is locally constant away from those points.

Remark 5.3.2. ) is connected and compact so H*({f < \}) equals respec-
twely 1 or 0 for X > Ay or A < =Xy for some Ay > 0.

Consequently, the previous discussion implies that the number of critical val-
ues of f with index 1 where HO({f < A}) increases (by 1) is equal to mo — 1
and so that m1 +1 > myg.

We now label the local minima of f as follow:

1) We set UI(O) = min, g f, 21 = 00, f(21) = 21 = oo and we consider
HO({f < A}) for X decreasing from f(z1) = +o0.
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2) When Uéo) and zp are defined for £k = 1,..., K — 1, decrease A from
f(zx—1) until HO({f < A}) increases by 1. Denote by Ax this value.

3) By Assumption 1.0.1 and by the previous discussion, there exists a unique
point in (M that we denote by zg, satisfying f(zx) = Ax. Then we

denote by U }? ) the global minimum of the new connected component.

4) We iterate 2) and 3) until all the local minima have been considered.

5) At least we permute the k’s to make the sequence (f(zk) - f(UIEO))>

ke{l,...,mo}
strictly decreasing, which is possible by Assumption 1.0.1.
Definition 5.3.3. (The map j)
If the generalized critical points with index 1 are numbered U;l) ,i=1,...,my,
we set Ul(l) = 21 = oo and we define the application k +— j(k) from
{1,...,mo} to {0,1,...,m1} by:
(1)
j(1) =0 and Uiqy = =1
Vh>2, U = 2.
Definition 5.3.4.
For k € {1,...,mp}, we denote by E}, the connected component of U,EO) in

£ (=00, FUSD UL} -

Remark 5.3.5.
By the previous construction, U,go) is the global minimum of Ey.

Proposition 5.3.6.
Under Assumption 1.0.1, the following properties are satisfied:

a) The sequence (f(U((lk):)) - f(U,gO))>k o} is strictly decreasing.
€

b) By = Q is compact and for any k > 1 the set Ey, is a relatively compact
subset of f~((—oo, f( j(k))]) satisfying By, = Ex U {U]((llz)} .

c) For any (k,j) € {1,...,mo} x {0,1,...,m1}, the relation U](-l) € Ey
implies:

either (j = j(k') for some K >k) or j&j({1,...,mo}).
d) For any k # K € {1,...,mg}, the relation U(9) € By, implies:
(k’ >k and fUY)> f(U,f”)) .

e) The application j : {1,...,mo} — {0,1,...,mq} is injective.
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Proof.

By Assumption 1.0.1 and by construction, the points a), b) and e) are ob-
vious.

c) Assume now U;(llz,) c E.

Since U;(llz) ¢ Ej, one has k # k. Moreover, by definition of Ej and by
Assumption 1.0.1, we have the inequality f (U]((llz,)) <f (U]((llz)) which implies
that Eys is contained in Ej, by connectedness of Fy and Ej .
Consequently, U,g?) € Ej and by Assumption 1.0.1, f(U,g))) > f(U,EO)) (be-
cause U, Igo) is the global minimum of f on Ej) which yields:

FWS) = 1) < W) = 1)

and the point a) gives k' > k.
d) Assume UY e By, for k # k.
Again one has f(U,S))) > f(U,gO)) which implies &’ # 1 (then vt

k) € ﬁ) and
there are two possible cases:

u')

(k") S Ek or Uj(k’) ¢ Ek .

In the second case, let us look at E;/. E}s is connected and U,S)) is the global
minimum of f on Ej/. Moreover, U, ,E,O) € ENE; and U;(llg,) € By \ Ey imply,
by connectedness, that OE, N E # 0.

E}, is then contained in Ey and U Igo) € E)/, which cannot occur.

Consequently, U;(llz,) € Ej, and the points b) and ¢) imply &’ > k. ]

5.4 Construction of the quasimodes

Like in [HKN] and in [HeNil], we associate with every U,EO) (ked{l,...,mp})

a quasimode for A?}fo) which is approximately supported in Ej , while the

quasimodes for A}Y}fl) will be supported in the balls B(U;l),261) (j €

{1,...,m1}). A ball B(U,p), with U € Q and p > 0, is a geodesic ball
and the geodesic distance is denoted by dg . The parameter 1 > 0 is fixed
so that:

e do(U,U') > 10 for U, U e, U £U'.
e ForallU e and all k € {1,...,mo}, U ¢ E}, implies

do(U,E;) > 10 ¢y .

e The construction of the WKB approximation of Subsection 4.6 is pos-
sible in the ball B(U}l), 2¢1). If U](l) is a boundary point, this means
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the introduction of the coordinates (2, x,,) used in Section 4.3 and the
existence of ®. Recall that in these coordinates, ® and gy have the
form:

S =—z,+p(x') and go = gun(z da? + Z gij(x) dzidx; . (5.4.1)
1,j=1

The parameter €; > 0 will be kept fixed, while we need another parameter
e € (0,e9) which will be fixed in the final step of the proof.

Like in [HeNil], the construction presented in [HKN] has to be adapted

when U]((lk):) € 02 or U,EO) € 09 (recall that in [HeNil], the case U,EO) € 00

did not occur) and we focus on these changes.
However, note that in [HeNil] the set Ej intersected 02 at most at one

point (Ej NoQ C {U((k):)

same construction when U;(llz) € 09.

}) It is not the case here and we cannot use the

For every k € {1,...,mo} and € > 0, we introduce the set:

(e, ) = {x e 0, do (a; E\BU), )) < 5} uBW)

with § € (0,d;), d: > 0 small enough.
The cut-off function xj . € Cé’o(ﬁ) , 0 < Xk, < 1is chosen so that:

% Q d =1.
Supp Xk,e C k(sv 55) an Xk €|Qk (e 55/2)\B(U<(1}1>, )

(1)
Around Uj(k)’

when U;(llz) € 00) so that U ¢ supp Xk, and

the cut-off function Xk, is chosen (more accurately below

v e BUY).e) . (;zk,s(x) £0,and f(z) < f(U;(l,g))) S zeB . (542)

Remark 5.4.1. The cut-off functions X are used in the construction of
. N,(0)

quasimodes for Afh .

Moreover, in the case k =1, we have by construction X =1 in Q because

U(l) ¢ Q. This case provides directly the eigenvector He /hH_ e~ f@)/h
(o fAN(O)) with the eigenvalue 0.

Like in [HKN] and in [HeNil], we deduce from Proposition 5.3.6 the following
properties for Xz . .
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Proposition 5.4.2.
By taking § = 0. with € € (0,e0], 0 < €9 < &1 small enough, the cut-off
functions X (k € {1,...,mo}) satisfy the following properties:

a) If x belongs to supp X and f(zx) < f(U;(llz)) , then x© € E}.

b) There exist C > 0 and, for any ¢ € (0,e9], a constant K. > 0, such
that, for x € supp VXi. ,

either = & B(U;(llz),s) and f(U(llz)) + KN < flx) < f(UQ]z)) + K.,
<

(
or x€ B(U;(llz),e) and | f(z) — f(UJ((llz))

c) Forany U e U, U # U]((llz), the distance do(U,supp VX ) is bounded
from below by 3e1 > 0. If in addition U € supp X, then U € Ej, .

d) If, for some k' € {1,...,mp}, UV belongs to supp Xi.c , then k' > k and

FOD) > FO), FUSQ) < FWUNgy) s ik £K

e) For any j € {l,...,m1}, such that U]Q) € SUPDP Xk,c »

either ] €J({1,am0}) )
or  j=7j(k'), forsome k' >k and U,S)) € SUPD Xk,e -

The quasimodes for AN;L(U associated with the U ;1) € () are constructed like

in [HKN] and in [HeNil] (and rely on the approximation by the Dirichlet
problem in small balls B(U;l)7 2e1)). We will not recall the complete con-
struction here.

In the same spirit as in [HeNil], the quasimodes associated with the U ](1) €
0 will rely on the approximation by the Neumann realization associated

with the neighborhood 2 (p > 0 small enough) which was studied in

Subsection 4.6.
Once p > 0 is fixed uniformly for all UJO) € 0f), the parameter £ > 0 is

reduced so that B(U;l), 2e1) C Qu, p for all Uj(l) € 09.

For all j € {1,...,m1}, u; denotes a normalized eigenvector associated with
the first (exponentially small) eigenvalue of this Dirichlet or Neumann real-
ization. The cut-off function 0; CSO(B(U]Q), 2¢e1)) is taken such that §; =1
on B(U;l),sl) and %’89 = 0 for boundary points U](l) € 0.

Note that the function X . depends on e € (0, o], while 6; is kept fixed like
g1 > 0.

1
U; 7 p
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Definition 5.4.3. For cut-off x1 satisfying the properties of Proposition 5.4.2
like Xk, introduce the following quasimodes.

For any k € {1,...,mg}, the (¢, h)-dependent function wlio) is defined by

o) = ket IO e

For any j € {1,...,m1}, the h-dependent 1-form 1,/1](-1) is defined by

o @) = (1051 7") 5@y () -

We set \{"F(e,h) =0, and for any k € {2,...,mo} :

e = (65 | o)

Remark 5.4.4.

a) In the case U;(llz) € Q, Xke 15 Xk, with additional properties (see [HKN]
for details) and we will still denote it here by Xr. In the case U;(llz) € 012,
the real choice of xkc will be fized further (see Definition 5.5.8). Moreover,
Xk, also satisfies the properties of Proposition 5.4.2.

b) For the sake of conciseness, we omit the (¢, h)- and h- dependence in the
notations w,(fo) and 2/)](-1).

¢) We will show in the next section that the \\"" (e, h)’s are approzimated

values of the small eigenvalues of A;\f;l(o).

By Remark 5.4.1, this definition is coherent for k = 1 and wgo) s the nor-
malized eigenvector associate with the eigenvalue 0.

d) Due to the condition %‘69 =0, wj(-l) belongs to D(A?{;l(l)) and this, even
if U;l) belongs to 0N2.

5.5 Quasimodal estimates

We end this section by reviewing the quasimodal estimates which are derived

from Propositions 5.3.6 and 5.4.2. The asymptotic expansion of the quan-
. 1 0) ,(0 . 0 1

tity <¢j(.(,1) ] d;}zlb,(i )> has also be done in [HKN] when U,g ) and U;(Z) e
are interior points. Like in [HeNil], we will simply complete this analysis

by establishing the asymptotic expansion of <1/)](8:) | dscoglw,io)>, when U, IEO)
or U;(llz) is in 092.

Remark 5.5.1. In this subsection, we make computations with different co-
ordinate systems v = (vi,...,v,) (around U = U,go) orU = U]((llz)) all given
given by Lemma 3.3.1.
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Looking at the proof of Lemma 3.3.1 given in [Lep1], notice that the coordi-
nates (vi,...,vp—1) in the boundary can be chosen freely. Moreover, accord-

ing to [HeSj4] pp. 279-280, they can be chosen such that dvi(U), ..., dv,—1(U), 7},
s orthonormal and positively oriented and

A An— A An—
J@,0) = Gott 5500 +f(U) - and so(v)=|21|v%+-~+’ e,
(5.5.1)

with A1 < 0 when U = U]Q). Hence all the coordinates systems around
U € 99 will coincide on 0S) while they may differ in  according to the case
when a normal form is used for f, ® or f+ ® in Q.

Remind that the parameter €1 > 0 is fixed, while ¢y and ¢ € (0,e0] may
have to be adapted during the proof. We shall denote by a a generic
positive constant which is independent of ¢ € (0,¢¢] .

Introduce the next notation which will be very useful:

Definition 5.5.2. The notation g(h) = O.(e"%) means that, for all ¢ €
(0,e0], there ezists a constant C. > 0 such that:

Vh e (0, ho] , lg(h)| < Cee™ ¥ .

From Proposition 5.3.6-d) and the good localization of Vi, ., we deduce the

following estimates for wlio) .

Proposition 5.5.3.
The system of (&, h)-dependent functions (¢£O))ke{1,...,mo} of Definition 5.4.3
s almost orthogonal with

(0) (0) _ . —a
((% | (0w >)k,k’e{1,...,m0} =Idgmo + O(e ),

and there exists a« > 0 and, for any € € (0,¢¢], C(g) and ho(e) such that,
for any h € (0, ho(e)],

1)) -1 0f)—ae
2 h

2
AFO | = [l < cere

Corollary 5.5.4.

There exists €9 > 0 and o > 0 such that, for any choice of € in (0, o]

and for allk € {1,...,mo}, the (¢, h)-dependent quasimodes @Z),(CO) satisfy the
estimate - o
AHOBD |9 = 0c(e7 ) .

The exponential decay of the first eigenvector u;, associated with an expo-
nentially small eigenvalue, of the Dirichlet realization of AS}})L around U ;1) ,
provides the next estimates for 1/1](-1). We refer the reader to [HKN] or [HeSj4]

for U](l) € Q and to Subsection 4.6 for Uj(l) € 00.
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Proposition 5.5.5.
The system of h-dependent 1-forms, (wj(l))je{l,...,ml} given in Definition 5.4.3
is orthonormal and there exists a > 0 independent of € such that

(ATU [ui) = 0(e7h) |
forallje{l,...,m}.
Let us now compute some asymptotic expansions.
Proposition 5.5.6. For k in {2,...,mo} and x in Q,

©) _f@-s )
U (2) = (h) (1 + ar(h)) Xk (x)e R,

where v (h) is defined in Definition 1.0.2 and ag(h) ~ >°7° | ay (h’.
Proof. In the case U ]go) € Q, we refer the reader to [HKN].

If U}go) € 012, we use again, in a neighborhood of U, ,5,0), the coordinate system

(7', T,) introduced in the second part of the Section 3.3 (with E(U,EO)) =0).
In this coordinate system, f and gy equal:

F@) = T+ floa@) = ~Tu + FO) +0@),  (552)
90 = gnn(T) dT2 + 3171 9i(T) dTidT; (5.5.3)

where ¢ = flgn — f(U,EO)) is the Agmon distance to U,EO) on the boundary.
We denote by Vj,(dZ) the normalized volume form:

Vo (dT) = (det Go(z))2dT A dT,, =: v(T', Tp)dT A dT, .
From (5.5.2),

0 Of 1 (0)\ of )\
dz, (Uy ):—%(Uk )nUIEO) and v(0,0) = —%(Uk ) . (5.5.4)

For some constants 1 > 0 and 4, > 0,

(0)
@) —f(U™)
2 9 7 -~k 7
= /QXk,z—:e g Voo (diz)

2
@ w®)

Xk,e€ h

) @) )

= / 2 e 2 h (T, Tp)dT A dTn + Oe 7).
B(0,n)

According to (5.5.1),

2

f@ 5w oFa MR
Xk,c€ h = e“he R v(T', Tp)dT N dTy,
B(0,n)
_n
+O0(e ).
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By expanding v (T, Z,) to a Taylor Series of arbitrary order k € N*, we can
separate the variables ' and Z,, in the last integral term.
Hence, using the Laplace Method for each term, we obtain an asymptotic

2
F@)—-rw®)

expansion of arbitrary order of ||xxc€” D

Moreover, from (5.5.4), the first term is:

(L)) b,
)det Hess f|(‘)Q(U]£0))

Proposition 5.5.7. In B(U;(llz),sl), choose the coordinate system x which
satisfies (5.4.1) and (5.5.1) with \y < 0. For k in {2,...,mg}, the equality

1 P(x)

(@) = S5 (Ml h)e™ 7,

Y,

holds up to a phase factor, when 6 (h) is defined according to Defini-
tion 1.0.2, b(x, h) ~ S°72 0 br.o(w)hE, b o(x) = S0, biz’[(x)dx,;, and b};70(0) =
51 7-

Proof. In Section 4, we found a WKB approximation uqi”kb

u? such that,

of an eigenvector

P(x)

e n uPkt =5 al(z)dw; + hal(x, h) ,
CL?(O) = 51i ) al(x,h) ~ ZZ hgag(x) )

and
(1) @) | oo, h wkb N
Vr € B(Uj(k),Qsl), e h |07 (ul(z) —ui™(x))| < Conh™ .
The WKB approximation u%’*® was initially constructed in another coor-
dinate system (z;,...,z,). Remark 5.5.1 recalls that the tangential co-

ordinates z;,...,z,_; and z1,...,T,—1 can coincide in 092 with different
deformations as entering into €.

The normalized eigenvector that we take here is

Let us first compute accurately:
Ju = ozt + 0r=) = 3090t + 00
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Moreover,

‘I’(I)

05008 /9 a(z, h) | ale, h))e~ 52V, (dx)

where the integral is over x, < 0. Note furthermore that,

1

dan (Ul ) = = (U}
Proceeding like in the proof of Proposition 5.5.6, we obtain, using the
Laplace method, a full asymptotic expansion of Hﬁj(k)uﬁ”kbﬂz The first term
is given by the first term of

[ b3y @R @) [ @) F e (o),

and from (a(x)|a"(z))(0) = 1, we conclude like in the proof of Proposi-
tion 5.5.6.
|

Before stating the next result, let us specify the choice of xj . when U}g;i) €
0. We assume ¢ € (0,g0), with 0 < ¢ < 7. We introduce locally near
U;(llz) a new coordinate system (Z1,...,Z,) by application of Lemma 3.3.1
with f1 = f+ ® and a = (f + ?)|sq-

Hence, we can write in B (Uj%z), 2¢1), choosing €1 small enough:

(f +2)(Z) = —Zn + (f + ®)|oa(T) = —Zn + f(Z',0) + (Z)

with an arbitrary choice of #’ in the boundary.
Remark moreover that in this case,
of

din, (U )y = —22L

_ M
jiky) = —25(U;

(k)) U((l)) :

We choose the coordinate system Z’ in the boundary like it was chosen in the
boundaryless case (see [HeSj4][HKN]) according to the geometry of stable
and unstable manifolds in order to write (f 4+ ®)|sq as a function of n — 2
coordinates:

(f +®)loa(@) = F@.0) + o(#) = (f + D)loa(@z, ... #0c1) . (5.5.5)

Definition 5.5.8. For any k € 1,...,mg we define the cut-off xr. by:
L4 If UJ((1]Z) € Q; Xke = )NCk,z-:-
o If U;(llz) € 092, we first construct near 02 N Ey, the cut-off ng like it was
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constructed in the boundaryless case (see [HKN] pp. 26-29).
Then, choosing a cut-off

Xn(Zn) € CC(RZ), xn =1 on (=6, 0]

we take for X.e:

Xk,s(i) = Xn(jn)ng + (1 - Xn(-%n))f(k,s .
Note that x., for d. small enough, satisfies the same properties as Xy ¢
in Proposition 5.4.2 and we make that choice. Moreover, according to
[HKN] p.28, in a neighborhood of {Z; = 0} N 012, the cut-off x; . only de-
pends on Z1: Xke = Xke(Z1)-
Proposition 5.5.9.
There exist g and sequences (Crm)men+, such that the (¢, h)-dependent and
h-dependent quasimodes w,(co) and @ZJJ(I) ((k,j) e {l,...,mo} x{1,...,mq}
and € € (0,e0]) satisfy:

(D a0 =0 ifj# k) .

w1

0) (0 D) Tk
5y | ™) = 3By ()0 ()™ 7 (1+ hel (k)
where Yk (h), 6;)(h), and 05y (h) are defined in Definition 1.0.2 and cx(h) ~
2o Cheh’.

Proof. The first statement for j # j(k) is a consequence of our choice of
€1 > 0 and xj . which gives according to Proposition 5.4.2-c) supp 1/13(-1) N

supp Vxi,e = 0. We conclude with d(o) wk =Cep (d(O)Xk ) e~ f/h,

The second case was completely treated in [HKN] when U;(llz) € Q and

U, O ¢ q. Moreover, in the case when U (( )) € Q and U}go) € 011, the proof
done in [HKN] remains valid if we take the convenient ~yx(h).
Show now the cases when U(()) € 99 and U,E ) e Quan by adapting the

proofs done in [HKN] and [HeNil].
From Proposition 5.5.6, Proposition 5.5.7, and

_f@) f(z)
A7) (o™ 7 ) = hd Oy

we obtain the existence, for any € > 0, of o. > 0 such that

(it 100 ) = e (h)d0 (1)

@@+ @)=
<[ b e V(o)
B(U'

(k>7 )
1) -1 ) +oe
+0O:|e” R ,
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with b(x, h) defined in Proposition 5.5.7.
Using the coordinate system &, with the choice of xy .,

(0lthy 1) = b () ()

—inte(@ )+ 0 -1 wl?)

X | (@, h) [ dxe (7)) (T)e™ g Voo (d7)

BUL), )
e (0)
W)W e
+ 0. (e i

(k)*©
in—p(@)- (1@ 0 FU )Y

— r(h) / (b(F, h) | dE1 )y (71)e ; Vi (d7)

() (0)
WSy =T Wy )+ol
+0:|e h )

where
rw) -1l

7(h) = hyr(h)d;) (h)e 2

and C; is a cylinder |Z'| < ¢, —c. < Z,, < 0. Expanding (b(Z,h) | dz1) to a
Taylor Series (of arbitrary order), we can obtain, using the Laplace method,
an asymptotic expansion (of arbitrary order) for <¢](bl) | dgc?,)l¢,(€0)>.
Moreover, the first term in the expansion of (b(Z,h) |d Z1) equals at T = 0,
(bpo(Z)|d 21)(0) = 1. After recalling (5.5.5) which says that the exponent
f(@',0)+¢(2") does not depend on Z1, the first term of the wanted expression
is then given by

. P@)+( @0 -1
r(h)/ehdi’n/e z dig...din_l/xﬁg’s(:ﬁl)dil.

Using the Laplace method and

/x;,e(m) doy = 1,
R

we find R @ 1
00 =
L h |A] (Uj(k))’2 b n-2
) Sor @1
2%(Uj(k)) | det Hess f|aQ(Uj(k))|2
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6 Final proof

6.1 Main result

Recall first some notations.

The generalized critical points with index 0, {UIEO) , ked{l,... ,mo}}, are
labelled according to Subsection 5.3 and the generalized critical points with
index 1, {U]((llz) , ked{2,..., mo}}, are those introduced in Definition 5.3.3.
Moreover, the quantity A;*” (e, h) introduced in Definition 5.4.3 is associated
with the quasimodes w}go) and 1/1;%]1):

APy = | (vl 1)

At a generalized critical point U with index ¢ (i € {0,1}), the Hessians
Hess f(U) or Hess f‘ s are computed in orthonormal coordinates for the
metric g, while considering only the tangential coordinates @’ = (z1,...,2Zn—1)
for the second case.

At least, for a generalized critical point U € W with index 1 for W =  or
W = 99, AIV(U) denotes the negative eigenvalue of Hess f|w (U).

With these notations, we have the next theorem, which implies Theorem 1.0.3:

Theorem 6.1.1. Under Assumptions 3.1.1 and 1.0.1, the first eigenvalue
A1(h) ofAjc\f;L(O) is 0 and its mo—1 first non zero eigenvalues Aa(h), ..., Amy(h)
admit the following asymptotic expansion. There exist eg > 0 and o > 0 such
that, for any € € (0, &¢],

Yk e {2,...,mo}t, Ap(h) = \iPP(c, h) (1+05(e*%)) .

Recall also that, from Proposition 5.5.9, for any ¢ € (0, £¢],

1wi)-1w)
2 h

AP (e h) = i (h) 85y (h) By () €™ (1 + hey(h))

where i (h), (k) (h), and 0 (h) are defined in Definition 1.0.2 and ¢ (h)

admits a complete expansion: ci(h) ~ >°%°_  h™cy .

6.2 Finite dimensional reduction and final proof
Set first, for £ € {0,1}:

Vi€ {L...ome}, vl =1 (AT (6.2.1)

where the wi(e) are the (e, h)- and h- dependent quasimodes introduced in
Definition 5.4.3.
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Remark 6.2.1.

Note that here again we omit the (e, h)-dependence (resp. h-dependence) of
(1)

the functions vk (Tesp 1-forms v; ) in the notation.

Recall furthermore the definition of the space F(®) given in introduction
(£ €{0,1}),

l
F® — Ran l[o,h%)(A}}L) ,

which has dimension my according to Theorem 3.1.5.
According to Lemma 2.3.5, Corollary 5.5.4 (for £ = 0) and Proposition 5.5.5

(for £ = 1), |13z oy (AT )0l”

which implies the two next propositions:

is estimated from above by O.(e™#),

Proposition 6.2.2. For ¢ € {0,1}, the {-forms (v fé))iE{l,...,mg} satisfy:

(Z)H =0 (e n

for some a > 0 independent of € € (0,¢e].

Proposition 6.2.3.

For ¢ € {0, 1}, the system (vi(e))' {1 , is a basis of FO satisfying:
1€1,...,myp

!/

Vi (<Uz v, >)i,i/6{1,...,mg} Idgme + Og(e” v),

for some a > 0 independent of € € (0, gg].
Finally, we can also establish:

Proposition 6.2.4.
There exist e, > 0 and o/ > 0 such that, for all e € (0,g(], the estimates

<U](-1) | dsc?})lv,(io)> < C.e” h . ifg#Fgk),

and

Wity 1oy = Wi 1 0 (1+0:e7))
hold for all (k,j) € {1,...,mo} x {1,...,m1}.

Proof. Remark first, 1[07h3/2)(A§V}Z(1)) being a spectral projector and using
Corollary 2.3.4:

N, N,
(w3 | dihe”) = (Lo (AF5 e <1’|d§°21[0h3/z)<Af< N o)
1 0
= oy (AT o garny (ATVAGH) = (0 1dw )
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The end of the proof is a straightforward consequence of Proposition 5.5.3,
which gives
1wl -1 )=
h

90 < |

Propositions 5.5.9 and 6.2.2. ]

Proof of Theorem 6.1.1.

By Propositions 6.2.3 and 6.2.4, the bases (vy))ie{17...7ml} of FO  for ¢
{0,1}, satisfy Assumptions 2.2 and 2.3 of [Lep]. Theorem 2.4 of [Lep] then
implies Theorem 6.1.1 (which immediately implies Theorem 1.0.3).

Remark 6.2.5. The conditions of [Lep] are not exactly satisfied here be-
cause the one to one map j should act from {1,...,mgy} to {1,...,m1},
with dim F®) = m,.

We can easily reduce the study to this last case, by setting:

mog=myg , Mmi=mi+1,

and,

FO =pO® = g0 = p®glcyl) .
Setting in addition j(1) = mq+1 instead of j(1) = 0, the conditions of [Lep]
are fulfilled.
Note furthermore that the decreasing sequence (ak)ke{l,...,mo} of [Lep] is then

here <f(UJ((1,2)) — f(Uk(”O)))ke{L...,mo} whose first term is by definition +oo.

Acknowledgement: The author would like to thank T. Jecko and F. Nier
for profitable discussions.
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