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Abstract. A size-dependent sea salt aerosol parameterization was developed based on the piecewise log-normal approximation (PLA) for aerosol size distributions. Results of this parameterization from simulations with a global climate model produce good agreement with observations at the surface and for vertically-integrated volume size distributions. The global and annual mean of the sea salt burden is 10.1 mg m$^{-2}$. The direct radiative forcing is calculated to be $-1.52$ and $-0.60$ W m$^{-2}$ for clear sky and all sky, respectively. The first indirect radiative forcing is about twice as large as the direct forcing for all-sky ($-1.34$ W m$^{-2}$). The results also show that the total indirect forcing of sea salt is $-2.9$ W m$^{-2}$ if climatic feedbacks are taken into account. The sensitivity of the forcings to changes in the burdens and sizes of sea salt particles was also investigated based on additional simulations with a different sea salt source function.

1 Introduction

Natural aerosols are potentially very important for climate. On a global scale, the total mass of natural aerosols is much higher than that of anthropogenically produced types of aerosols, including sulphate, soot and organics. The strongest natural aerosol production rate is that of sea salt, at an estimated 1000–10 000 Tg per year (Winter and Chylek, 1997). This is about 30–75% of the total production rate for all natural aerosols (Blanchard and Woodcock, 1980). Over the ocean, observations (Quinn et al., 1996, 1998, 1999) indicate that sea salt is a particularly important contributor to total aerosol loading. Field campaigns in the eastern Pacific (Covert et al., 1996) show that sea salt accounts for about 90% of total aerosol mass and 55% of the sub-micron mass in that region. There is evidence for large variations in the abundance of the sea salt aerosol in the historical climate record. Ice core studies show two to fivefold change in sea salt fluxes between the last Glacial Maximum and the current climate but these differences are currently poorly understood (Mahowald et al., 2006; Reader and McFarlane, 2003).

Enhanced concentrations of sea salt aerosols at high wind speeds will compete with sulphate aerosol as cloud condensation nuclei. Sea salt may be expected to contribute to the number of cloud droplets on the global scale. However, as was pointed out by O’Dowd et al. (1999a), an increase in cloud droplet number concentration from increased amounts of sea salt aerosol may only occur in remote locations having sufficiently low sulphate concentrations. In that case, increases in sea salt amounts may lead to increased cloud albedo via reduction in the effective cloud droplet size and precipitation efficiency, i.e. via the first and second indirect effects (Twomey, 1974; Albrecht, 1989).

The indirect effect of sea salt is not well quantified yet because the physical processes that determine global aerosol and cloud droplet numbers are poorly understood. For example, Feingold et al. (1999) studied the effects of giant cloud condensation nuclei on drizzle formation in stratocumulus, and found that sea salt may increase precipitation rates at higher CCN concentrations, opposite to the tendency normally assumed. The effects of aerosols on mixing and evaporation may also be important, which may even lead to positive net radiative forcing (Ackerman et al., 2004).

For realistic simulations of the effects of sea salt aerosol on climate, it is necessary to account for the interactions between sea salt particles and clouds. In this study, the radiative effects of sea salt aerosols are discussed using the prognostic simulations of sea salt aerosol size distributions based on the so-called piecewise log-normal approximation (PLA) method (von Salzen, 2006). The PLA method is briefly described in the following section. Parameterizations based on this method and results from global simulations are described in subsequent sections.
2 Piecewise Log-normal Approximation (PLA) method

Aerosol size distributions are commonly approximated based on the bin approach, also often called “sectional” or “discrete” approach (Gelbard and Seinfeld, 1980; Warren and Seinfeld, 1985; Gelbard, 1990; Jacobson, 1997; Lurmann et al., 1997; Russell and Seinfeld, 1998; Meng et al., 1998; von Salzen and Schlünzen, 1999; Pilinis et al., 2000; Gong et al., 2003; Ma and von Salzen, 2006). According to the bin approach, a range of particle sizes is subdivided into a number of bins, or sections, with discrete values of the size distribution in each bin.

An alternative approach is the so-called modal approach and moment method. According to this approach, aerosol size distributions are approximated using statistical moments with idealized properties (Whitby, 1981; Whitby and McMurry, 1997; McGraw, 1997; Ackermann et al., 1998; Wilson et al., 2001; Wright et al., 2001; Yu et al., 2003). Typically, a number of overlapping log-normally distributed modes are assumed to account for different types of aerosols.

von Salzen (2006) introduced a piecewise log-normal approximation (PLA) method in an attempt to exploit the advantages offered by the modal approach (e.g. observed aerosols are often nearly log-normally distributed in parts of the size spectrum) and the bin approach (e.g. flexibility and simplicity). The greater accuracy of the PLA as compared to bin methods has been demonstrated in prognostic simulations with a single column model (von Salzen, 2006).

According to the PLA method, an aerosol number distribution can be approximated by

\[ n(\varphi) = \sum_i n_i(\varphi) \]  

for the dimensionless size parameter \( \varphi = \ln(R_p/R_0) \), with particle radius \( R_p \), and reference radius \( R_0 \) (here 1 \( \mu \)m). The following set of functions in Eq. (1) was proposed:

\[ n_i(\varphi) = n_{0,i} \exp\left[ -\psi_i (\varphi - \varphi_{0,i})^2 \right] H(\varphi - \varphi_{i-1/2}) H(\varphi_{i+1/2} - \varphi) \]  

where \( n_{0,i}, \psi_i \), and \( \varphi_{0,i} \) are fitting parameters that respectively determine the magnitude, width and the location of the maximum of the distribution. \( H(x) \) denotes the Heaviside step function which is used to constrain each log-normal distribution to the particle size range \( \varphi_{i-1/2} \) to \( \varphi_{i+1/2} \) for each section \( i \). Hence, Eqs. (1) and (2) define a piecewise log-normal approximation (PLA) of the aerosol number distribution. In order to obtain the fitting parameters \( n_{0,i}, \psi_i \), and \( \varphi_{0,i} \) in Eq. (2), it was proposed to prescribe the width \( \psi_i \) and to calculate the other two parameters from the integrated number (\( N_i \)) and mass (\( M_i \)) concentrations in each section. These calculations can be made quite efficient in models if they are based on look-up tables (von Salzen, 2006).

Simulations in this study are based on 2 size sections for dry particle radius range from \( R=0.05 \) to 0.79 \( \mu \)m and \( R=0.79 \) to 12.5 \( \mu \)m. Therefore, 4 additional tracers (2 for number and 2 for mass) were introduced in the model. Sensitivity tests with larger numbers of sections did not reveal any significant advantages so it was decided that this approach was sufficient.

3 Model description

In the current study, a developmental version of the CCCma 4th generation atmospheric general circulation model (AGCM4) (von Salzen et al., 2007\(^1\); von Salzen et al. (2005)) is used to study direct and indirect effects of sea salt. The spectral resolution used in AGCM4 for this study corresponds to a spherical harmonic expansion trianographically truncated at total wave number 47. The model domain extends from the surface to the stratosphere. There are 35 layers in the vertical, with a grid spacing of approximately 100 m near the surface that monotonically increases with height.

3.1 Sea salt aerosol production

Sea salt aerosol particles are formed predominantly by the action of the wind on the ocean. The wind stress on the ocean surface forms waves, some of which break and entrain air to various depths. The bubbles rise to the surface, creating whitecaps, and burst, injecting seawater drops into the atmosphere.

Most of the earlier studies (e.g. Gong et al., 1997; Grini et al., 2002; Pryor and Sorensen, 2000) used the parameterization that was developed by Monahan et al. (1986). This parameterization is based on laboratory measurements and is generally limited to particles with radius bigger than 0.8 \( \mu \)m at a relative humidity of 80\%. Furthermore, some studies (Smith et al., 1993; Gong et al., 1997; Pryor and Sorensen, 2000) pointed out that the fluxes given by Monahan et al. (1986) were too big for the spume droplet regime, in which the droplets are torn directly from the wave crests at high wind speed.

Based on field measurements at different sites, Lewis and Schwartz (2004) plotted size distributions of sea salt aerosol at various wind speeds. They found that the shape of the average number size distribution for all measurements is roughly independent of wind speed, i.e.

\[ n(r_{80}) = \frac{dN}{d \log_{10} r_{80}} = 0.07(U_{10})^2 \exp\left\{ \frac{1}{2} \left[ \frac{\ln(r_{80}/0.3)}{\ln 28.5} \right]^2 \right\} \]  

Where \( N \) is the number concentration in particles/cm\(^3\), \( r_{80} \) is the particle radius in \( \mu \)m at 80\% humidity, and \( U_{10} \) is the wind speed at 10 m height in m s\(^{-1}\). This expression fits the

bulk of the data fairly well. However, the associated uncer-
ainty is a factor of 3 for aerosol number, area and mass. The
parameterization is limited to the particle diameters greater
than 0.1 \( \mu m \) as there were only few observations available for
smaller particles and concentrations are expected to be gen-
erally small according to Lewis and Schwartz (2004). For
similar reasons, only particle diameters less than 25 \( \mu m \) are
considered.

The sea salt concentration in the first layer in the AGCM
over ocean is specified as a function of simulated wind speed
at each individual model time step. Consequently, simulated
sea salt size distributions in that layer are exactly identical to
mean observational results according to Lewis and Schwartz
(2004). Concentrations in the first model layer over the ocean
are used as boundary conditions in calculations for processes
that occur above this layer and over land. Similar to other
prognostic tracers in the AGCM, sea salt aerosol is affected by
transport (i.e. advection, convection, turbulent mixing) and
wet deposition.

The application of a sea salt source in terms of concentra-
tions in this study generally requires less substantial approx-
imations in contrast to the more frequently used specification
of sea salt surface fluxes in GCMs. Parameterizations of sur-
face fluxes are usually based on observed size distributions and
assumptions about the transfer of the particles from the sur-
faced to the observation level under equilibrium conditions.
For application of flux parameterizations in models, param-
eterizations of boundary layer mixing and deposition pro-
cesses introduce additional uncertainties for simulated sea
salt size distributions. In contrast, the method used here pro-
vides a much more direct connection between simulated and
observed sea salt size distributions and associated uncertain-
ties. However, a potential disadvantage of the method is that
mean sea salt size distributions are assumed to be in equilib-
rium with surface winds in individual grid cells. This can be
expected to be a good approximation for AGCMs with time
steps on the order of tens of minutes and grid sizes on the or-
der of hundreds of kilometres owing to rapid turnover of sea
salt particles in the planetary boundary layer over the ocean
(Lewis and Schwartz, 2004). However, it may not be a good
approximation for much smaller time steps and grid sizes.

Most of the results in this paper are based on the approach
above. However, in order to address uncertainties that are as-
associated with parameterizations of the sea salt source func-
tion, additional results for a parameterization of the sea salt
surface flux which was proposed by Clarke et al. (2006) will
be presented in Sect. 6.3.

3.2 Particle growth

Sea salt particles are highly water soluble and so as the
relative humidity increases, the size of the particles will also
increase. The equilibrium condition for a solution droplet in
moist air is given by the Köhler equation,

\[
\text{RH} = a_w \exp\left(\frac{A'}{f_r}\right)
\]

where \( f_r = \frac{r}{r_d} \) is the ratio of the actual particle radius over
the dry particle radius \( r_d \) (assuming a sphere). The exponen-
tial in this equation accounts for effect of particle curvature
on the relative humidity, with \( A' \) given by

\[
A' = \frac{2\sigma}{\rho_w R_w T_d}
\]

where \( \sigma \) is the surface tension between the droplet and air,
\( \rho_w \) is the density of water, \( R_w \) is the gas constant for water
vapour, \( T \) is the temperature. Since sea salt particles consid-
ered in this study are larger than 0.1 \( \mu m \), the Kelvin effect is
expected to be very small.

The exponential form for the water activity is

\[
a_w = \exp\left(-\phi_v M_w m_s m_w\right)
\]

where \( \phi \) is the osmotic coefficient for an aqueous solution of
sea salt, that is obtained from the measurements (Tang et al.,
1997). \( v \) is the volume of the droplet, \( M_w \) is the molecu-
lar weight of water, \( M_s \) is the molecular weight of sea salt.
\( m_s \) and \( m_w \) denote the masses of sea salt, water respectively.
Using Eqs. (5) and (6), the Köhler equation can be written:

\[
\ln \text{RH} = \frac{A'}{f_r} - \frac{B}{f_r^2 - 1}
\]

where

\[
B = \phi_v M_w \frac{\rho_{pd}}{M_s \rho_w}
\]

\( \rho_{pd} \) is the dry density of the aerosol. \( \phi \) has been obtained
as a function of \( a_w \) based on a fit to laboratory results. An
iterative procedure is used to obtain \( f_r \) from Eq. (7) (Gong
et al., 2003; Ma and von Salzen, 2006).

3.3 Gravitational settling

The terminal settling velocity of a spherical aerosol particle
is given by

\[
v_t = \frac{2 r^2 \rho_{pw} g C_c}{\mu}
\]

with the radius \( r \), density of the wet aerosol \( \rho_{pw} \), gravita-
tional acceleration \( g \), slip correction factor \( C_c \) and viscosity
of air \( \mu \) (Seinfeld and Pandis, 1998). The slip correction fac-
tor is only for smaller particles, so it is unimportant for sea
salt particles and can be assumed unity.

For application of the PLA method, effective terminal set-
tling velocity for particle number \( \langle v_{tn,i} \rangle \) and mass \( \langle v_{tm,i} \rangle \) in
each section \( i \) were calculated by integrating over the sec-
tions, i.e.

\[
v_{tn,i} = \frac{1}{N_i} \int_{\phi_{w,i-1/2}}^{\phi_{w,i+1/2}} v_t n(\phi - \Delta \phi_w) d\phi
\]
Fig. 1. Comparisons of specific extinction coefficient, single scattering albedo, and asymmetry factor as functions of radius from Mie calculations (solid lines) and the parameterization (dashed lines). This figure is for all 6 radii plus 2.3, 4.5 and 5.2 \( \mu \text{m} \) at 80% relative humidity.

\[
v_{tm,i} = \frac{1}{M_i} \frac{4\pi}{3} \rho_{pw,i} R_0^3 \int_{\psi_{w,i} - 1/2}^{\psi_{w,i} + 1/2} \psi e^{3\psi} n(\psi - \Delta \psi_{w,i}) d\psi \tag{11}
\]

with \( \psi_{w,i} \pm 1/2 = \psi_{i} \pm 1/2 + \Delta \psi_{w,i} \) and \( R_0 = 10^{-6} \text{ m} \). Here, \( \Delta \psi_{w,i} = \ln f_{r,i} \) depends on relative humidity (Eq. 4).

Depending on the particle size and surface condition (ocean or land), dry deposition velocities are assumed as different constants.

3.4 Wet deposition

The in-cloud removal of particles is parameterized according to

\[
\frac{dC}{dt} = -aC \tag{12}
\]

Here \( C \) is the in-cloud aerosol concentration, \( a \) is the cloud fraction. \( \tau = \text{LWC}/(Q_{\text{aut}} + Q_{\text{acc}}) \). LWC is the cloud liquid water content, \( Q_{\text{aut}} \) is the rate of autoconversion of cloud liquid water, and \( Q_{\text{acc}} \) is the rate of accretion of cloud liquid water by rain (Croft et al., 2005).

Below-cloud scavenging is parameterized according to Berge (1993)

\[
\frac{dC}{dt} = -B m_p E_m \tag{13}
\]

where \( B = 5.2 \text{ m}^3 \text{ kg}^{-1} \text{ s}^{-1} \), \( m_p \) is the precipitation mass (kg m\(^{-3}\)) and \( E_m \) is a mean collection efficiency. Here we assume \( E_m = 0.1 \).

For wet deposition in convective clouds, effects of entrainment and detrainment on the balances of the tracers are considered for deep convective and shallow convective clouds, respectively (Ma and von Salzen, 2006).

3.5 New parameterization for sea salt optical properties

Currently, the optical calculations in GCMs are based on the assumption that the aerosol particle number is log-normally distributed for a single distribution with constant properties. Although this assumption is convenient in GCM calculations, this approximation may lead to substantial biases.
In this study, on-line simulated aerosol size distribution are utilized for calculations of optical properties, i.e. specific extinction coefficient, single scattering albedo, and asymmetry factor of sea salt. Mixing with other particles is not taken into account.

As sea salt aerosol particles are hygroscopic, the sea salt size distribution will vary with relative humidity. The new parameterization was developed to directly account for the optical properties of wet particles (Li et al., 2007\(^2\)). In order to minimize the computational burden, 6 effective radii (0.73, 1.75, 2.75, 4.00, 5.00 and 6.13 µm) and 2 effective variances (0.65 and 0.85) were chosen for offline Mie calculations. In the AGCM, the Lagrangian method is employed to interpolate between tabulated results from the Mie calculations for different aerosol size distributions. The accuracy of optical properties from this parameterization were compared to exact Mie calculations to test the approach (Fig. 1). This comparison gives evidence that the parameterization gives accurate results for the optical properties of sea salt aerosols. The relative errors for the 6 radii are less than 1%. For further comparison, the optical properties are calculated for additional radii including 2.3, 4.5, and 5.2 µm and then compared to the results from the parameterization. These results are also shown in Fig. 1. The maximum of the relative error for these results is less than 6%. As expected, the scattering efficiency decreases with increasing particle size. Figure 2 shows the change in optical properties with relative humidity for \(r_e=3.0\) µm and \(v_e=0.65\).

For application of the approach in combination with the PLA method, the effective radius and variance of the sea salt size distribution is determined in each grid cell by integrating over the predicted size distribution.

### 4 Direct and indirect aerosol radiative forcing of climate

Sea salt aerosol directly scatters solar radiation back to space and thereby causes surface cooling, which is commonly referred to as the direct effect. In addition to direct radiative effects, water-soluble aerosols, such as sea salt aerosol, affect climate via indirect effects. The first indirect effect refers to the radiative impact of a reduction in cloud droplet effective

The cloud droplet number concentration (CDNC) depends on the distribution of cloud condensation nuclei (CCN), which is a fraction of the total aerosol number concentration. Aerosol activation, i.e., cloud droplet formation by heterogeneous nucleation in which water vapor condenses on CCN, has been examined in various numerical and/or experimental studies (Ghan et al., 1997; Abdul-Razzak, et al., 1998; Abdul-Razzak and Ghan, 2000, 2002; Nenes and Seinfeld, 2003; Stratman et al., 2004).

Currently, the treatment of CDNC is relatively simple in most GCMs because subgrid variations in vertical velocity, maximum supersaturation, and availability of CCN are difficult to parameterize in GCMs. Although there are studies using a physically-based activation in GCMs (Penner et al., 2006), empirical relationships between CDNC and sulfate aerosol concentration based on measurements of aerosol, CCN and CDNC are widely used in operational global climate models (Jones and Slingo, 1994; Boucher and Lohmann, 1995; Lowenthal et al., 2004).

Earlier studies often assumed that sulphate is the only significant source of CCN. However, observations show that sea salt aerosol is a dominant contributor to CCN concentrations in some regions of the remote marine atmosphere where concentrations of other types of the aerosol, such as sulphate aerosols, are low (Quinn et al., 1998, 2000).

In this study the usual empirical approach is extended to sea salt aerosol. Measurements for the North Atlantic from Leaitch et al. (1996) and Borys et al. (1998) were used to derive the following relationship between CDNC (per cubic meter) and sulphate and sea salt mass concentrations (in mg m$^{-3}$):

$$\log_{10}(\text{CDNC}) = 2.24 + 0.67 \log_{10}(\text{SO}_2^4^- + 0.27\text{Na}^+). \quad (14)$$

The coefficients in Eq. (14) were estimated using least squares fitting for $\log_{10}(\text{CDNC})$. The functional relationship in this equation is based on the assumption that the net effect of sea salt and sulphate aerosol on CDNC can be characterized based on a linear combination of sulphate and sea salt concentrations (i.e., last term in Eq. 14). Results shown in Fig. 3 give evidence that the available observations can be well represented by this approach. Unfortunately, it was not possible to test the parameterization for conditions other than those for the North Atlantic owing to a lack of sufficient observations. Further, similar to other parameterizations, Eq. (14) does not include contributions from organic aerosol which may also affect the results, particularly near and downwind of continental source regions.

According to O’Dowd et al. (1999a), sea salt aerosol tends to reduce the number of activated sulphate aerosol particles under highly polluted conditions owing to reductions in cloud supersaturation. The parameterization proposed here does not account for this effect. However, O’Dowd et al. (1999b) proposed a parameterization of CDNC as a function of a linear combination of number concentrations of sulphate and sea salt particles for global models. Their parameterization produced good agreement with results of detailed microphysics calculations, lending support to the approach used here. It should be noted that sulphate aerosol number concentrations are not available from AGCM4 so that their parameterization was not used in the current study.

For application of the parameterization in the AGCM, the bulk sulphur cycle in the AGCM is used, which produces concentrations for externally mixed sulphate aerosol (von Salzen et al., 2005; Lohmann et al., 1999). Processes that are accounted for in the sulphur cycle include clear-sky and in-cloud production of sulphate, wet and dry deposition.
Observations and results from detailed microphysical models give evidence that CDNCs strongly depend upon the aerosol near the cloud. Consequently, the CDNC can be parameterized in terms of large-scale aerosol concentrations to a first approximation. Hence, grid-cell mean concentrations are used in the parameterization of CDNC for each completely or partly cloudy AGCM grid cell and at each time step. In the future, parameterizations of aerosol activation will be used in AGCM4 in combination with other microphysics parameterizations for a more rigorous treatment of CDNC.

For the representation of the second indirect effect, aerosol effects on autoconversion are considered for layer clouds in AGCM4. The parameterization of the autoconversion rate that was proposed by Khairoutdinov and Kogan (2000) is used, which explicitly depends on CDNC. The layer cloud microphysical scheme is based on a scheme that was developed by Lohmann and Roeckner (1996), which is based on prognostic equations for the mass mixing ratios of water vapour, cloud liquid water, and cloud ice (von Salzen et al., 2005).

5 Results

The sea surface temperature (SST) and sea ice in the simulation are from the second phase of the Atmospheric Model Intercomparison Project (AMIP) for the period January 1956 through December 2000 (von Salzen et al., 2007). In the following, mean results for a 10 year simulation are discussed, after an initialization period of 11 months.

5.1 Sea salt concentration and burden

The global simulated distribution of the sea salt burden is shown in Fig. 4. The distribution and seasonal variation is largely determined by the spatial distribution of the wind speed above the surface of the ocean.

The global and annual mean burden of sea salt is 10.1 mg m\(^{-2}\) in this study. Results from previous studies listed in Table 1 show that the result of this study is within the range of previous studies. The results agree particularly well with the satellite-based estimate by Takemura et al. (2000). However, most models tend to produce somewhat higher burdens.

<table>
<thead>
<tr>
<th>Source</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1</td>
<td>model</td>
</tr>
<tr>
<td>11.0</td>
<td>satellite Takemura et al. (2000)</td>
</tr>
<tr>
<td>14.8</td>
<td>AeroCom Textor et al. (2006)</td>
</tr>
<tr>
<td>13.6</td>
<td>model Liao et al. (2004)</td>
</tr>
<tr>
<td>12.0</td>
<td>model Grini et al. (2002)</td>
</tr>
<tr>
<td>15.0</td>
<td>compiled Koepe et al. (1997)</td>
</tr>
<tr>
<td>22.4</td>
<td>model Tegen et al. (1997)</td>
</tr>
<tr>
<td>23.9</td>
<td>model Mahowald et al. (2006)</td>
</tr>
<tr>
<td>7.5 (low case)</td>
<td>model Haywood et al. (1999)</td>
</tr>
<tr>
<td>36.8 (high case)</td>
<td>model Tegen et al. (1997)</td>
</tr>
</tbody>
</table>

5.2 Comparison with observations

Figure 5 shows the sites that were used in the following comparison with observed sea salt concentrations (J. M. Prospero and D. L. Savoie, personal communication). Results of the comparison for seasonal mean surface concentrations are shown in Fig. 6. The simulated sea salt concentrations agree well with the observations for most sites in the North Atlantic and North Pacific. Large differences exist for the sites in tropical areas. In particular, the model tends to substantially underestimate concentrations in the tropics. The model also tends to over-predict Antarctic concentrations.

Time series of monthly mean surface concentrations at all locations are shown in Fig. 7. Overall, the model captures the observed seasonal variations, i.e. maximum wintertime concentrations in the Northern Hemisphere, and weaker seasonal variations in the Southern Hemisphere. In particular, the seasonal variations are well reproduced for the sites 23, 25, 26, 27, 28 in the North Atlantic. The model results from this study agree well with simulated sea salt concentrations by Liao et al. (2004) in which a different numerical
approach (bin approach) and sea salt source parameterization was used to predict aerosol size distributions. However, the model generally produces too low concentrations for tropical Pacific sites (12, 13, 22). A comparison between simulated wind speed and ECMWF ERA-40 reanalysis results does not provide evidence for any systematic underestimates in wind speeds in the simulation which might lead to insufficiently high concentrations according to Eq. (3). It therefore seems possible that the parameterization of sea salt production (Lewis and Schwartz, 2004) may not be representative of tropical conditions. Wind speed based formulations of aerosol concentrations and sources, such as Eq. (3), are implicitly based on the assumption that the local sea state is directly related to the local wind speed. However, satellite observations of whitecap coverage give evidence that the local sea state is determined by factors other than just wind speed (Anguelova and Webster, 2006). In particular, the observed whitecap coverage in tropics is higher than would be expected based on the wind speed. It is also noted that spurious concentration trends occur for some tropical sites according the observations, i.e. discontinuous changes between January and December (12, 13). Furthermore, the model results are for large-scale averages of surface concentrations while observations provide concentrations at specific locations which may not necessarily be representative of mean conditions, e.g. if observations are performed near the surf zone. However, an analysis of the differences between model results and surface observations is beyond the scope of this study.

The AERONET (Aerosol Robotic Network) (Holben, 1998) dataset is used for further comparisons. AERONET provides column integrated aerosol size distribution from sun-photometer measurements in various geographical locations (see Fig. 6 of Ma and von Salzen, 2006). Similar to AERONET, only simulation results for clear sky conditions and during daytime are used in the comparison. For
the comparisons, the simulated sea salt size distributions are interpolated on-line in the model to the same size bins that AERONET provides.

Figure 8a shows the simulated and observed seasonally averaged aerosol volume size distributions for the AERONET data. The simulated aerosol volume due to sea salt is generally lower than observations for all land and ocean AERONET sites, which is consistent with the fact that AERONET measures concentrations from all aerosols, including mineral dust, which dominates coarse aerosol particle concentrations over land but is not included in the model. The simulated aerosol volume is more similar to the observations for the ocean sites (Fig. 8b), indicating that the model can reasonably well reproduce the observed size distributions for the coarse mode for most locations over the ocean, where sea salt is believed to dominate.

Similarly, the far greater concentrations of fine aerosols in the observations compared to the model results is expected, as these are associated with other aerosol types, specifically, sulphate and organic carbon. These are not included in the
Fig. 8. Comparison between simulated (blue) and observed (black) vertically integrated volume size distributions. Observations are for multi-year averaged results from AERONET. Results for all AERONET site are shown in (a) including land sites. (b) only shows results for the ocean sites.

comparison since the size distributions are not simulated for these species.

6 Radiative forcing

6.1 Direct radiative forcing

The aerosol direct radiative forcing (DRF) is defined as the difference between net radiative fluxes at the top of atmosphere (TOA) in the absence and presence of sea salt in the model. Figure 9 shows seasonal mean global distributions of sea salt forcing for clear sky columns in the simulations for June–August (JJA) and December–February (DJF). The global mean clear-sky DRF is $-1.34 \text{ W m}^{-2}$ for JJA and $-1.54 \text{ W m}^{-2}$ for DJF. It is evident that the distributions of forcing and seasonal variation coincide with those for sea salt concentrations (Fig. 4). The DRF for the Southern Hemisphere shows only little seasonal variation. The maximum forcings are located in the midlatitude Southern Hemisphere. Secondary maxima occur over the North Atlantic and North Pacific for DJF. In contrast to the model results, satellite observations based on MODIS radiance (Loeb and Manalo-Smith, 2005) do not give any evidence for a strong DRF near 50–60° S in JJA. However, the satellite observations show strong the DRF for DJF in this area, similar to the model results.

Figure 10 shows the DRF for all-sky conditions, i.e. clouds are included. The all-sky DRF is substantially smaller than the clear-sky DRF (Fig. 9). The global mean all-sky DRF is $-0.53$ and $-0.64 \text{ W m}^{-2}$ in JJA and DJF, respectively. The differences are particularly large at midlatitudes as the cloud cover in these regions is very high. In the less cloudy subtropical regions around 20°, the impact of clouds is smaller, therefore the strongest radiative forcing occurs in these regions. Clouds at midlatitudes therefore strongly reduce the direct radiative impact of sea salt both by wet deposition and scattering of sunlight.

Unlike the shortwave (SW) radiative forcing, the global mean of longwave (LW) forcing is positive, but the value is much lower than SW. The LW radiative forcing is $0.03 \text{ (JJA)}$ and $0.03 \text{ W m}^{-2}$ (DJF) in clear sky, and $0.14 \text{ (JJA)}$ and $0.16 \text{ W m}^{-2}$ (DJF) in all-sky conditions. One analysis based on radiative transfer (Li et al., 2007) indicates that the LW forcing in the troposphere is generally positive due to a reduction of temperature with height.

A comparison of direct forcings in various studies is listed in Table 2. The global mean forcing in this study is lower than the forcing reported by Grini et al. (2002). However, Liao et al. (2004) obtained an even lower estimate of the forcing. Overall, it appears that results from the current study are well within the range of results of other studies.

6.2 Indirect forcing

The total indirect effect includes the first indirect effect and the second indirect effect. The forcing that corresponds to the first indirect effect is defined here as the difference of net radiation at the top of atmosphere with and without the contribution of sea salt to cloud effective radius (FIF). The radiation code is thus called twice for different cloud effective radii in one single simulation, to obtain an instantaneous estimate of the forcing.

Figure 11 shows the spatial distributions of FIF for JJA and DJF. The maximum of FIF in the Southern Hemisphere corresponds to the maximum in sea salt burden (Fig. 4). Unlike the sea salt burden, there are no local maximum of the FIF in the Northern Hemisphere for DJF. The relatively weak FIF in the Northern Hemisphere can be attributed to a low sensitivity of the cloud optical properties to changes in the amounts of the sea salt in this area. According to Eq. (14), the cloud droplet number concentration depends only weakly on the sea salt concentration at high sulphate concentrations.
Table 2. Comparison of the global and annual mean direct radiative forcing due to sea salt. Unit: W m$^{-2}$.

<table>
<thead>
<tr>
<th>Scale</th>
<th>all-sky/clear sky</th>
<th>Radiative forcing</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global all-sky</td>
<td>all-sky</td>
<td>−0.60</td>
<td>this study</td>
</tr>
<tr>
<td></td>
<td>clear</td>
<td>−1.52</td>
<td></td>
</tr>
<tr>
<td>Global all-sky</td>
<td>all-sky</td>
<td>−1.1</td>
<td>Grini et al. (2002)</td>
</tr>
<tr>
<td></td>
<td>clear</td>
<td>−2.2</td>
<td></td>
</tr>
<tr>
<td>Global all-sky</td>
<td>all-sky</td>
<td>−1.1</td>
<td>Koch et al. (2006)</td>
</tr>
<tr>
<td>Global clear</td>
<td>all-sky</td>
<td>−0.56</td>
<td>Liao et al. (2004)</td>
</tr>
<tr>
<td>Global clear</td>
<td>clear</td>
<td>−0.6 to −2.0 (low wind)</td>
<td>Winter and Chylek (1997)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.5 to −4.0 (high wind)</td>
<td></td>
</tr>
<tr>
<td>Indian Ocean</td>
<td>clear</td>
<td>−1.51 (low wind)</td>
<td>Haywood et al. (1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−5.03 (high wind)</td>
<td></td>
</tr>
</tbody>
</table>

Indian Ocean clear

−1.36±0.5

Podgorny et al. (2000)

−1.5 to −6.0

Satheesh and Lubin (2003)

Fig. 9. Clear sky instantaneous direct radiative forcing for JJA (a) and DJF (b). Unit: W/m$^2$.

Fig. 10. All sky instantaneous direct radiative forcing for JJA (a) and DJF (b). Unit: W/m$^2$.

Compared to the Southern Hemisphere, sulphate concentrations are considerably higher in the Northern Hemisphere. Consequently, the contribution of sea salt to the FIF is rather small in the Northern Hemisphere.

The global mean values of the FIF are −1.19 and −1.27 W m$^{-2}$ for JJA and DJF, respectively. It is noted that the FIF is higher than the direct radiative forcing of sea salt in both seasons. In contrast to the FIF, differences in longwave radiative fluxes at the top of the atmosphere are small.

The calculation of the instantaneous FIF does not account for feedbacks of microphysical and dynamical processes. The change of cloud droplet number and cloud effective radius will affect the efficiency of rain formation via the autoconversion process and atmospheric circulation. In order to investigate the role of feedbacks, the model was modified by removing the sea salt contribution in Eq. (14). Therefore, the modified version of the model does not account for the effects of sea salt on cloud droplet effective radius and
autoconversion of cloud water to rain. Results of this simulation are compared to the control run with the complete parameterization. The difference of net radiation at the top of atmosphere (TOA) from the two simulations yields the total indirect radiative forcing (TIF), including the first and second indirect effects and contributions from circulation feedbacks. The results in Fig. 12 show the sea salt TIF over ocean for JJA and DJF. The global mean values are $-3.6$ and $-3.8 \text{ W m}^{-2}$ for JJA and DJF, respectively. The forcings in the Southern ocean are generally around $-5 \text{ W m}^{-2}$, similar to the FIF. In contrast to the FIF, some regions in the NH and adjacent to land also produce a positive TIF. If land and sea ice regions are included (Fig. 13), the values of TIF are reduced to $-2.7$ and $-2.6 \text{ W m}^{-2}$ in JJA and DJF, respectively. The distribution of the TIF is anti-correlated to that of the cloud cover change for these simulations (Fig. 14). This indicates that adding the contribution of sea salt to cloud microphysics does not necessarily increase the local cloud cover which would be expected to occur as a consequence of the second indirect effect. For low sea salt concentrations, the cloud cover could may actually decrease due to the changes in circulation which are associated with changes in forcings.

6.3 Sensitivity of forcings to sea salt aerosol source

The paramerization of Lewis and Schwartz (2004) (called LS thereafter) relates the sea salt number concentrations to wind speed over ocean, which is different from parameterizations of the sea salt source in terms of surface fluxes (e.g. Monahan et al., 1986; Martensson et al., 2003; Clarke et al., 2006). In order to investigate the sensitivity of sea salt concentrations and its radiative forcing to the sea salt source, the parameterization of Clarke et al. (2006) (called CLK thereafter) was applied in an additional three-year long simulation. A feature of the CLK parameterization is that particle diameters smaller than 0.1 $\mu$m diameter are also taken into account.

The CLK parameterization provides sea salt fluxes as function of dry particle size and wind speed. For applications in the GCM, the fluxes were integrated over the corresponding particle size sections that are used for the PLA scheme. The resulting fluxes for sea salt aerosol mass and number concentrations are applied in the first model layer above the ocean surface for each individual size section. Three sea salt size sections were used in the simulation for particle diameter ranges 0.01–0.132, 0.132–1.2 and 1.2–8.0 $\mu$m, respectively. Similar to the application of the LS parameterization, sea salt concentrations above the first model layer are predicted.
Fig. 13. Indirect sea salt radiative forcing at TOA for JJA (a) and DJF (b). Unit: W/m².

Fig. 14. Total cloud cover change when the effect of sea salt on cloud microphysics are removed from the model for JJA (a) and DJF (b).

Based on simulated transport, gravitational settling, and wet removal processes. However, in contrast to simulations based on the LS parameterization, the same processes are now also applied in the first model layer.

Figure 15 shows that the sea salt burden from the simulation with the CLK parameterization is much higher compared to the simulation with the LS parameterization, although the spatial patterns are very similar for both parameterizations. The global annual mean (27.3 mg m⁻²) in this study is consistent with the study of Pierce and Adams (2006) (25.3 mg m⁻²). According to Pierce and Adams (2006), the parameterization of Clarke et al. (2006) produces a higher sea salt burden compared to simulations based on the parameterizations by Monahan et al. (1986) and Martensson et al. (2003).

Despite large differences in burdens for simulations with the LS and CLK parameterizations, the clear-sky radiative forcing is very similar for these simulations. The global annual mean direct forcing is −1.40 and −0.59 W m⁻² for clear sky and all sky for the CLK parameterization and −1.52 and −0.60 W m⁻² for the LS parameterization, respectively. The simulation using the CLK parameterization predicts a comparatively smaller effective radius (Fig. 16). According to results shown in Fig. 1, the extinction coefficient decreases with increasing particle size, i.e. larger particles scatter less efficiently. Owing to compensating effects of reduced scattering efficiency and increased burdens, the simulation based on the CLK parameterization still produces a direct forcing that is very similar to the forcing that was obtained based on the LS parameterization.

Figure 17 shows that the first indirect forcing from the CLK parameterization (−2.1 W m⁻²) is higher than that for the LS parameterization (−1.34 W m⁻²). However, the relative difference in the first indirect forcing is substantially smaller than the relative difference in the burdens between simulations with the LS and CLK parameterizations. The rather small sensitivity of the CDNC to changes in sea salt burdens is caused by a relatively weak dependency of the CDNC on sea salt concentrations for non-zero sulphate concentrations (Eq. 14).

7 Summary

A parameterization of size-dependent sea salt aerosols was developed and implemented in the CCCma AGCM for a study on the direct and indirect effects of sea salt aerosols on climate. The treatment of sea salt aerosol is based on the PLA approach. Physical processes such as production,
Fig. 15. Simulated sea salt burden (in mg/m$^2$) for JJA (a) and DJF (b) using the Clarke's source function.

Fig. 16. Vertical profile of the oceanic global mean effective radius.

The simulated sea salt surface concentrations over the ocean are generally consistent with surface observations although the model tends to produce too low sea salt burdens for tropical regions. The good consistency between the model and AERONET shows that the model is able to reproduce the basic features of the sea salt size distribution.

The distribution and seasonal variation of the direct forcing is similar to the seasonal variation of sea salt concentrations. The annual mean instantaneous radiative forcing from the first indirect effect of sea salt is estimated as $-1.34 \text{ W m}^{-2}$, with little seasonal variation. Much stronger forcings occur locally in the simulation, especially in regions with high wind speeds in the Southern Hemisphere.

In order to investigate the total indirect radiative forcing of sea salt, the contributions of sea salt to cloud optical and microphysical processes in the model were removed and results compared to the results from the complete model. According to this approach, the total indirect radiative forcing from sea salt resembles the forcing that is associated with the first indirect effect of sea salt in the Southern Hemisphere. However, the total indirect forcing is over 100% higher than the forcing from the first indirect effect in the global mean ($-2.9 \text{ W m}^{-2}$). There are also regions (mostly over land) which are associated with a positive total radiative forcing. This can be attributed to changes in the distribution of clouds owing to changes in the radiative forcing and circulation.

The sum of global mean direct and first indirect radiative forcings for sea salt are similar to the corresponding forcing that is associated with sulphate aerosol. Consequently, changes in climate may potentially lead to important radiative feedbacks from sea salt aerosol via changes in the strengths of sources and sinks for sea salt. Further studies based on coupled atmosphere/oceans GCMs should be performed for investigations of these feedbacks. Particular emphasis should be on the Southern Hemisphere for which effects of sea salt on temperatures and circulation may be considerable.

It is acknowledged that implications of aerosol-cloud interactions for climate are not yet well understood by the scientific community. Although basic aspects of the direct and first indirect effects of sea salt on climate are useful results from model that are based on empirical relationships between aerosol and cloud droplet concentrations, considerable uncertainties are associated with forcing estimates. A parameterization with a more rigorous treatment of aerosol-cloud interactions is currently under development at CCCma (von Salzen et al., 2007). We will examine the uncertainties of the empirical relationship for activation using the new approach in the future.
Fig. 17. Instantaneous first indirect radiative forcing for JJA (a) and DJF (b) using the Clarke’s source function. Unit: W/m².
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