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Abstract. Trends in ozone columns and vertical distributions tends its influence to the mid-latitudes during later months.
were calculated for the period 1979-2004 based on the ozon€he vertical distribution of the ozone trend shows distinct
data set CATO (Candidoz Assimilated Three-dimensionalnegative trends at about 18 km in the lower stratosphere with
Ozone) using a multiple linear regression model. CATO hasdlargest declines over the poles, and above 35 km in the upper
been reconstructed from TOMS, GOME and SBUV total col- stratosphere. A narrow band of large negative trends extends
umn ozone observations in an equivalent latitude and poteninto the tropical lower stratosphere. Assuming that the ob-
tial temperature framework and offers a pole to pole coverageserved negative trend before 1995 continued to 2004 cannot
of the stratosphere on 15 potential temperature levels. Thexplain the ozone changes since 1996. A model account-
regression model includes explanatory variables describingng for recent changes in equivalent effective stratospheric
the influence of the quasi-biennial oscillation (QBO), vol- chlorine, aerosols and Eliassen-Palm flux, on the other hand,
canic eruptions, the solar cycle, the Brewer-Dobson circu-closely tracks ozone changes since 1995.

lation, Arctic ozone depletion, and the increase in strato-
spheric chlorine. The effects of displacements of the polar

vortex and jet streams due to planetary waves, which may

significantly affect trends at a given geographical latitude,1 Introduction

are eliminated in the equivalent latitude framework. The

QBO shows a strong signal throughout most of the lowerAnthropogenic stratospheric ozone depletion has been dis-
stratosphere with peak amplitudes in the tropics of the or-cussed since the early 197@r@tzen 197Q Johnston1971

der of 10-20% (peak to valley). The eruption of Pinatubo Molina and Rowlangd1974 Stolarski and Cicerone 974.

led to annual mean ozone reductions of 15-25% between 1985 the Antarctic ozone hole was detectear(nan et a).

the tropopause and 23 km in northern mid-latitudes and tol989 and in 1988 significant winter time decreases were first
similar percentage changes in the southern hemisphere bg@iocumented for northern mid-latitudes from ground-based
concentrated at altitudes below 17 km. Stratospheric ozongneasurements and later confirmed by satellite observations
is elevated over a broad latitude range by up to 5% during(Stolarski et al. 1991). Polar and mid-latitude trends were
solar maximum compared to solar minimum, the largest in-subsequently reported in many studies. For an overview see
crease being observed around 30 km. This is at a lower altiStaehelin et al(2001); World Meteorological Organization
tude than reported previously, and no negative signal is found2003.

in the tropical lower stratosphere. The Brewer-Dobson circu- During the 1990s a number of studies provided evidence
lation shows a dominant contribution to interannual variabil- that part of the observed trends can be attributed to processes
ity at both high and low latitudes and accounts for some ofother than anthropogenic ozone depletion. Such processes
the ozone increase seen in the northern hemisphere since tlecluded decadal scale climate variability related to the North
mid-1990s. Arctic ozone depletion significantly affects the Atlantic Oscillation (NAO) or Arctic Oscillation (e.gAp-

high northern latitudes between January and March and expenzeller et a).2000, tropopause altitudeSteinbrecht et al.
1998, and changes in the strength of the Brewer-Dobson cir-
Correspondence tdD. Brunner culation Fusco and Salhy1999 Hadjinicolaou et al.2002).
(dominik.brunner@empa.ch) These factors were found to affect the trends in addition to
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4986 D. Brunner et al.: Vertical distribution of ozone trends

the solar cycle, the quasi-biennial oscillation (QBO) and vol-itude band as demonstrated by Wohltmann et al. (Z006)
canic eruptions which had been appreciated already in preSince CATO was reconstructed from satellite total ozone
vious assessments of stratospheric ozone deplethmld measurements it provides a unique view of the vertical dis-
Meteorological Organizatiqri995. tribution of stratospheric ozone that is fully consistent with
the total columns. It extends from pole to pole and currently

As consequence of the Montreal Protocol and its amend-Covers the period 1979 to 2004 without gaps.

ments the emissions of anthropogenic ozone depleting sub- So far only few satellite-based studies are available on
stances (ODSs) decreased. According to the temporal ev%n 4 :
g-term ozone trends in the lower stratosphere where the

Igtion of ODSs in the stratogphere, chemical ozone deple; ulk of ozone resides. However, knowledge of the verti-
Sy dacrensad tharcafer Thereror, the rscucsion sarf SHTDUTON of the trends is essential as it provdes ac
whether the effect of the Montreal Pr’otocol on the ozone ltional insight mtq the processes governing stratosphenc
layer can already be identified in the present observation ozone. Most previous studies were restricted to altitudes
) ?ﬂgher than 20 km due to limitations in profile retrievals from
(Weatherhead et aR00Q Reinsel et al.2002 Weatherhead SAGE (particularly SAGE I) and SBUV which were addi-

and Andersen2006. Newchurch et al(2003 reported on : : . . .
! . . . tionally complicated during periods of enhanced volcanic
first signs of recovery analyzing upper stratospheric ozone

trends whileReinsel et al.(2005 reported that the linear gerosol. Wang et aI.(gOOZ) presented an |mp.roved algo-
i o ithm for SAGE Il retrievals below 20 km which allowed
trend in total column ozone had changed significantly beyonJ

o . calculating ozone trends down to the tropopause for the pe-
1996 po've"“d of 40 Idgr_nn‘ymg OZONE TECOVETY TEQUITES i1 1984 to 1999. In an earlier study Bandel and Wu
both detection of a positive change in ozone tendency a

o . ?1999 total column data from TOMS were combined with
well as attribution of that change to decreasing ODSs. Ques'SAGE I/ll profile data to calculate the residual amount be-
tions remain whether all other factors influencing ozone suci}

. ween the tropopause and 20 km altitude. The present study
as solar cycle or planetary wave forcing were properly ac-

counted for in these studieSteinbrecht et al2004 Dhomse pomplements these ana'lyzgs as itis based on a completely
. ) . . independent data set which is more complete in terms of tem-
et al, 20069. An important problem in all trend studies using

satellite data arises from the fact that the ozone time seriegoral an d spatial coverage. . .
. - s . : Section2.1 presents an overview of the CATO data set in-
available for fitting a statistical model are relatively short in

comparison to the timescales of variability of some of the ex-Cludlng acomparison of time series at q|ﬁerent levels in the
. - o . stratosphere with independent observations. CATO has been
planatory variables. This is additionally complicated by cor- . . - .
. . ORI it described in detail ilBrunner et al(2006. The statistical
relations among these variables which limits our ability to . . ) .
. model is described in Sec2.2 Results of the regression
separate different effectS¢lomon et al.1996 Salby et al. . .
. . . analysis are then shown in Se8tboth for total ozone and
1997). Extending the time series out to 2004 now allows for : . NS oo :
: . .~ _the corresponding vertical distribution. We highlight the in-
a better separation between solar cycle, volcanic eruption

and QBO effects. Unlike the previous two solar cycles theﬁuence of the .QBO' solar cycle, volcanic e_rupt|ons, plane-
. . . tary wave forcing, and polar ozone depletion, and analyze
latest one (no. 23) was not synchronized with a major vol-

; . . . . the trend attributable to the anthropogenic release of ODSs.

canic eruption and the QBO was in opposite phase during_. ; .
) 3 inally, in Sect.3.3 we study the recent evolution of ozone

solar maximum than previously.

and show that since 1996 there has been a statistically signif-
In this study we present the results of a multiple linear icant change in ozone trend. By using the regression model

regression analysis applied to the quasi-3-D ozone data seb attribute these recent changes to the explanatory variables

CATO (CANDIDOZ Assimilated Three-dimensional Ozone; included in the model, we show to what extent these changes

CANDIDOZ is the EU project "Chemical and Dynamical In- result from changes in stratospheric ODSs concentrations

fluences on Decadal Ozone Chang@juynner et al.20086. and hence to what extent these changes can be interpreted

In CATO the stratospheric ozone distribution is representedas a sign of ozone recovery.

in an equivalent latitude — potential temperature coordinate

system which has the advantage that it closely follows the

contours of a passive tracer which are distorted by planetar Data and methods

waves Gchoeberl et al1989. Sharp gradients e.g. across

the edge of the polar vortex are much better preserved irf-1 Reconstructed ozone data set CATO

this coordinate system than in a standard zonal mean VIeEATO is a statistically reconstructed data set describing the

(Bodek_er et a!.ZQQ]). In qddmon,_ an important part of vertical distribution of ozone in the stratosphere and the hor-
dynamical variability associated with planetary waves and.

- . : S izontal distribution of residual ozone columns in the tropo-
meridional displacements of the vortex is efficiently removed
in this framework. These effects not only account for alarge  lwpohitmann, I., Lehmann, R., Rex, M., Brunner, D., andddr,
fraction of the variability in total ozone observations but also J. A.: A process-oriented regression model for column ozone, J.
contribute to long-term trends in a given geographical lat-Geophys. Res., submitted, 2006.
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(a) Mid-latitude anomalies at 40 hPa/22 km
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(b) Mid-latitude anomalies at 120 hPa/15 km
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Fig. 1. Time series of normalized monthly ozone anomalies (with respect to the 1985-2004 monthly means) from CATO, Payerne ozoneson-
des, and SAGE-II. The thin black lines are the CATO monthly mean anomalies, the thick black lines are 12-month running means through
these data. For Payerne (blue) and SAGE-II (red) only the running means are shown. Panels (a) and (b) are for northern mid-latitudes. Here
CATO data are mean values over4a 48 N equivalent latitude. SAGE-II are averages ovet #050° N geographical latitude. The station
Payerne, Switzerland, is at 4. (a) Anomalies at 40 hPa (SAGE-II data at 22 kn{jp) Anomalies at 120 hPa (SAGE-II at 15 kmic)

Tropical anomalies at 30 hPa (SAGE-II at 24 km). Here, both CATO and SAGE-II dat& &6 N averages.

sphere. It currently covers the period January 1979 to Decovered data from a few years and therefore did not pro-
cember 2004. The tropospheric columns are represented imide any evidence that CATO is able to reproduce actual
geographical longituder] and latitude ¢) (with 10°x6° changes in vertical ozone over the whole time period. Fig-
resolution) and the stratospheric distribution in equivalenture 1 therefore compares time series of deseasonalized and
latitude @r) and potential temperatur@)(coordinates (& normalized (with respect to the 1985-2004 monthly means)
horizontal resolution and 15 potential temperature levels bemonthly ozone anomalies from CATO with the correspond-
tween 326 K and 1445K). The reconstruction is based orning anomalies from a selected ozonesonde station (Payerne,
combining satellite total ozone observations with meteoro-Switzerland, 47N, 7° E) and from the Stratospheric Aerosol
logical information on short-term meridional excursions of and Gas Experiment SAGE-II (version 6.2Véng et al.

air masses due to isentropic transport using a data assimil&2002. For SAGE-II (thick red lines) and Payerne (thick
tion approach. The method is described in detaBinnner  blue) only 12-month running means are shown for better vis-
et al.(2006. ibility. For CATO (thick black), additionally the individual
)monthly anomalies are presented (thin black). SAGE-II data
during the first three years after eruption of Mount Pinatubo
jn June 1991 were affected by the enhanced volcanic aerosol
variability. Significant deviations from observed profiles and therefpre eXC"_Jded' Not_e that CATO data are mean val-
were found at high polar latitudes as well as in the trop- ues for a given equivalent latitude band whereas SAGE-II are

ical lower stratosphere. However, these comparisons only?onal means in geographical coordinates.

In that paper it was shown that CATO agrees reasonabl
well with observations from ozonesondes and HALOE in-
cluding a realistic description of seasonal and interannual

www.atmos-chem-phys.net/6/4985/2006/ Atmos. Chem. Phys., 6, 8088-2006
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In northern mid-latitudes at 40 hPa (Fitp) the variabil-  realistic long-term trendsS@anter et aJ.2004 Labitzke and
ity is dominated by the QBO which has a somewhat largerKunze 2005. Some problems with a potential impact on
amplitude in CATO than in the other data sets. Some dif-the CATO results have been identified over the polar regions
ference between CATO and SAGE-II is to be expected dudncluding an erroneous positive trend in late autumn/early
to the use of different vertical coordinate systems (pressuravinter (October—January) temperatures at 30 hPa between
levels vs. geometric altitude). Overall, there is a reasonablel979 and 2001L@bitzke and Kunzg2005, and an unreal-
agreement in particular with respect to the timing and vari-istic vertically oscillating structure during winter and spring
ations in amplitude of the QBO. With respect to long-term months Karpetchko et aJ.2005. Overall, we thus do not
trends, however, there are clear differences. CATO anomaexpect large biases in the long-term performance of CATO
lies tend to be a few percent below Payerne during the earlyntroduced by the meteorological data, but a firm conclusion
1980s but somewhat above in the latest years. CATO exean not be drawn at this stage without a thorough sensitivity
hibits the largest increase after 1992 and generally the lowesttudy. The ERA-40 reanalysis is also known to produce a too
decrease over the whole period. Only 2 km higher at 30 hPa&trong Brewer-Dobson circulation in the stratosphere. How-
(not shown), however, CATO exhibits a somewhat larger de-ever, the CATO reconstruction method does not make use of
crease than SAGE-Il and Payerne apparently compensatintpe noisy and problematic vertical winds thus avoiding these
for the too small negative tendency at 40 hPa. This seemgproblems as already notedBrunner et al(20086.
to be an artifact of the reconstruction method which is also An important advantage of CATO is that it has a pole
evident from Fig9 presented later. to pole coverage and spans the complete period 1979 to
In the lowermost stratosphere at 120 hPa (Ei.the vari- 2004 including the months following the eruption of Mount
ability is very large in all data sets and the overall evolution of Pinatubo. Moreover, CATO is based on the carefully homog-
CATO is in good agreement with SAGE-II. A notable excep- enized NIWA assimilated total ozone data base where obser-
tion is seen around 1996 where CATO shows a large positivevations from the series of TOMS, GOME and SBUV instru-
anomaly not observed in the other data sets. Even thougments are combined into a single homogeneous data set by
a similar positive anomaly is observed in other ozonesondeorrecting for biases with respect to ground-based Dobson
data (for instance at Sapporo, Japan), a detailed comparisastations and for biases between satellite instruments observed
with a number of sonde stations and at different altitudesduring periods of overlagBodeker et al.2001, 2005.
points to generally larger deviations during this period. Most Because the reconstruction method is based on the as-
likely this is due to the assimilation of GOME data between sumption that ozone behaves like a passive tracer on time
August 1995 and June 1996 when no TOMS data were availscales of short-term meridional excursions, it fails to produce
able. Assimilation of GOME observations was performed a realistic distribution above about 30 km altitude where the
in a non-optimal way as already noticed Brunner et al.  chemical lifetime becomes short. Therefore, CATO is re-
(2006 (see their Fig. 7). Given these findings, the period laxed towards the monthly mean climatologykadrtuin and
August 1995 to June 1996 was excluded from all regressiorKelder (1998 on isentropes higher than 820 K with a relax-
analyzes even though this has very little effect on the resultsation timescale decreasing from 70 days at 820K to 2.5 days
Significant differences are also seen between CATO and Payat 1445 K. As a consequence, any variability above 820K is
erne in the early 1980s, but differences between Payerne andamped. We have therefore created a second data set where
the nearby station Hohenpeissenberg are of similar magnithe relaxation above 820 K was replaced by the assimilation
tude during this period (not shown). of vertical profiles from the merged SBUV and SBUV/2 ver-
The lowest panel (Figlc) compares CATO and SAGE-Il sion 8 data (seBrunner et al.200§. The SBUV record at
at 30 hPa in the tropics, where the signal is largely dominatecd85-40 km altitude shows a drift relative to SAGE of about
by the QBO. There is very good agreement between both datd%/decade and an upward shift by about 3% from 1995 to
sets except for the period 1995/96 when GOME data werel998 probably due to satellite intercalibration issugteip-
assimilated. brecht et al.2006. This second CATO version is only used
Meteorological fields required for the reconstruction in- for sensitivity checks and for the interpretation of variability
clude pressure, temperature and potential vorticity whichand trends above 30 km altitude. Note that the two versions
were obtained from ERA-40 reanalyséfppala et al.2005 differ slightly in their vertical distribution whereas the total
up to August 2002 and from operational analyses of thecolumns are basically identical because of the assimilation of
European Center for Medium Range Weather Forecast$otal column observations.
(ECMWEF) thereafter. Errors in ERA-40 (potential) tempera- CATO has been used Wohltmann et al(2009 to recon-
ture trends would affect trends in CATO ozone values. Largestruct an “integrated equivalent latitude proxy” for individual
and variable biases have been identified in ERA-40 temperbobson stations for use in regression analysis of long-term
atures in the upper stratosphetgppala et al.2005. Be- ozone trends. The station-specific proxy time series were ob-
low 10 hPa (about 30 km), however, which is the main fo- tained by vertically integrating the 1979-2004 mean CATO
cus of this study, ERA-40 temperatures are considered to bezone fieldycim(¢£, 6) along the equivalent latitude profiles
generally of high quality Randel et al.2005 and to show ¢z (A, ¢, 0) calculated at each measurement point and time.

Atmos. Chem. Phys., 6, 4985608 2006 www.atmos-chem-phys.net/6/4985/2006/
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model instead oE ESC.

target variable, monthly mean total ozone column

or ozone partial pressure in month

a. seasonally varying intercept (offset) of the ozone
time series

. . b: seasonally varying EESC or trend coefficient
The set of explanatory variables (or proxies) chosen for the,, (): time series of explanatory variabje(j=1,..N)
regression model describes the influence of the solar cyclec ’ seasonally varying coefficients describing the
the QBO, stratospheric aerosol loading following volcanic * influence of explanatory variable
eruptions, the strength of the Brewer-Dobson circulation, andN: Number of explanatory variables in addition to
the anthropogenic impact on ozone through release of ozone seasonal offset and trend components
depleting substances (ODSs). A linear response of 0zone t9,\.  rasidual variations not described by the model
changes in these variables is assumed though the response
is allowed to be different for different months of the year.
The proxies are selected to model as closely as possible the (j41ess we only consider annual mean effects, the regres-
most relevant processes influencing stratospheric ozone varis,, coefficients:, b andc; are allowed to depend on the
ability. A more detailed motivation for the choice of vari- \onth of the year. This tirrjle dependence is modelled by 12-
ables we use here is given in the companion paper by Wohltg, 5 ih and 6-month sine and cosine harmonic series. The
mann et al. (2008) Note that in contrast to other trend stud- time dependence of the coefficieatsis thus given by
ies the influence of various climate modes such as NAO or
the El Nifio - Southern Oscillation are not included explic- ci(t)=cj1+ 25_1 [cj 2 - cO2mkt /12) +
itly. NAO and other climate modes may change the position ’ - ’ .
of troughs and ridges of planetary waves and hence modu- Cj.2k+1 - SINCkt /12)] (3)
late the altitude of the tropopauseppenzeller et a).2000  4nd the same formula is applied to coefficientnds. Thus,
Weiss et al.200]) and invoke meridional advection of ozone ga|ly 5 coefficients need to be estimated for a single proxy
from regions of higher or lower climatological mean concen- time series to account for the fact that the response of ozone
trations Koch et al, 2002. While this may explain a sig- g changes in the proxy may vary with season. Because of
nificant fraction of ozone variability at a given point on the he small seasonal variation that was found for the influence
globe, much of these effects are eliminated when adopting sojar effects, only 3 coefficients were used to represent the
an equivalent latitude and potential temperature frameworksg|5¢ cycle.
(cf. Wohltmann et a].2003 which is the approach followed  1he jinear regression model was applied to (i) time se-
here. In addition, NAO influences the propagation of wavesyies of monthly mean total ozone at 30 discrete equivalent
into the stratosphere and hence the deposition of wave Mgy des (at 6 resolution) and (ii) to monthly mean strato-
mentum driving the Brewer-Dobson circulatidRifd etal,  gpheric ozone fields as a function of equivalent latitude (same
2009. This further affects the polar vortex which is stronger resojution as total 0zone) and pressure. For the latter the
when the NAO is in a positive phasB¢hnadt and Dametis  cATO fields were interpolated from the native 15 isentropic
2003. These effects are again accounted for, at least qualiieye|s onto 14 discrete pressure levels (190, 120, 90, 60, 40,
tatively, by including Eliassen-Palm (EP) flux as a proxy for 39, 29, 15, 10, 7, 5, 3.5, 2.5, 1.5 hPa). Because stratospheric
the Brewer-Dobson circulatior(sco and Salpyl999 and - emperatures have a trend on their own, ozone trends on isen-
the volume of polar stratospheric clouds (PSC) to describggpes are not identical to trends on pressure levels. We prefer
Arctic ozone lossRex et al, 2004. The setup of the re- e representation on pressure levels to be compatible with
gression model is similar to that tolarski et al(199)  yher trend studies. For the analysis of vertical 0zone vari-
or Ziemke et al(1997) and is formulated in one of the two  4pijity only annual mean effects are usually considered here.
following forms In this case no harmonic expansion is applied except to the
seasonal offset.

Wohltmann et al. (2008)demonstrated that this proxy is able
to explain a large part of total ozone variability measured atY (¢):
these stations.

2.2 Regression model

N
Y#)=a+b-EESC()+ Zc]- X)) +€@) (1) Table 1 lists the different explanatory variables together
j=1 with the source of the data and Figshows the individual
N time series. All proxy data have been developed or collected
Y1) = bt X1 , 2 as part of the EU prOjeF:t .CANDIDOZ. TabReacjdnmnalIy .
@=a+ + ;c’ i +e) @ shows some characteristic values of the proxies. These in-

EESC(t): time series of equivalent effective
stratospheric chlorine
t: number of months since start of record
(=1 for January 1979), used in alternative

www.atmos-chem-phys.net/6/4985/2006/

clude standard deviations as well as maximum and mini-
mum values and linear trends for different periods, all nor-
malized by the standard deviation. The anthropogenic influ-
ence is represented by equivalent effective stratospheric chlo-
rine (EESC) as used iMorld Meteorological Organizatign
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4990 D. Brunner et al.: Vertical distribution of ozone trends

Table 1. List of explanatory variables used in the regression model. Copies of these proxy data sets can be obtahtgul/fforiarc.fmi.
fi/lcandidoz/proxies.html

Proxy Description Source
SOLAR Mg Il index (core to wing ratio) http://www.iup.physik.uni-bremen.de/gome/
gomemgii.html
QBO10 QBO at 10 hPa measured at Singapore Courtesy of B. Naujokat (FU Berlin)
QBO30 QBO at 30 hPa measured at Singapore Courtesy of B. Naujokat (FU Berlin)
AERO Volcanic aerosols, vertically integrated SPARC Stratospheric Aerosol Assessment
aerosol surface area per unit surface http://www-sparc.larc.nasa.gov/
EPFLUX Vertical component of EP flux at 100 hPa NCEP data processed by AWI Potsdam,
averaged over 45-75° north and south http://www.awi-potsdam.de/www-pot/atmo/
candidoz/
EESC Equivalent effective stratospheric chlorine Europ. Environ. Agendyitp:

/ldataservice.eea.eu.int/dataservice/viewdata/
viewtbl.asp?id=52&i=1&res=3

VPSC PSC volume in northern hemisphere NCEP data processed by AWI Potsdam,
multiplied by EESC http://www.awi-potsdam.de/www-pot/atmo/
candidoz/

Table 2. Statistics of the monthly values of the explanatory variables for the period 1979-2004, and linear trend fits for three selected periods.
For better comparison minimum, maximum and trends were normalized by the standard deviation, i.e. they were computed from the time
series(proxy — proxy) /o (proxy). For some variables different time series were used for the northern (-N) and southern (-S) hemisphere.

Proxy 1o Min Max Trend/dec Sid  Trend/dec Sig  Trend/dec  Sig
1979-1995 1979-2004 1996-2004
SOLAR 512 -1.36 212 —0.69  *** —0.21 *= 1.42
QBO10 19.3m/s -1.60 1.67 —0.06 0.09 0.24
QBO30 18.1m/s ~156 1.38 0.12 0.04 0.56
AERO-N 3.28<10°um2ecm=2  —0.66 4.56 0.76  ** -0.17 * —0.06 **
AERO-S 3.710%um2cm=2 —0.68 4.76 0.92  w -0.13 . —0.13
EESC 476 ppt —2.09 1.08 1.87 1.23 —0.52 x**
EPFLUX-N2  2.6x10%kgs 2 —2.49 2.06 0.39 * 0.27 *** 1.52
EPFLUX-S2  2.2x10%kgs 2 —2.00 212 112w 0.80 ** 0.58
VPSC-N2 1.2x1029m3 ppt —0.96 3.06 0.57  w 0.36 * —2.40
VPSC-S2 6.6x 1020 mS ppt -1.63 156 1.47  wx* 1.07 * —1.48 *x*

Isignificance of trend (p-values): 0 ™*** 0.001 **' 0.01 ** 0.05 '’ 0.1. Thus one or more stars indicates value is significant at 95% level.
2Numbers only refer to March values in the northern hemisphere and to September values in the southern hemisphere when the accumulate
proxies reach their maximum.

2003, or alternatively by a linear trend. EESC is a measure In order to represent the influence of the 11-year solar cy-
of ozone depleting stratospheric chlorine and bromine levelsle we use the Mg Il solar index as suggestedvigreck
estimated from ground-based measurements of halocarboret al. (2007 since it best describes the variability in solar
with assumptions on an average transit time from the surfac&JV output.

into the stratosphere of 3 years and on rates at which halocar- , . .
bons are destroyed in the stratosphere. As noteddwman QBO is another proxy the_lt has been traditionally included
etal.(2006, EESC as used here is representative for the mig " 6zone trend studies besides solar cyt@(d Meteoro-

latitude lower stratosphere but not for the polar stratospheréOglcal OrgamzayonZOO@. Becquse the ozone response
shows variable time lags depending on altitude and latitude

where transit times of the order 5 to 6 years would be more )
appropriate. the QBO is represented here by two separate components,
the zonal wind at 10 hPa and at 30 hPa, which are displaced

in phase by approximately/2. Since any phase lag can be
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Fig. 2. The time series of monthly proxy data (see also Taplirom January 1979 to December 2004. The dashed line in panel AERO is
the northern hemisphere mean, the solid line the southern hemisphere mean. Tick marks indicate January of each year. For the EPFLUX
proxy the deseasonalized data are shown. The mean seasonal cycles are additionally displayed in small panels to the right.

represented by a linear combination of a sine((siin) and a et al. (1993. Here we use instead the vertically integrated
cosine (sitwt+/2)) the model is able to adapt the correct stratospheric aerosol surface area density compiled in the
time lag automatically. This method was first proposed byframework of the SPARC Stratospheric Aerosol Assessment
Bojkov et al.(19995 who used a combination of 25 hPa and (Thomason and Pete2006.

50 hPa winds. ) ]
As a proxy for the Brewer-Dobson circulation we use the

The influence of stratospheric aerosols is often reprevertical component of the EP flux crossing the 100 hPa pres-
sented in statistical models by an updated version of thesure surface. In each hemisphere we use the flux spatially
NASA stratospheric aerosol optical depths data seBatb  averaged over the latitudes“ts 75 of the respective hemi-
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sphere. EP fluxes were calculated from ERA-40 analyses delicate problem. When VPSC is excluded from the regres-
before September 2002 and from operational ECMWF analsion model some of its effects are absorbed by EPFLUX.
yses thereafter (Wohltmann et al., 26D6 A more important problem is the high correlation between
Polar ozone loss due to reactions on polar stratospherit’ PSC and EESC in the Southern Hemisphere (r=0.91 for
clouds is represented by the potential volume of PSCs giverDctober values, see Fig) which is due to the fact that the
by the volume of air below the formation temperature of ni- PSC volume does not vary strongly from year to year over
tric acid trihydrate poleward of 60in the respective hemi- Antarctica and due to the way the proxy is constructed. The
sphere.Rex et al.(2004 demonstrated that total ozone loss correlation would be even higher without the exceptional sit-
within the polar vortex depends roughly linearly on winter- uation in 2002 when the polar vortex split into two parts. Re-
time accumulated PSC volume. Temperatures were takesults for the proxy VPSC are therefore only shown for the NH
from National Centers for Environmental Prediction (NCEP) where the correlation with EESC is much smallex@r38)
reanalyses due to some issues in ERA-40 ddétagetchko  and a separation between the two effects is still possible.
et al, 2005. We have multiplied the PSC volume by EESC  Autocorrelation in the residual time seriest) is ac-
to account for the modulation of polar ozone loss by long-counted for by applying the method Gbchrane and Orcutt
term changes in stratospheric chlorine. (1949. Autocorrelations for lags of up to 3 months were
In order to account for the cumulating effects of EP considered. This choice is based on careful inspection of the
flux and PSC volume affecting ozone concentrations severapartial autocorrelations which in many cases showed signifi-
months following their current action, the proxies EPFLUX cant values for lags of up to 3 months and much lower values
and VPSC were constructed as for larger lags. AR(1) coefficients are of the order of 0.5 to
N v ' 0.6 for the total ozone models, and between 0.6 (in lower
Xj® =Xt = 1) -exp=Ar/7) +x;(0) “) stratosphere) and 0.2 (in middle stratosphere) for the models
whereX (1) is the final EPFLUX or VPSC proxy at time  applied to the vertical distribution, which can be understood
At is the time step between-1 and¢, 7 is a suitable ¥ by the larger lifetime (and hence memory) in the lower strato-
decay time, and;(¢) is the original (non accumulated) time sphere.
series of EP flux or PSC volume. Hence, the effects at the
same time accumulate and decay with time. In the extratrop-
ics the constant was set to 12 months during the buildup 3 Results and discussion
phase (October to March in the NH and shifted by six months
in the SH) and to 3 months during the rest of the year. In thelf not stated differently the results shown in this section are
tropics (30 S to 30 N) v was set to 3 months throughout obtained from a model including all proxies listed in Table
the year. Fusco and Salby1999 showed that the winter- with EESC (or alternatively) describing the anthropogenic
time ozone buildup is highly correlated with wintertime ac- influence and covering the period January 1979 to Decem-
cumulated EP flux. Because autumn levels are very similaber 2004. In Sect3.1 we first discuss the contribution of
every year Fioletov and Shepher@003, relating absolute  the proxies to the variability of both total ozone and its ver-
ozone values (e.g. in spring) to accumulated EP flux insteadically resolved stratospheric distribution. Explanatory vari-
of ozone tendencies seems to be justified. Even though ouibles may not only contribute to variability but also to long-
EPFLUX proxy is not exactly the same as wintertime accu-term trends. The remaining linear trend in ozone not ex-
mulated EP flux used blfusco and Salby1999 due to the  plained by variables of natural variability (QBO, solar cycle,
relaxation term, they are highly correlated (e:90.975 for  aerosols and EP flux), which we therefore attribute to the an-
April values). thropogenic release of ODSs, will be presented in Se2t.
Similarly to the EP flux effects, polar ozone loss is highly Finally, the recent evolution of ozone since 1996 and its at-
correlated with wintertime accumulated PSC volume as men4ribution to different factors is analyzed in Se8t3.
tioned before. Thereafter the ozone columns slowly relax to-
wards a photochemical equilibrium which explains why au-3.1 Ozone variability
tumn values are much less variable than springtime columns.
Randel et al(2002 andFioletov and Shepher@®003 gave  The overall performance of the regression model (Bds
different estimates for this relaxation time scale between 1.5resented in Fig3 in terms of R? values. Panel (a) shows
and “several months”. A value of 3 months seems to be ahe R? distribution for the model fits to total ozone. The
suitable compromise. The results are not very sensitive taolor contours indicate what fraction of the interannual vari-
this choice £1 month). A much larger value of 12 months ability in total ozone seen in a given month and at a given
was chosen for winter to reflect the much longer photochem-equivalent latitude can be explained by the model. The val-
ical lifetime of ozone during these months. ues are mostly between 0.5 and 0.9 (white to orange). Note
The proxies VPSC and EPFLUX are negatively correlatedthat when considering the whole time series instead of only
with each other (r=0.45 in the NH for March values). The individual months theR? values would be much higher, be-
attribution of variations in ozone to either process is thereforetween about 0.86 over the tropics and Antarctica and 0.97 in
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Fig. 3. Quality of regression model fits in terms of explained variaiée (a) Regression to the time series of monthly mean total ozone
as a function of equivalent latitude and month) Regression to the monthly mean ozone volume mixing ratios as a function of equivalent
latitude and pressure. See text for further details.

northern and southern mid-latitudes, because the variability The influence of the individual proxies on the variabil-
is usually dominated by the seasonal cycle which can be welity of total ozone is shown in Figd as a function of sea-
reproduced by a model following Eql)( A narrow band son and equivalent latitude. The contribution of an indi-
of high R? values at the equator is flanked by low values vidual explanatory variabl& ;(r) to the variance in total

at about 10 on either side of the equator, which is a clear ozone is given by VARR:; ()X ;(#)] plus twice the covari-
feature of the QBO (see next section). In the subtropics ancnces with other variables (which are usually small). Since
mid-latitudes, the values are generally high except during authe regression coefficienis; () are constant for a given
tumm in the respective hemisphere. During these months, thenonth of the year (see EQ) the variances can also be
interannual variability is generally very low and may be dom- expressed as; (t)2~VAR[Xj ()] and standard deviations as
inated by noise. Poleward of 66he low R? values extend lcj(®]-o[X;(®)]. Inthe figure we show values of the signed
from autumn into winter when only little or no light reaches quantityc;(z)-o[X; ()] which may be interpreted as the per-
the polar regions. During this time period polar vortex air centage change in total ozone resulting fromeaaificrease
can only be observed by TOMS when it is pushed equatorin the proxyX ;(t). The 1o values of all proxies are given in
ward by dynamic perturbations. As the Antarctic vortex is Table2 together with their normalized minimum and maxi-
much less perturbed there is only little TOMS data availablemum values.

for assimilation into CATO. Nevertheless, CATO appears to

see an increasing proportion of the vortex starting at the edgg.1.1  Quasi-biennial oscillation

in June and propagating to the pole by September. From

September to December a very high fraction of the interan-The QBO signal makes a significant contribution both in a
nual variability can be reproduced by the regression modelnarrow band in the tropics (throughout the year) and in the
Interestingly, the model shows a poor performance on theextratropics poleward of about 1.5A prominent yet mostly
equatorward side of the vortex betweer? &hd 60 S. Pos-  insignificant signal is also seen over the North Pole in win-
sibly this is due to the very large ozone gradients betweener/spring as already noted I®itmans and Londo1982.

air inside and outside of the vortex. CATO separates thesén the SH roughly the same features are seen as in the NH
airmasses based on their equivalent latitude which in turn isut displaced by 6 months. Largest amplitudes in the ex-
based on potential vorticity fields which are clearly not per- tratropical ozone QBO are observed during winter/spring in
fect. Figure3b shows the fraction of interannual variability the respective hemisphere in agreement with previous find-
explained as a function of equivalent latitude and pressurdngs (e.g.Yang and Tung1994 Randel and Wu1996 but
averaged over all months. Note again, tRatvalues would  the signals are significant through most of the year if both
be mostly above 0.9 when seasonal variability were includedcomponents of the QBO at 30hPa and 10 hPa are consid-
Below 10 hPaR? values are mostly in the range 0.35 to 0.7 ered. The QBO couples to the seasonal cycle in a complex
with largest values where the variability is dominated by themanner as described Randel and Wi{1996. In a narrow
QBO (see next section) or by polar vortex processes. Aboveropical band between 10 and 10 S total ozone is high-

10 hPa the model performance is mostly poor as expectedst when tropical winds are westerly at 30 hPa (April to July)
due to the limitations in the CATO reconstruction method ator somewhere between 10 hPa and 30 hPa (during the rest of
these altitudes. the year) in agreement for instance with the studyrahg

www.atmos-chem-phys.net/6/4985/2006/ Atmos. Chem. Phys., 6, 8088-2006



4994 D. Brunner et al.: Vertical distribution of ozone trends

(a) QBO at 30 hPa (b) QBO at 10 hPa (c) Aerosols
," %/(10) R s 21010) — _ ___%/(l0)
e A > o5 = . A e = g
_. 60 ,4"? Z§ — 60 % 05 = Zg _ 60f¢ _-':‘-/ ":’ \:%Ai Zg
% y 2 » 55 % e, ‘”-."'/ 55 % pomeeee = ooy, M58
3 8 S s = g - - JH75 3 : == //// 15
£ 05 £ L 05 £ 2 105
E O ————— 05 £ 0 - o s llos 3 0 —_ ///// 05
5 T - 25 & - — _ 5 & S 05- Ao
§ -30 .§I§ § 30} 4 /// s §j§ § -30 / // -~ .éﬁg
¥ 0 :§3§ sl gg LI s o e 3§i§
85 : 85 Z _ 85
90 L @~ 9 RN . b
JFMAMUJJASONTD JFMAMUJJASOND JFMAMUJ JASOND
(d) Solar cycle (e) EP flux (f) VPSC
N — %/(10) . . : . . . %/ (10) (10)
Z 2 1075 2 zz 475 s - 05— 075
z 60 /// 65 2 60 %//////_//////////////;5 65 2 y/]/%/ &5
[ Z & ] - 9 > Z 0 - 5 o 1
g WP & i3 S a0 4“///////_/_/////////// iz S e 33
S = g / - .. " P 58§ ____ 18
£ 5 2 417105 = L2 05 ---“2== Z Z 05 = 0.5
g e _ s =0 /////f s K- 1
c Z. s c A o' €
g o0 ~ > Bswpe 22 f5 T
. |FE —— = | i3
e = s Ves e 75 80 75
2 8. T 7= 7 iy _
90 ==& ‘ |5 -90 A//f// 3 el v o 83
JFMAMUJJASOND JFMAMUJJASOND JFMAMUJJASOND

Fig. 4. Contributions to variability in total ozone as a function of season and equivalent latitude. To show all figures in comparable units the
regression coefficients were first multiplied by one standard deviation of each proxy time series and then divided by the 1979-2004 mean
ozone distribution. Values thus represent the percent change in total ozoneddneréase in the corresponding proxy. Shading indicates

that the values are statistically not significant at the 95% significance level. Contour line spacing is 1%.

and Tung(1995. In mid-latitudes, however, the phase lag a broad altitude range results in destructive interference and
between total ozone and the QBO is not constant as oftebands of mininum response seen in Fg.and4b at about
assumed in other studies but changes continuously throught(® and 60. In the tropics positive QBO anomalies are seen
out the season. Between July and September, for instanc@ Fig. 5a simultaneously in the lower (20-27 km) and upper
total ozone anomalies at northern mid-latitudes are in phasstratosphereX32 km), and a negative one at 28—-32 km. This
with the QBO at 10 hPa but are in opposite phase betweespecific two-cell structure has been explainedQhipper-
December and March. field et al.(1994 based on model studies by the modulation

The annually averaged contributions of the proxies to theof the mean vertical transport of:Qlower stratosphere) and
variability of stratospheric ozone as a function of equivalentNOy (upper stratosphere). Reduced \ébove 30 km results
latitude and pressure are presented in BigAnnual mean  in less NQ-catalyzed ozone loss and hence highgr O
coefficients were obtained using a simplified version of the

regression modellj with only one single coefficient esti- The two fields in Fig.5a and5b are similar to the two
mated per proxy neglecting any seasonal variations (excepinomaly patterns SVD1 and SVD2 in Fig. 6 Réndel and
for the seasonal offsef). Again, the contributions are shown wy (1996 which were obtained by singular value decom-
in terms of percentage change in ozone fowairicrease in  position (SVD) thus representing the two dominating modes
the proxy. Note that all signals are damped above about 30of 0zone variability associated with the QBO. The similarity
35 km altitude due to the relaxation of CATO to a climatol- with our patterns Suggests that the SVD1 and SVD2 modes
ogy at these levels (see Seztl). basically represent the ozone signatures of the QBO about
The vertical structure of the signals provides additional in-one quarter cycler(/2) out of phase. Using CATO, we are
sight into the total ozone responses. The QBO, for instanceable to extend the patterns beyond the previous limits of
has a profound influence on stratospheric ozone in more 060° S—60 N. We observe distinct signals of the QBO over
less the whole stratosphere (Figa and5b). However, the the poles between about 25km and 30 km supporting find-
response can be at the same time positive and negative at difigs ofOltmans and Londo(i1982 andGarcia and Solomon
ferent altitudes. Summing these opposing contributions ovef1987).
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Fig. 5. Annual average contributions to variability in ozone partial pressure as a function of equivalent latitude and pressure. Values are
given as percent change in ozone fora dhange in the corresponding proxy. See Bifpr further details.

3.1.2 \olcanic eruptions SH (see Fig4c). The range of aerosol surface area den-
sities between background levels and the period following
The increased aerosol surface area density following volPinatubo is about five standard deviations (see Zalizrom
canic eruptions affects stratospheric ozone both througfihis we deduce maximum ozone depletions of about 2—-4%
changes in heterogeneous chemis8plomon et al. 1996 (F_J—lO DU) at low latitudes, 11-14% (50-60 DU) at northern
and through changes in dynamics due to the radiative im{igh latitudes £50° N), and 15-18% (40-50 DU) at south-
pact of the aerosolKodera 1994. The ozone perturba- €M high IatltUQes. These numbers agree closely with results
tions shown in this section mainly represent the signal from{Tom observationsHerman and Larko1994 Randel and
the eruption of Mount Pinatubo (18) in June 1991. The Wu, 1995 or from numerical smulgﬂonﬂoser)fleld et al.
eruption of El Chiclon in 1982 had a much lower impact 1997 Jackman et al199 but are higher than in the model
on aerosol surface area densities (see Big.Studying its ~ Study ofKinnison et al(1994.
effects would therefore require a separate analysis which is In mid-latitudes, the signal is much more significant in the
beyond the scope of this paper. In CATO the effect on totamorthern hemisphere. It peaks around February and becomes
ozone values is most evident at mid to high northern latitudednsignificant in August/September. The studiesiafljinico-
during the winter and spring months (Fig). Pinatubo ap- laou et al.(1997 2003, which are based on 3-D chemistry-
pears to have more strongly perturbed the stratospheric tradéansport simulations with parameterized chemistry, suggest
gas composition in the NH than in the SH despite the factthat this signal can largely be explained by changes in dy-
that the volcanic aerosol had spread out more or less equallpamics following the eruption of Mount Pinatubo. However,
into both hemispheresT(epte et al. 1993 Jackman et al.  the dynamical mechanism remains unclear and 2-D model
1996. The distribution and timing of the volcanic signal studies suggest that the radiative impact of the aerosols
in 4c agrees well with other observations (eRandel and  should rather lead to a slight increase in mid-latitude ozone
Wu, 1995. One exception is that the low latitude signa- (Rosenfield et a]1997).
ture was previously reported to be centered over the equator Over both poles the springtime ozone depletion is en-
whereas we find maximum impacts at about b either  hanced in the presence of volcanic aerosols. The depletion
side of the equator though clearly more pronounced in thestarts in mid-winter at about 80N and 60 S and then prop-
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agates poleward. Over Antarctica the depletion reaches itthe QBO itself is modulated by the solar cyckafby and
maximum not before November and hence appears to be sigzallaghan2000. More recent model and observation-based
nificantly delayed relative to the ozone depletion on PSCsstudies support the initial findings a8élby and Callaghan
expected to peak in October. These results are in good co2000 that solar variability induces a decadal-scale modu-
respondence with the model studyRiddsenfield et al1997) lation of the QBO period NicCormack 2003 Salby and
who explained the delay over the south pole by the effectsCallaghan2006. An example for the connection between
of the aerosol on photolysis rates leading to morgldgling QBO and solar effects is the observation that solar cycle vari-
stored as HOCI rather than £dluring polar night. HOCl is  ations in total ozone are significantly larger during easterly
less readily photolyzed than £eading to a delayed buildup phases of the QBO than during westerly phassi(ibrecht
of ClOy. et al, 2003. A second problem affecting the separation be-
The vertical distribution of the annual mean ozone re-tween QBO and solar effects is caused by the interaction
sponse to volcanic eruptions shows negative values througHetween the annual cycle and the QBO which can induce
out the lower stratosphere maximizing at about @@ere it  a decadal scale oscillatios#lby et al. 1997). This oscil-
extends down to the tropopause level in both hemispherefation happened to be 18@ut of phase with the solar flux
(Fig. 5¢). In the SH extratropics the signal mainly oc- variation during cycles 21 and 22. Solar variability regres-
curs below 100 hPa which may explain why it has beension analyzes based on this time period therefore seem to be
missed in previous analyses of satellite data. In the tropicstrongly affected by interferences with QBO as demonstrated
a significantly negative response is found above the tropi-by Lee and Smiti{2003. As for the aerosols, the latest so-
cal tropopause up to about 28 km. In northern mid- to highlar cycle was not synchronized with the QBO in the same
latitudes there is a change from negative to positive influ-way the previous cycles allowing for a somewhat better sep-
ences at 25km altitude. This agrees very well with ozonearation of the different effects. This may explain differences
anomalies measured from sondes at Boulder, USAK)0 between our results and earlier studies to some degree.
(Hofmann et al.1994), which show a change to positive val-  As shown in Fig4d total ozone is generally elevated dur-
ues at 24 km. The model studiesRbsenfield et al(1997), ing periods of maximum solar activity (e.Brasseur1993
Solomon et al(1996 and Zhao et al.(1997 suggest that Hood 1997 Steinbrecht et al2003. The low latitude signal
in the extratropics the main reason for this change in signappears to be strongest between January and July but sea-
is heterogeneous chemistry on the increased aerosol surfacgonal differences are generally small. Similar to the above
Heterogeneous reactions reduce the concentration gf NOstudies we find that the amplitude of the signal has a local
but increase ClQ and HQ. Reduced NQ leads to more minimum near the equator. The 2-D model studfcdsseur
ozone above 25 km whereas below that level the increases ifiL993 reported a steady increase in the signal from the equa-
ClOy and HQ, outweigh the reductions in NQeading to en-  tor towards the poles which contrasts with the pattern de-
hanced ozone depletion. The good agreement of CATO wittrived from CATO. Significant regression coefficients are in
these studies supports the notionSdlomon et al(199§  fact only found between tCand 3% in the NH and some-
that heterogeneous chemistry played an important role irwhat closer to the equator in the SH. The signal is mostly in-
shaping the ozone response in northern mid-latitudes in addisignificant in mid-latitudes and is again larger over the poles
tion to the dynamical effects proposedigdjinicolaou etal.  during the respective spring season, in agreement with the

(2997. study ofBrasseur(1993. The modification of polar strato-
spheric temperatures and geopotential height by the 11-year
3.1.3 11-year solar cycle solar cycle during the northern winter is well documented

(Labitzke 1987 van Loon and Labitzkel 994 whereas the
The effect of the 11-year solar cycle on total ozone is showninfluence on the high latitude ozone distribution is much less
in Fig. 4d. An accurate account for solar variability is well known due to a lack of observations. Our results indi-
essential since it may significantly affect ozone trend es-cate that total ozone over Antarctica is sensitive to solar cycle
timates World Meteorological Organizatigr2003 Stein-  variability in particular during late spring. Since the range
brecht et al.2004. However, there is presently little con- of Mg Il index values is about 3.5 standard deviations (Ta-
sensus on the exact structure of the solar cycle signal anble 2), total ozone is up to 10% higher over Antarctica during
such estimates generally suffer from the short data recordsolar maximum than during solar minimum which contrast
and from the temporal alignment of the solar cycles with thestrongly with the value of less than 2% derived Bsasseur
eruptions of El Chichn and PinatuboSolomon et al.1996 (1993. At low latitudes we find the changes to be below 3%.
McCormack et a].1997 Lee and Smith2003. Including The vertical pattern is shown in Fi§d. For comparison,
the latest cycle (cycle 23) should allow us to better separatd-ig. 6 shows the same graph for the combined CATO/SBUV
between the different effects as it was not synchronized withdata set (see Se@.1). This version produces a more realistic
a major volcanic eruption (see Fig). A further complica-  picture at altitudes above 30 km where the signal is damped
tion is that solar cycle effects at high latitudes are modulatedn Fig. 5d due to the relaxation towards an ozone climatol-
by the QBO [abitzke and van Loon2000 or rather, that ogy. However, the quality of the long-term SBUV record is
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under debate because of intersatellite calibration issues (e.g.

Steinbrecht et 312006. A second problem may be related P (hPa) alt (km)
to ERA-40 temperatures in the upper stratosphere which are
known to exhibit stepwise shifts due to the assimilation of al
certain satellite datdfppala et al.2005. The CATO/SBUV

data set is sensitive to errors in the ERA-40 temperatures be-
cause the SBUV data were interpolated from pressure levels
onto the native potential temperature levels of CATO. Given
these limitations and the general problems with disentangling
different effects mentioned earlier, the results presented in 40
the following should be interpreted with care.

The main feature is a positive response maximizing at
about 10-20hPa (27-32 km) with a relatively uniform dis- £
tribution extending from pole to pole. In the combined 200
CATO/SBUYV data set the signal extends up to about 38 km 90 -60 -30 0 30 60 90
in mid-latitudes and up to the highest level40 km) over equivalent latitude (degN)

Antarctica. The solar cycle signal is located at lower alti-

tudes than reported in the model studieBodisseu(1993,

Langematz et al(2005 andLee and Smith(2003 (about Fig. 6. 11-year solar cycle signal in CATO version with SBUV
32-38km) but relatively close to the resultsiforova etal.  Version 8 data assimilated in upper stratosphere.

(20095 (30-35km). It is also substantially lower than re-

ported from previous observation studies. Results based on )

satellite measurements suggested largest relative increas¥410 found the largest ozone changes at polar latitudes.
from solar minimum to maximum occurring in mid-latitudes
near the stratopause between 40 and 50MeGormack and
Hood, 1996 Wang et al. 1996 Lee a_md S_mith2003 Ze_:re- The Brewer-Dobson circulation has a profound impact on to-
fos et al, 2005. Unfortunately, this altitude range is not 5] 5z0ne concentrations at high northern latitudes between
covered in our analysis. These studies further reported ofyecember and June (Fidg). It explains a dominant fraction

a significant negative anomaly in the tropical stratosphere ajs tne generally large variability over this region. Between
30-35km McCormack and HoodL996 Wang et al. 1996 pecember and February the influence extends downtl40
Lee_: an_d Smith2003 or sllghtl_y higher Zere_fos et al.2009 ~Note that the ozone signal shown refers to one standard devi-
which is completely absent in our analysis. We do not find ation of the EPFLUX proxy values of the respective month.
such a signal even if we exclude the latest solar cycle. Suchy,nary values, for instance, refer to one standard deviation
a negative signal contrasts with model results which tend tgy; g4 January EPFLUX values. It is thus a measure of in-
show a generally positive response maximizing well below grannual variability rather than of the seasonal amplitude of
40km with either a monopolar structure centered over theariation which would be much larger. An intensified circu-
tropics (ee and Smith2003, a relatively uniform signal |44ion js associated with a weak polar vortex and correspond-
betweent6(0" (Brasseur1993 Egorova et al.2004 2009, gy high total ozone values over the poles and reduced val-
or showing almost no change in the stratosphétaafg  es at low latitudesRusco and Salhy1999. Between 30

and Brasseyr1993. A weak negative signal in the tropi- 5nq 59 N the effect of EP flux variations is minimal. The
cal lower stratosphere could only 'be reproducgd_hyge- pattern is similar in the SH but shifted by six months. EP
matz et al.(2009 which was the first study to include an fx js strongest between October and February in the NH
idealized source of NOfrom high-energy electrons maxi- a4 drops to very low values between May and July. The
mizing during solar minimum. A similar dipole pattern as in jnegrated amount of EP flux entering the stratosphere over
the observations could also be reproduced.ég and Smith ¢ winter determines the buildup of ozone from autumn until
(2003. However, they demonstrated that this is not due t0gying Thereafter ozone concentrations relax towards photo-
solar cycle variation but rather to the interference with QBO -pemical equilibrium on a timescale of a few montRa(del

and volcanic eruptions in the statistical analysis. etal, 2002 Fioletov and Shepher2003. Total ozone there-

_ Asin total ozone the largest effects are seen over Antarcsore remains correlated to the spring time values and hence

tica with annually averaged ozone being enhanced by aboyy, wintertime accumulated EP flux throughout the summer
7% during solar maximum relative to solar minimum above (Fioletov and Shepher@®003. This is also seen in Figle

30hPa as well as below 80 hPa. Over the Arctic the signalyhere total 0zone anomalies remain significantly influenced
is generally much weaker and it is only mildly significant at by EP flux until the following autumn.

the upper levels. These observations provide some support
for the 3-D numerical simulations éfangematz et a(2009

%/ (10
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3.1.4 Brewer-Dobson circulation

www.atmos-chem-phys.net/6/4985/2006/ Atmos. Chem. Phys., 6, 8088-2006



4998 D. Brunner et al.: Vertical distribution of ozone trends

February

alt (km) p (hPa
v 2

R
A

BENGALIHOOLIIIOTNOXD
[606)06)/6,/9,16)9) 9,976,188, 9,974,789, 4,749
»
o

. .
-90 -60 -30 0 30 60 90

k)

- w0
Z

5
Q
N
\
\
A

N
N

A\

AN
O

.
i

Q

o
5

n
(4]
o
S
OO

RN
A\

AR

90 60 -30 0 30 60 90
equivalent latitude (degN) equivalent latitude (degN) equivalent latitude (degN)

o
S

-60 -30 0 30

Fig. 7. Sequence of the influence of northern hemisphere EP flux variations on the global stratospheric ozone distribution in selected months.
Values are given as percentage change in ozone for eéhhinge in the EPFLUX proxy in the given month.

In the SH the situation is somewhat more complicated.extratropical pump on the SH and vice versa is excluded in
The EP flux is generally weaker due to lower wave activity this view.
and has a less pronounced annual cycle. Similar to the NH £iqyre 7 therefore shows a sequence of the influence of
a positive anomaly appears in mid-latitudes in autumn and\y Ep flux only on the global ozone distribution for selected
lasts until the following spring or actually somewhat longer ,,qnths. As expected, the influence builds up in the NH
in the SH. Yet, there is a distinct difference between the tWogom December to March/April and weakens thereafter. The
_hemispheres at polar Iatitude_s. The sig_nal appears much Iat‘f’érgest buildup occurs north of 88 below 23km. Above
in the SH and also the peak influence is _delayed by roughl_yz5 km a positive anomaly is located at about BOin De-
two months. The absence of a strong signal between Aprikemper which appears to slowly progress northwards until
and September is likely a consequence of the Antarctic Voryjarch. The region of reduced ozone in the tropical lower
tex being much more isolated than the Arctic one as alread%tratosphere<(24 km) extends well into the SH as reported
noted byDobson(1968. The Antarctic vortex is therefore 554 by Fusco and Salby1999 based on MLS measure-
less disturbed by wave activity (and hence variations in EPants. Negative ozone responses are not only seen near the

flux) which may for instance lead to sudden stratosphericeqwﬂor but at least up to 58 in the lower stratosphere.

warmings in the NH but not in the SH. . ]
At higher levels above 22—-25 km the response to increased

The vertical distribution of the annual mean influence of EP flux is positive in both hemispheres. The positive signal in
EP flux variations is shown in Figbe. Elevated ozone is the SH is strongest between January and March and appears
mainly found poleward of 60in the lower stratosphere and to have a local maximum around 8. This anomaly may
down to about 4Dabove 25 km in both hemispheres. In the be related to the strongly enhanced upward transport in the
SH the positive anomaly in the lower stratosphere extends t&H upper stratosphere (maximum at about Preported
lower latitudes which explains the more prominent anomalyby (Solomon et al.198§ which produces a strong increase
seen in the total columns (Fige). The enhanced transport in CH4 and NO from November to February as observed
to high latitudes is associated with a decrease in ozone ifrom satellites. Using a prognostic mod&plomon et al.
the tropical lower stratosphere. This is clearly visible up to (1986 demonstrated that this transport is not induced locally
about 25 km in the NH and somewhat higher up in the SH.but rather by forcing from the northern hemisphere. Simi-
Note that in each hemisphere we only accounted for the ERarly, Salby and Callagha(?004 analyzed tendencies (e.g.
flux of the respective hemisphere. The influence of the NHfrom November to March) of ozone and meteorological pa-
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rameters and found that amplified wave forcing in the win- shown in Fig.4f.
ter hemisphere leads to anomalous upwelling in the summer Unlike the pattern for total ozone the vertical distribution
hemisphere, with largest changes over the polar cap. Acis quite noisy as seen in Figf. The problems of the regres-
cording to their analysis, the ozone response in the summeision analysis to distinguish between effects of VPSC and ef-
time polar stratosphere is thus in phase with the responséects of EPFLUX is quite obvious when comparing panels e
in the tropics. This seems to be confirmed by Figvhere  and f. At high northern latitudes at 17 km for instance, the EP
January and February anomalies are significantly negative iflux signal shows a pronounced minimum. This minimum
the Antarctic lower stratosphere, in phase with the negativds compensated by VPSC which shows a distinct negative
tropical anomalies. In the NH, the polar anomaly signifi- maximum at the same place. VPSC contributions are largest
cantly weakens between March and July which is a result ofhorth of about 65N as expected, but contributions are also
rapid mixing throughout the extratropics once the polar vor-seen in the lower stratosphere (13—-17 km) in mid-latitudes.
tex breaks downKioletov and Shepher@005. As aresult  As suggested by Figlf, the latter is probably due to south-
the ozone anomalies remain positive in the lower stratospheravard transport of polar air depleted in ozone between April
(>100hPa) in mid-latitudes between May and July. Aboveand July following the break-up of the polar vortex. The low
20 km altitude a positive anomaly remains until at least Julylatitude signals south of 40N are probably due to the im-
which is in good agreement with results from a Lagrangianperfect separation between EP flux and VPSC effects. In a
model study byKonopka et al.(2003 which demonstrates simulation excluding VPSC the EP flux anomalies tend to
that vortex remnants at this level are “frozen in” in the sum- become more pronounced at these points.
mer circulation without much mixing.

3.2 Ozone trends
3.1.5 Ozone depletion on PSCs

Figure 8 compares residual linear trends (coefficiénin
For reasons described in Se2t2 results for the variable Eg. 1 and2) in total ozone estimated for the period 1979
VPSC are only shown for the NH. As expected, the influ- to 1995 (upper panels) and for 1979 to 2004 (lower panels).
ence on total ozone is strongest between February and ApriThe term “residual” in this context means that the influence
north of 70 N (Fig. 4f). Interestingly, the anomaly spreads of natural variability, i.e. of volcanic aerosols, solar cycle,
to low latitudes, i.e. down to at least 3, between April  EP flux and QBO, on the trend is removed. Results are only
and July suggesting a significant impact of polar ozone de-shown for the model excluding VPSC because this proxy also
pletion on mid-latitude ozone during summer. Notably this contains an anthropogenic component (due to multiplication
effect can not be reproduced by EPFLUX even if VPSC isby EESC) and because of its collinearity with EESC in the
excluded from the regression model. Given the fact that théSH. The figures can thus be interpreted as representing the
range between minimum and maximum PSC volume is aboubverall trend due to man-made increases in EESC which in-
4 standard deviations (see T2hwe may estimate that mid- fluences both polar processes as well as ozone depletion at
latitude ozone is up to 4% lower in a summer following a non-polar latitudes. It should be cautioned that over Antarc-
cold Arctic winter than following a warm winter due to the tica a linear model is of limited value because after 1987
effect of polar ozone depletion alone. Using a 3-D chemistry-0zone depletion continued at a smaller rate than before rel-
transport-model Chipperfield (1999 calculated reductions ative to the increase in EESC due to saturation of the ozone
of 2-3% at 50N due to the effects of chlorine activation depletion in the vortex interiod{ang et al.1996).
on cold liquid aerosols, nitric acid trihydrate and ice parti- The two left-hand panels are linear trends (in %/decade
cles. Compared to our results these values are too low imelative to the period mean ozone) whereas the right-hand
particular given the fact that they do not only include po- panels show the influence of EESC (in DU/ppt) directly.
lar but also mid-latitude heterogeneous ozone losses. SimBecause EESC increased almost linearly between 1979 and
ilar problems have been reported for other numerical sim-1995 (see Fig2) panels (a) and (b) look very similar. For the
ulations (World Meteorological OrganizatiQr2003 but re- period 1979 to 2004, however, the two panels (c) and (d) are
cent model updates have strongly improved the agreemerdistinctly different. The linear trend is significantly smaller
with observed Arctic ozone depletiolfipperfield et al.  than for 1979 to 1995, in particular for mid- to high lati-
20095. Knudsen and GroR000 used reverse domain fill-  tudes in winter and spring in the respective hemisphere. This
ing trajectories to calculate the dilution of mid-latitude air suggests that even after removing the influences of natural
by ozone depleted air from the vortex. They found reduc-variability the ozone trend was substantially lower (i.e. less
tions in 30—60° N mean total ozone due to dilution of the negative or even positive) after 1995 than before. The proxy
order of 3% in spring 1995 and 1997, respectively, following EESC represents the anthropogenic influence more directly.
two exceptionally cold Arctic winters. The dilution effect ex- Because EESC reached a maximum in 1997 and started de-
tends down to about 3N within the first two months after creasing thereafter it seems to better represent the evolution
breakup of the vortex. These results agree well with our esti-of ozone than a simple linear trend. The EESC coefficients
mate of a maximum effect of 4% and the seasonal evolutiorare in fact similar for both periods (compare panels b and d)
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(a) Linear trend 1979-1995 (b) EESC coefficient 1979-1995
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Fig. 8. Model estimates of the anthropogenic influence on ozone trends. Rapatel(c) show the linear trend component (coefficidnt

in percent per decade for two different time periods, 1979-1995 and 1979-2004, respectively, for the full model but excluding the influence
of VPSC. Panel¢b) and(d) show the influence of changes in EESC on total ozone (DU/ppt) calculated with the same model but with EESC
instead of a simple linear trend.

(a) Linear trend 1979-2004 (b) EESC coefficient 1979-2004
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Fig. 9. Model estimates of the anthropogenic influence on ozone profile tréajikinear trend component (coefficieb} in percent per
decade for the full model but excluding the influence of VP8#}.Influence of changes in EESC on ozone partial pressure (mPa/ppb)
calculated with the same model as (a) but with EESC instead of a linear trend.
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confirming that ozone and EESC evolved in a similar way

after 1995. This point is analyzed in more detail in S8@. P (hza) — — — — — — alt (km)
In the NH the largest negative trends are seen in Febru- g . 140

ary and March at high equivalent latitudes, i.e. within the 4 mPa/ppb
polar vortex, with values of up te-13%/decade for 1979— 339
1995 and up to-9%/decade for 1979-2004. Notably there g 0.10
is a second maximum at mid-latitudes around March which :8;;8
seems to be detached from the polar maximum and which 250
occurs too early to be explained by dilution with vortex air. i -0.90
This is likely an indication of mid-latitude ozone depletion ~ 4° g
which is thought to be controlled by heterogenous chem- I :]-?8
istry leading to enhanced chlorine activati@o{omon et al. 100 -1.90
1996. Since this process is closely related to the reduction o] 219

of NOx by hydrolysis of NOs on aerosols it is conceivable
that its effect is strongest during winter whea®¢$ hydrol-
ysis is largest. Trends in mid-latitudes are largest in March
and are of the order 6f5%/decade for 1979-1995 but only

—2%ldecade for 1979-2004. EESC decreased by 195 pFEig. 10. Same as Fig9b but for CATO version with SBUV Ver-

from its maximum in 1997 to the end of 2004. Given regres-jon g data assimilated in upper stratosphere and only for the period
sion coefficients of about 0.018 DU/ppt in mid-latitudes and 1979-2003.

0.055 DU/ppt at polar latitudes this corresponds to an ozone
increase since 1997 of up to 3.5DU in mid-latitudes and up
to 11 DU over the Arctic, respectively, due to the effects of 40° N. It peaks at 30north and south of the equator reaching
the Montreal Protocol. A much larger recovery of the order values of about-8%/decade. A similar layer of large down-
of 20 DU is expected for Antarctic springtime ozone. How- ward trends has also been observed in SAGE-II data but for
ever, EESC as used here is not representative for the Arctithe shorter period 1984-2000 and with a maximum down-
and Antarctic stratosphere. Because the air is much older invard trend of only—4%/decadeWorld Meteorological Or-
the polar stratosphere the peak in EESC will likely be de-ganization 2003. This feature occurs between the potential
layed here by some 2 to 3 years as compared to mid-latitudetemperature levels 380K and 470 K in our data set (note that
(Newman et a].2006. Hence, a significant increase in ozone CATO is reconstructed on potential temperature levels). This
owing to the reduction in EESC cannot yet be expected by thecorresponds to the “tropically controlled region” located be-
end of 2004. tween the tropical tropopause and the lower edge of the trop-
SH mid-latitude trends are similar to those in the NH with ical pipe Plumly 1996 in which substantial exchange be-
values of —3% to —5%/decade for 1979-1995 and about tween tropics and extratropics occurngenlof et al.1997).
—2% to —3%/decade for 1979-2004. Negative trends tendin EESC (panel b) there is no distinct maximum at Bdit
to be largest in April/May which appears to be too late to rather a smooth transition from high values in the extratrop-
be explained by dilution with vortex air depleted in ozone. ics to lowest values at the equator. This would be consistent
The seasonal variation of the trend is generally much smallewith extratropical air depleted in ozone being mixed into the
than in the NH. Near the equator long-term trends are closdropics. Above 450K exchange between tropics and extrat-
to zero and mostly insignificant. ropics is strongly reducedP{umh 1996 which may explain
Figure9 shows the vertical distribution of the annual mean the limited vertical extent of this feature.
linear trend (Fig.9a) and influence of changes in EESC  Trends in the upper stratosphere (around 2hPa) are un-
(Fig. 9b). Largest downward trends (1979-2004) of more derestimated in this version of CATO due to relaxation to-
than 20%/decade are seen over the Antarctic below 40 hPaards a climatology. FigurdO therefore shows the trend
(or 23 km), sharply separated at°@&® from the much lower based on the combined CATO/SBUV data set. In this fig-
trends of about -5%/decade in mid-latitudes. Significantlyure a distinct second maximum in negative trends is seen
negative annual mean downward trends of up to 10%/decadm the upper stratosphere above the 10 hPa level (above ap-
are also seen over the Arctic. The maximum negative trengrox. 30 km), in agreement with previous analyzes of SAGE,
is located at about 19 km altitude but it is less well confined SBUV and Umkehr dataRandel et al.1999 Zanis et al.
in latitude as over the Antarctic which reflects the nature 0f2006. Note that in terms of relative changes (%/decade) the
the Arctic vortex being more perturbed. values would actually increase towards the top of the domain
The low and mid-latitude trends are remarkably symmet-(40 km) reaching values of about 5-6% betweehaiid 60
ric in the two hemispheres. Both the linear trend and EESGn the southern and somewhat further poleward in the north-
show a vertically well confined band of significant downward ern hemisphere. The decrease in trends towards the poles
trends near 18—-20 km altitude extending from abouit316 at high altitudes is probably an artefact of the reconstruc-

-90

equivalent latitude (degN)
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(a) EESC 4 QBO + SF (b) EESC + QBO + SF + AERO

N

g >

==

=

N

N
A\

"A\\\“

equivalent latitude (degN)
equivalent latitude (degN)

e

DN
\

FMAMJ S O J FMAMUJIJ AS
(c) EESC + QBO + SF + AERO + EPFLUX  (d) Linear trend + QBO + SF + AERO + EPFLUX

equivalent latitude (degN)
equivalent latitude (degN)

..
e i B
o fo A 2
oo wm

J FMAMUJ J ASOND

Fig. 11. Mean of total ozone residuals 1996—2004 for different model versions fitted to period January 1979 to Decemija) Masitel
including the effects of EESC, QBO and solar cycle o). Same as (a) but including the effect of volcanic eruptignsSame as (b) but
including effect of Eliassen-Palm fluxd) Same as (c) but fitting a linear trend instead of EESC.

tion method used for this data set. SBUV data were assimiresiduals for January 1996 to December 2004 will be posi-
lated in geographical coordinates and hence significant partive (negative). Using 1996 as reference year is in line with

of the year are not covered by observations at high latitudesthe study ofReinsel et al(2005 and is motivated by the fact

in which case the CATO data set was relaxed towards a clithat this roughly corresponds to the time when EESC started
matology. to deviate significantly from the linear increase observed be-

fore.

3.3 Ozone changes since 1996 ComputingR is equivalent to calculating the cumulative

Recent studies have suggested that first stages of ozone r um (CUSUM_) of the re_5|duals as d(_)ne Wgwchurch et al.
covery due to the phase-out of the production of ODSs cal 20_03' In their Appendix tr_ley_prowded a formula for the
already be detectediewchurch et al.2003 Reinsel et al. variance \/AR(CUSU_M) which is com_posed of three terms
2005. However, some questions remain whether all naturalreprese.ntlng the variance of the residuals up to 1996, the
influence factors such as solar cycitdinbrecht et al2004 uncertamt_y in the mean Ieyel of the model fit, and the un-
or planetary wave drivinglfhomse et a).2006 were prop- certainty in the trend estimated for the reference period.
erly accounted for in these studies. Here we follow a similarBecauser = 1/n: CUSUM, wheren; is the number of
approach adNewchurch et al(2003 to analyze the devia- mo_nths betwc_aen_ January 1996 and 2December 2004, the
tion of ozone from an expected behavior. For this purpose\/"’manCe of]g IS given by VA.R(R) :1/n2-VAR(CQSUM).

we fitted the regression model to the reference period Jan\-Ne used this relation to estimate the 95% confidence level
uary 1979 to December 1995 only but analyzed the residuﬂR|>2V VAR(R))-

als (measurements minus statistical model prediction) for the R was calculated for different versions of the model in or-
full period out to December 2004. As expected, the residualgler to illustrate the effect of adding a specific explanatory
average close to zero for the reference period over which theariable. Values oR are displayed in Figl1 for total ozone
model was fitted. If, however, ozone increased faster (slowerps a function of month and equivalent latitude and in ER).
than predicted in the following years then the meaaf the for vertical cross-sections of ozone partial pressures. The dif-
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(a) EESC + QBO + SF (b) EESC + QBO + SF + AERO
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Fig. 12. Vertical cross-section of the mean ozone partial pressure residuals 1996-2004 for different model versions fitted to period January
1979 to December 1995a) Model including the effects of EESC, QBO and solar cycle offib). Same as (a) but including the effect of
volcanic eruptions(c) Same as b) but including effect of Eliassen-Palm fligj.Same as (c) but fitting a linear trend instead of EESC.

ferent panels show the results for a model including EESCresults presented Hyhomse et al(2006. However, spring-
QBO and solar cycle only (a), adding the effects of volcanictime total ozone is still on average 5 to 10 DU higher than
eruptions (b), and adding the effects of EP-flux (c). Panel (d)expected between 1996 and 2004 even in the full model, a
is for the same model as in (c) except that EESC has beephenomenon yet unexplained (adding VPSC does not change
replaced by a linear trend. this).

When only EESC, QBO and solar flux (SF) are included The situation is somewhat different in the SH. Mid-latitude
in the model, values oR are significantly positive in the 0zone more or less evolved as expected since 1996. Neither
NH mid- to high latitudes, in particular between winter and aerosols nor EP flux made a large contribution to the ten-
early summer (Figlla), suggesting that ozone after 1996 dency which was dominated by EESC. Significant positive
was higher than expected from these classical proxies aloneand unexplained deviations are however observed at polar
Adding the effect of volcanic aerosols (b) reduéesubstan-  latitudes, especially in autumn (April and May) where the
tially in mid-latitudes (and to some extent also in the tropics) performance of the regression model is generally poor (see
leaving only few areas of significantly positive values. The Fig. 3a). Springtime values have been recovering from de-
reason for this is that when leaving out the effect of aerosolscreasing ODSs somewhat faster than expected. However, it
the model attributes too much of the decrease between 1978hould again be noted that a model linear in EESC is prob-
and 1995 to EESC resulting in mostly positive residuals aftelematic over Antarctica due to saturation in polar ozone de-
1993 when the effect of Pinatubo slowly dissipated. Thispletion as already cautioned in SegR
cannot be fully compensated by the too large increase in Figure 11d finally shows the same results as panel (c)
model ozone attributed to the increase in EESC after its peakvhen a linear trend is used instead of EESC. Value® of
in 1997. Adding EP flux (c) reduces the valuesfven become significantly positive in this case at both middle and
further, not only in middle but also at polar latitudes. Hence, high latitudes in both hemispheres suggesting that this model
changes in wave forcing appear to have contributed to thés much less capable of explaining the recent ozone changes.
observed increase in ozone since 1996, in agreement witfthis may be interpreted as a clear sign for the first stage
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Fig. 13. Results of hockey-stick analysis with two different trends before and after December 1995. Top row: Change in trerid Y émreff.
period 1996—-2004 as compared to period 1979-1995. Bottom row: Absolute brepbb] for period 1996—-2004.

of ozone recovery, i.e. for a significant deviation of the re- eruptions, Brewer-Dobson circulation and polar ozone deple-
cent trend from the previous negative trend, which is at-tion. The CATO reconstruction methodrunner et al.2006
tributable to changes in ODSs. An analysis of the change irmakes use of meteorological information from the ERA-40
trends based on the hockey-stick methd&étherhead etal.  reanalysis including stratospheric temperature and potential
2000 Reinsel et al.2005 supports this argument (see Ap- vorticity fields but not of vertical winds which are consid-
pendix A). ered to be problematic. Long-term trends in CATO are sensi-
The vertical distribution of ozone partial pressure residualstive to possible inaccuracies of temperature trends in ERA-40
from 1996 to 2004 is shown in Fig2. It is fully consistent  which, however, are considered to be of high quality in the
with the picture obtained for total ozone. Adding volcanic lower stratosphere, which is the focal region of this study.
aerosols has a large effect on the results in the NH lowefThe use of equivalent latitude and potential temperature co-
stratosphere and some effect on the tropical stratospher@rdinates ¢, ) makes the CATO data set insensitive to
Adding EP-flux further reduces the values Bfespecially  short-term fluctuations caused by planetary waves which oth-
at high northern latitudes. Comparing panels (d) and (c)erwise dominate the variability in total ozone at a given ge-
again demonstrates that large positive residuals remain wheagraphical location\ohltmann et al.2005. We adopted
we assume a continuation of the negative trend observed béhe process oriented approach presented by Wohltmann et
tween 1979 and 1995, whereas the model using EESC su@&l. (2006} in which the effects of various climate modes are
cessfully predicts the behavior of ozone after 1996 leavingimplicitly but not explicitly included in the regression model.
only few areas oR values significantly different from zero. Climate fluctuations associated for instance with NAO may
modify the position of troughs and ridges of planetary waves
and influence the Brewer-Dobson circulation. These effects
4 Conclusions are largely accounted for by including EP flux as a proxy for
the wave forcing of the stratospheric circulation and by us-
A multiple linear regression model has been applied to theing the ¢, #) framework. The extension of ozone satellite
26 year long quasi three-dimensional ozone data set CATQecords out to 2004 allows for a better separation between

to study the influence of the most significant processes onhe effects of the solar cycle, aerosols and the QBO because
stratospheric ozone including QBO, solar cycle, volcanic
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the latest solar cycle did not occur synchronously with a ma-in the regression model which then reads as
jor volcanic disturbance and the QBO had a different phase v

relation than during the previous two cycles. Y(t) = a+by-t+bo-tog+ ch X;+e@) (A1)
The QBO was found to have a large influence on ozone j=1

variability throughout the stratosphere. Volcanic eruptions . . . .
y 9 P P wherergg is a linear ramp function which is equal to zero be-

(mainly Pinatubo) resulted in negative ozone anomalies in .
the extratropical lower stratosphere below 25 km and WeakI)}‘Ore December 1995 and after that is equal to the number of

positive anomalies above. In the tropics the region of de—months since December 1995. The coefficienthus rep-

pleted ozone reaches somewhat higher up. The largest efsents the trend between 1979 and 19955 the change

fects in terms of percentage ozone changes were found b rom this trend, and; + b.z.'s the absolute trend for _the pe-
low 16 km around 69in both hemispheres. Above that level riod 19.96 t0 2004. A positive value & thus only mcjmates
the effects are much more pronounced in the NH. The solaf positive change but the absolute trend may still be neg-

: . o ._ative if the previous trend; was sufficiently negative. The
cycle has a relatively minor positive effect on stratospheric .
0zone maximizing at about 2@n both sides of the equator changes in trend) and absolute trends{+b,) for 1996 to

as well as over the poles. Our analysis, which is limited to al-2004 are shown in Fig 3for different versions of the model.

titudes below 40 km, indicates a maximum effect between 28|_arg<_a and sign_ificant changes_in trenq (top_panels) are seen
and 32 km in the tropics and between about 25 and 38 km i t middle to high northern latitudes in spring (February -

the extratropics, which is lower than suggested by previou ay). Including the effects of aerosols .(b). :_;md EP flux ()
studies. Furthermore, we find no negative signal in the tropi_reduces the magnitude of the changes significantly. Absolute

cal lower stratosphere which probably was an artefact of thetrends 1996 to 2004 (bottom panels) are mostly positive in

statistical analysis in previous studiégé and Smith2003. :_Te regions WthTe thﬁ‘l Iargelzst CP anges_lnb':rends arde obsetrr:/ed.
EP flux has a profound influence on the interannual variabil- owever, including all explanatory variables (f) reduces the

ity of ozone. Enhanced wave forcing results in large IOOS_reg|ons of significant absolute trends to the months March

itive anomalies poleward of 80and negative anomalies in to July between 50and 60 N. Large changes and positive

the tropical and subtropical lower stratosphere. Polar stratofibsou_Jte tr_ends are also obseryed over Antarctica. _In §puth—
rn mid-latitudes the changes in trends are most significant

X . e
spheric ozone depletion has only been analyzed for the north- . . i
ern hemisphere, where an up to 4% reduction in Summe?_between January and April when quite large negative trends

time mid-latitude total ozone was found following cold Arc- were observed before 1995 (cf. Fin).

tic winters, most likely as a result of dilution with air from AcknowledgementsiVe would like to thank MeteoSwiss and the
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