
HAL Id: hal-00296058
https://hal.science/hal-00296058

Submitted on 18 Jun 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Ground-based remote sensing of HDO/H2O ratio
profiles: introduction and validation of an innovative

retrieval approach
M. Schneider, F. Hase, T. Blumenstock

To cite this version:
M. Schneider, F. Hase, T. Blumenstock. Ground-based remote sensing of HDO/H2O ratio profiles:
introduction and validation of an innovative retrieval approach. Atmospheric Chemistry and Physics,
2006, 6 (12), pp.4705-4722. �hal-00296058�

https://hal.science/hal-00296058
https://hal.archives-ouvertes.fr


Atmos. Chem. Phys., 6, 4705–4722, 2006
www.atmos-chem-phys.net/6/4705/2006/
© Author(s) 2006. This work is licensed
under a Creative Commons License.

Atmospheric
Chemistry

and Physics

Ground-based remote sensing of HDO/H2O ratio profiles:
introduction and validation of an innovative retrieval approach

M. Schneider, F. Hase, and T. Blumenstock

IMK-ASF, Forschungszentrum Karlsruhe and Universität Karlsruhe, Germany

Received: 3 May 2006 – Published in Atmos. Chem. Phys. Discuss.: 27 June 2006
Revised: 5 October 2006 – Accepted: 19 October 2006 – Published: 20 October 2006

Abstract. We propose an innovative approach for analysing
ground-based FTIR spectra which allows us to detect vari-
abilities of lower and middle/upper tropospheric HDO/H2O
ratios. We show that the proposed method is superior to
common approaches. We estimate that lower tropospheric
HDO/H2O ratios can be detected with a noise to signal ra-
tio of 15% and middle/upper tropospheric ratios with a noise
to signal ratio of 50%. The method requires the inversion
to be performed on a logarithmic scale and to introduce an
inter-species constraint. While common methods calculate
the isotope ratio posterior to an independent, optimal esti-
mation of the HDO and H2O profile, the proposed approach
is an optimal estimator for the ratio itself. We apply the in-
novative approach to spectra measured continuously during
15 months and present, for the first time, an annual cycle of
tropospheric HDO/H2O ratio profiles as detected by ground-
based measurements. Outliers in the detected middle/upper
tropospheric ratios are interpreted by backward trajectories.

1 Introduction

Water vapour is the dominant greenhouse gas in the Earth’s
atmosphere. However, its concentration, evolution, and
transport processes are still poorly understood. This is in
particularly true for the upper half of the troposphere and the
lower stratosphere, a region crucial for the Earth’s radiation
balance. Climate models would widely benefit from further
measurements of water vapour at these altitudes and from
an improved knowledge of its vertical transport processes.
However, the quick changes of atmospheric water vapour
concentrations with time, their large horizontal gradients,
and their decrease of several orders of magnitude with height
make their accurate detection a challenging task for any mea-

Correspondence to:M. Schneider
(matthias.schneider@imk.fzk.de)

surement technique.Schneider et al.(2006) showed that
ground-based FTIR spectroscopy, performed from mountain
observatories, allows for the detection of H2O variabilities
up to the tropopause. Compared to other techniques measur-
ing H2O like ptu-sondes or Lidars, the FTIR measurements
also allow the retrieval of HDO amounts. Variations in the
HDO/H2O ratio act as markers for the source and history
of the water vapour and thus may provide valuable informa-
tion about its transport processes and the dynamical situa-
tion of the troposphere. InGedzelman (1988) it is shown
that low middle tropospheric HDO/H2O ratios are correlated
to high atmospheric stability, typical for anticyclonic con-
ditions, and that high HDO/H2O ratios are prevailing under
statically unstable conditions. The HDO/H2O ratio is com-
monly given in form of aδD value, which is the relative dif-
ference of the actual HDO/H2O ratio to a standard HDO/H2O
ratio (here we apply SMOW (Standard Mean Ocean Water):
RS=3.1152×10−4) in per mil:

δD = 1000×

(
[HDO]/[H2O]

RS

− 1
)

(1)

So far there exist no continuous measurements ofδD
throughout the whole troposphere. Up to date such measure-
ments have only been performed in form of a few campaigns
(Taylor, 1972; Ehhalt, 1974; Zahn, 2001). New satellite sen-
sors may allow continuous measurements, which are only
limited by the life time of the satellite.Kuang et al.(2003)
applies ATMOS data to determine HDO/H2O ratio through-
out the tropical tropopause. Other space-borne experiments
like MIPAS, ACE, or ODIN also have the potential of detect-
ing this ratio down to the tropopause. For altitudes from the
tropopause to the surface and over longer time scales ground-
based FTIR measurements have a unique potential of contin-
uously monitoringδD values. In this paper we show that
common retrieval methods are not able to provide useful in-
formation about the verticalδD distribution. We demonstrate
that for this purpose the innovative approach presented here
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4706 M. Schneider et al.: Ground-based remote sensing of HDO/H2O ratio profiles

Fig. 1. TypicalδD profile and its variability as derived from the data
of Ehhalt(1974). Black crosses: Queen Air flights; black circles:
Sabreliner flights; red line: a-prioriδD applied in this work.

Fig. 2. δD a-priori correlation matrix as derived from the data of
Ehhalt(1974).

has to be applied. In addition this approach supports the de-
velopment of innovative satellite retrieval codes.

2 A-priori knowledge of HDO and H2O

Tropospheric water vapour mixing ratios are log-normally
distributed. This was shown, for example, inSchneider et al.
(2006) by an analysis of ptu-sonde data measured from 1999
to 2003. Measurements of HDO/H2O profiles are relatively
rare. One of the most extensive HDO/H2O datasets is from

Ehhalt(1974). It consists of measurements performed during
two major phases. During the first phase, between 1965 and
1967, the Queen Air 80 airplane was used as platform. It al-
lowed to measure up to an altitude of 9 km. The second phase
in 1971/72 focused on higher altitudes. The applied Sabre-
liner airplane allowed to reach altitudes up to 13 km. Figure1
collects these measurements. It shows the meanδD and its
variability (as error bars). The mean Sabreliner values sys-
tematically exceed the mean Queen Air values. The reason
might be the locations of the measurements: while the Queen
Air data are from a variety of measurement sites (continental
mid-latitudes, marine subtropical region,...), the Sabreliner
data are mainly from a continental mid-latitude site (Scotts-
bluff, Nebraska). In this work we assumed aδD profile for
Izaña as depicted as red line in Fig.1. Above 13 km we as-
sumed aδD value of−350, which is in good agreement with
Abbas et al.(1987).

Besides the mean and the variability, theEhhalt (1974)
data may give information about the typical correlations of
the HDO/H2O ratio between different altitudes. Figure2
shows the relevant correlation matrix (0a). The covariance
matrix is calculated from0a by Sa=6a0a6

T
a , where6a

is a diagonal matrix containing the variabilities for a certain
altitude. It is found that both datasets yield similar correla-
tion patterns in the overlapping altitude region. For the lower
troposphere the correlation length (distance within the corre-
lation coefficient reduces toe−1/2) is 5 km and with increas-
ing altitudes it rapidly decreases. Above 5 km it is around
2.5 km. For the simulations performed in this work we con-
structed a HDO profile for each H2O profile, in the way that
the ensemble as a whole obeys the HDO/H2O statistics de-
rived from theEhhalt (1974) data. This is possible by as-
suming that δD

1000+1 is log-normally distributed. This is a
justified assumption since theδD values are to a large extent
concentrated close to a Rayleigh distillation curve but turbu-
lent and convective transport occasionally produce very high
δD values: δD is more log-normal than normal distributed.
On logarithmic scale Eq. (1) can be rewritten as:

ln([HDO])= ln(
δD

1000
+ 1) + ln(RS) + ln([H2O]) (2)

From theEhhalt(1974) data we derive the mean and covari-
ance of ln( δD

1000+1), which we apply to simulate HDO pro-
files for the whole ensemble of H2O profiles. The ensemble
of H2O profiles is the same as inSchneider et al.(2006). The
profile pairs are used for the theoretical error estimation and
sensitivity assessment shown in Sect.5.

3 General retrieval aspects

In this study PROFFIT (Hase et al., 2004) is the inversion
code used. It applies the Karlsruhe Optimised and Precise
Radiative Transfer Algorithm (KOPRA,Höpfner et al., 1998;
Kuntz et al., 1998; Stiller et al., 1998) as the forward model,
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which was developed for the analysis of MIPAS-Envisat limb
sounder spectra. PROFFIT enables the inversion on a linear
and logarithmic scale. The code does not employ a fixed a-
priori value for the measurement noise. This value is taken
from the residuals of the fit itself, performing an automatic
adjustment of the constraints. Furthermore, if the observed
absorptions depend on temperature, PROFFIT allows the re-
trieval of temperature profiles.

We analysed H2O and HDO signatures in the mid-infrared
(between 700–1400 cm−1). For H2O we applied the signa-
tures ofSchneider et al.(2006). Due to the low abundances
of HDO in comparison to H2O its absorption structures are
weaker. Furthermore the strongest HDO lines are generally
superimposed by strong H2O absorptions. The spectroscopic
atlas ofMeier et al. (2004) was applied in the search for
suited HDO lines. We found the 3 lines shown in Fig.3 to
be a good choice. They are relatively strong and they are de-
tectable even on days with large atmospheric water vapour
content. However, they have strong interferences from N2O
and CH4. In particular for the latter the spectroscopic de-
scription is not satisfactory, which is responsible for the main
part of the residuals. The spectral windows shown in Fig.3
are for an atmosphere with moderately saturated H2O ab-
sorption lines and with a lower tropospheric slant column
(2.3–4.3 km) amount of 2.2×1022cm−2. In Sects.5 and6
we show that under this condition it is still possible to re-
trieve middle/upper troposphericδD values. Besides N2O
and CH4, O3 is an important absorber in the analysed mi-
crowindows. All the sharp lines seen in the H2O microwin-
dows are due to this trace gas. Further interfering absorbers
are H18

2 O, CO2, HNO3, and COF2. For this reason and in
addition to the H2O and HDO profiles, we simultaneously
retrieve profiles of H18

2 O, CO2, N2O and CH4, O3, HNO3,
and COF2, whereby for the latter two this is done by simply
scaling their climatological profiles. The state vector consists
of mixing ratios of all absorbers and the temperature at 41 at-
mospheric levels and the spectral shift and ordinate scale in
each microwindow. The applied temperature data are a com-
bination of the data from the local ptu-sondes (up to 30 km)
and data supplied by the automailer system of the Goddard
Space Flight Center. To account for uncertainties in the tem-
perature data we also retrieve simultaneously the temperature
profiles.

The spectroscopic line parameters of H2O and its isotopes,
and of O3 are taken from the HITRAN 2004 database (Roth-
man et al., 2005) for all other species they are from HITRAN
2000 (Rothman et al., 2003).

4 Introduction of the innovative retrieval approach

Ground-based FTIR spectroscopy, if performed from moun-
tain observatories, allows the detection of water vapour vari-
abilities up to the tropopause (Schneider et al., 2006). The
atmospheric HDO absorptions are weaker than the H2O ab-

Fig. 3. Spectral windows applied. Plotted is the situation for
a real measurement taken on 24 January 2005 (solar elevation
angle 20.5◦; lower tropospheric slant column (2.3–4.3 km) of
2.2×1022cm−2). Upper panel: H2O windows; lower panel: HDO
windows; black line: measured spectrum; red line: simulated spec-
trum; green line: difference between simulation and measurement
multiplied by 10.

sorption, but it should also be possible to retrieve HDO vari-
abilities at least up to the middle/upper troposphere. Aim-
ing on HDO/H2O ratio profiles, a common retrieval approach
consists in retrieving maximum a-posteriori profiles for both
H2O and HDO, and the subsequent calculation of their ra-
tios. However, this leads generally not to the most probable
HDO/H2O ratio profiles. The reason is that this common
method disregards an important probability density function
(pdf) when formulating the Bayesian a-posteriori pdf: the
pdf of the HDO/H2O ratio profiles. In this case the H2O and
HDO profiles are retrieved completely independently from
each other, and the ratio between them is a ratio of two inde-
pendently remote-sensed profiles with different vertical res-
olutions and sensitivities. The comparison of such remote-
sensed profiles is, however, not straight forward (Rodgers
and Connor, 2003). If the objective is to obtain a maximum
a-posteriori solution of the HDO/H2O ratio profile (or of the
δD profile), the pdf of theδD profiles must be taken into ac-
count. The relatively small variances of this pdf are respon-
sible for the very strong correlations between both species: a
typical variability ofδD of 70 means that knowing the H2O
mixing ratio, the HDO mixing ratio only has a remaining
uncertainty of 7%. This is much less than the typical HDO
and H2O variabilities of around 100%. The pdf of theδD
profiles must be considered when formulating the Bayesian
a-posteriori pdf. On a logarithmic scale theδD statistics con-
verts into a statistics of the difference between the logarithms
of H2O and HDO profiles (see Eq.2). Thus, it can be charac-
terised, in analogy to the individual H2O and HDO statistics,
in form of a covariance matrix. The cost function, which
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is proportional to the negative logarithm of the Bayesian a-
posteriori pdf, can then be written as:

σ−2(y − Kx)T (y − Kx) + (x − xa)
T BT B(x − xa)

+(x − xa)
T (CT C + DT D)(x − xa) (3)

Here the first two terms form the commonly applied cost
function, i.e. when theδD statistics is disregarded.K and
σ are the Jacobian and the measurement noise,y, x, and
xa represent the spectrum, the state vector, and the a-priori
state vector.BT B accounts for the pdfs of the ln[H2O] and
ln[HDO] profiles. BT B has only entries for elements which
link a species with itself (individual constraints), i.e. for ma-
trix areas around the diagonal. Matrix areas connecting dif-
ferent species have all elements with value 0. In the case of
a 3 level atmosphere it has the form:

BT B =

S−1
a,H2O

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

S−1
a,HDO

wherebySa,H2O andSa,HDO are the a-priori covariances for
ln[H2O] and ln[HDO].

The last term of Eq. (3) takes care of the most important
aspects of theδD statistics. One important aspect is the statis-
tics of the difference of the ln[H2O] and ln[HDO] mixing
ratios, without the consideration of interlevel correlations of
these differences. Considering the corresponding pdf when
formulating the Bayesian a-posteriori pdf provides for a di-
agonal constraint of theδD state vector. The matrixC is of
the form:

C =

1
√

c1
0 0 −

1
√

c1
0 0

0 1
√

c2
0 0 −

1
√

c2
0

0 0 1
√

c3
0 0 −

1
√

c3

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

and thus:

CT C =

1
c1

0 0 −
1
c1

0 0

0 1
c2

0 0 −
1
c2

0

0 0 1
c3

0 0 −
1
c3

−
1
c1

0 0 1
c1

0 0

0 −
1
c2

0 0 1
c2

0

0 0 −
1
c3

0 0 1
c3

wherebycn is the variance of ln[HDO]− ln[H2O] at layern.
In contrast toBT B, CT C has large entries in the matrix area
linking ln[H2O] with ln[HDO] mixing ratios.

A second important aspect of theδD statistics is the dif-
ference between the slopes of ln[H2O] and ln[HDO]. Slope
means here the difference in ln[H2O] or ln[HDO] between
neighbouring layers. Introducing the pdf of this measure into
the Bayesian a-posteriori pdf constrains the slope of theδD
profiles. The matrixD is of the form:

D =

1
√

d1
−

1
√

d1
0 −

1
√

d1

1
√

d1
0

0 1
√

d2
−

1
√

d2
0 −

1
√

d2

1
√

d2

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

Atmos. Chem. Phys., 6, 4705–4722, 2006 www.atmos-chem-phys.net/6/4705/2006/



M. Schneider et al.: Ground-based remote sensing of HDO/H2O ratio profiles 4709

and thus:

DT D =

1
d1

−
1
d1

0 −
1
d1

1
d1

0

−
1
d1

( 1
d1

+
1
d2

) −
1
d2

1
d1

−( 1
d1

+
1
d2

) 1
d2

0 −
1
d2

1
d2

0 1
d2

−
1
d2

−
1
d1

1
d1

0 1
d1

−
1
d1

0

1
d1

−( 1
d1

+
1
d2

) 1
d2

−
1
d1

( 1
d1

+
1
d2

) −
1
d2

0 1
d2

−
1
d2

0 −
1
d2

1
d2

whereby dn is the variance of the slope difference of
ln[HDO] and ln[H2O] at layern.

The latest PROFFIT version (version 9.4) has the option to
add inter-species constraints to the cost function. Performing
the retrieval on a logarithmic scale and applyingCT C+DT D
as described above in Eq. (3), considers the most important
contributions of theδD pdf to the Bayesian a-posteriori pdf.
Thus, our proposed method provides for a statistically opti-
mal solution of theδD profiles. Currently PROFFIT is the
only code applied for the retrieval of trace gas profiles from
FTIR spectra, which has these options. It is thus the only
code allowing for an optimal estimation of ratio profiles from
ground-based FTIR spectra.

5 Theoretical validation of retrieval approaches

The detection of middle/upper troposphericδD variabilities
by ground-based measurements is even more challenging
than the detection of H2O or HDO variabilities. The small
variabilities in δD require a very high precision of the re-
trieved δD values. The variability ofδD is more than one
order of magnitude smaller than the variability of HDO: for
a known H2O amount, the remaining variability of HDO
is only 7% compared to the absolute HDO variability of
100%. However, HDO and H2O respond similarly to the er-
ror sources, so the HDO/H2O ratios are automatically more
precise than individually retrieved HDO or H2O amounts.
In this section we examine if the common approach already
leads to a sufficient precision or whether it is necessary to ap-
ply our proposed approach. A formalism for an analytic error
estimation of remote sensed data is suggested byRodgers
(2000). It requires linearity of the problem. However, the
retrieval of water vapour, especially if performed on a log-
arithmic scale, involves important nonlinearities. Therefore,
in this study we perform the error estimations in full treat-
ment (Monte Carlo method) by means of the ensemble of
the H2O and corresponding HDO profiles, as described in
Sect.2. We make forward calculations for each single pair

Table 1. Assumed uncertainties.

error source uncertainty

measurement noise S/N of 500
phase error 0.01 rad
modulation eff. 1%
T profilea up to 2.5 K at surface

1 K rest of troposphere
solar elevation angle 0.1◦

line intensity +5%
pres. broad. coef. (pcA ) +1%
pres. broad. coef. (pcB) ±1%

a detailed description see text

of H2O and HDO profiles. Subsequently we perform two re-
trievals for each error estimation: a first with correct parame-
ters and a second with erroneous parameters. The parameter
error is then given by the difference of the two retrievals.
The smoothing error is the difference between the retrieval
with correct parameter and the original profile (the profile
assumed for the forward calculation).

As parameter errors we consider measurement noise, un-
certainties in solar elevation angle, instrumental line shape
(ILS: parameterised as modulation efficiency and phase er-
ror; Hase et al., 1999), temperature profile, and spectroscopic
parameters (line intensity and pressure broadening coeffi-
cient). The assumed parameter uncertainties are listed in Ta-
ble 1. All these error sources are considered when estimat-
ing the total error. InSchneider et al.(2006) it is shown that
for water vapour the smoothing error and errors due to mea-
surement noise, uncertainties in the phase error, uncertainties
in the temperature profile, and uncertainties in the pressure
broadening coefficient are important. Thus, their associated
retrieval errors are analysed in more detail. Two sources are
considered as errors in the temperature profile: firstly, the
measurement uncertainty of the sonde, which is assumed to
be 0.5 K throughout the whole troposphere and to have no in-
terlevel correlations. Secondly, the temporal differences be-
tween the FTIR and the sonde’s temperature measurements,
which are estimated to be 1.5 K at the surface and 0.5 K in
the rest of the troposphere, with 5 km correlation length for
the interlevel correlations. We also consider two aspects of
uncertainties in the spectroscopic pressure broadening coeffi-
cients: pcA accounts for correlated uncertainties of the HDO
and H2O pressure broadening coefficient. We assumed that
both the HDO and H2O HITRAN coefficients overestimate
the real value by 1%. The error pcB considers inconsisten-
cies between the HDO and H2O coefficients. We assumed
1% too small H2O and 1% too large HDO coefficients.

Errors are commonly presented as a mean error (x̂−x),
which represents the systematic error component, and an er-

ror variance (σ 2
ε =

n∑
i=1

(x̂i−xi)
2/(n−1)), which represents

www.atmos-chem-phys.net/6/4705/2006/ Atmos. Chem. Phys., 6, 4705–4722, 2006
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Fig. 4. Characteristic of smoothing error for 5.3–8.8 km represented
as correlation of originalδD andδD retrieved with correct parame-
ters and for no measurement noise. Left panel: black line: diagonal;
black crosses: ensemble members; red line: linear least squares fit
to ensemble members; right panel: dependence of error on retrieved
amount (sensitivity error).

the random error component. Herex is the correct amount,̂x
the erroneously retrieved amount, andn the number of mea-
surements. This method occasionally overestimates the ran-
dom error. A good example is the smoothing error. If the
a-priori assumptions are correct it has no mean error. Never-
theless, it has a systematic component: the sensitivity. Gen-
erally at higher altitudes theδD retrieval is less sensitive to
real atmospheric variabilities than at low altitudes. At high
altitudes theδD values below the a-priori value are overesti-
mated and theδD values above the a-priori value are underes-
timated. Figure4 shows an example. It depicts the situation
for the smoothing error as obtained from our simulations for
the retrieval with inter-species constraint and for the middle
troposphere (5.3–8.8 km). The left panel depicts the correla-
tion between the original and the retrievedδD (simulation of
smoothing error, i.e. no application of parameter errors and
no measurement noise). Separating the errors only in a mean
and covariance disregards the fact that for lowδD the error
is mainly positive and for highδD mainly negative (see right
panel). This systematic error behavior is then contributed to
the random error. For the error estimation in this work, we
not only consider the mean error, but also the dependency
of the error onδD, as systematic component. Therefore, we
perform the error estimation by means of least squares fits.
This approach was already applied inSchneider et al.(2006)
to demonstrate the systematic error behavior of a linear and
logarithmic retrieval of water vapour amounts. It enables a
better separation of systematic error components from ran-
dom components. The regression curves of the least squares
fits demonstrate how the real atmosphere – as a mean – is
mapped by the retrieval: their difference from the diagonal
describes the systematic error component. Its offset to the
diagonal at the a-priori value is the mean error, i.e.x̂−x, and
the difference of its slope from unity gives the dependency
of the error from theδD value. In the following we call it
the sensitivity error. Figure5, shows the same as Fig.4, but
for the error due to inconsistencies in the spectroscopic data

Fig. 5. Same as Fig.4, but for error due to inconsistency in pressure
broadening coefficients of HDO and H2O.

of HDO and H2O. This error source produces for the 5.3–
8.8 km layer both a mean error of+40%, indicated as offset
in the left panel, and a sensitivity error of+40%. Here and
in the following the mean error percentile is the ratio of the
mean error and the mean retrievedδD value, and the per-
centile of the sensitivity error is the difference of the regres-
sion line slope from unity. Disregarding the overestimation
of sensitivity, as in the example of Fig.5, would overestimate
the random error component.

In this method of error estimation the random errors
are given by the scattering around the regression curve,

the error varianceσ 2
εreg=

n∑
i=0

(x̂i−x̂reg,i)
2/(n−1). The x̂reg

values are thex̂ values as predicted by the regression
curve. Applying least squares fits, the scattering around
the regression curve can easily be calculated from the
correlation coefficientρ: the overall variance of the re-

trieved amounts (σ 2
x̂
=

n∑
i=0

(x̂i−x̂i)
2/(n−1)) is the sum of

the variance of the population of the regression curve

(σ 2
reg=

n∑
i=0

(x̂reg,i−x̂i)
2/(n−1)) and the error variance:

σ 2
x̂

= σ 2
reg+ σ 2

εreg (4)

Sinceρ2 is the ratio between the variance of the population of
the regression curve and the overall variance (ρ2

=σ 2
reg/σ

2
x̂

)
we can express the random error relative to the overall vari-
ability (noise to signal error) in form of:

σεreg

σx̂

=

√
1 − ρ2 (5)

In statistical textbooks (e.g.,Wilks, 1995) the aforemen-
tioned relations are generally derived for the sum of squares
and not for the variances. Here we applied variances (sum
of squares divided by(n−1)) to put emphasis on the analogy
to the common error treatment. In the following the random
error is always presented asσεreg/σx̂ .

The sensitivity of a retrieval is commonly characterised
by its averaging kernels. In the case of a strong absorber
like water vapour the kernels strongly depend on the actual

Atmos. Chem. Phys., 6, 4705–4722, 2006 www.atmos-chem-phys.net/6/4705/2006/
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Fig. 6. Estimated correlation matrices between the real and retrievedδD values for 1 km partial columns in the absence of parameter errors.
Left panels: without inter-species constraints; right panels: with inter-species constraint; upper panels: for LT slant<2.5×1022cm−2; lower
panels: for LT slant<5×1021cm−2. Colors mark the values of the correlation coefficients (ρ) as given in legend.

atmospheric water vapour content and there is no typical av-
eraging kernel. Furthermore, variability of water vapor is
10 000 ppmv at the surface and 3–5 ppmv at the tropopause,
i.e. it varies over nearly four orders of magnitude. This fact
is not taken into account in the standard description of av-
eraging kernels and thus their interpretation is not straight
forward. Applying kernels on logarithmic scale would be an
improvement, however, they still depend on the actual atmo-
spheric state, i.e. they are largely variable. Therefore, instead
of averaging kernels we present the retrieval sensitivity in
form of correlation matrices obtained from our error simu-
lation. They show the correlation between a large ensemble
of real atmospheric profiles and the corresponding retrieved
profiles. They give a realistic overview of what atmospheric
regions are detectable with the retrieval. Furthermore, in-
troducing parameter errors in the simulations allows us to
perform this sensitivity analysis for a realistic error scenario,
whereas the averaging kernels only present the situation in
the absence of parameter errors. However, parameter errors
have a large influence on the retrieval’s sensitivity (compare
Fig. 6 to Fig. 17) and should thus be considered when pre-
senting the vertical resolution.

We found that for lower tropospheric slant columns (2.3–
4.3 km; subsequently called LT slant) above 2.5×1022cm−2

the degrees of freedom of the HDO profile begin to decrease
sharply. Under these conditions the HDO absorption are
widely masked by H2O band absorptions. Furthermore, then
the H2O lines are clearly saturated, which limits the H2O
sensitivity to the lower and middle troposphere. As a conse-
quence, reasonableδD profiles are only detectable when the
condition LT slant<2.5×1022cm−2 is fulfilled. In the fol-
lowing we will only examine measurements performed under
this condition (more than 90% of all Izaña measurements).
We would like to remark, that reasonableδD values for the
total columns can be calculated for much larger lower tropo-
spheric water vapour amounts.

In addition, we examine the errors and sensitivities for
unsaturated H2O lines, which is fulfilled for LT slant
<5×1021cm−2. Under this condition the sensitivities with
respect to middle/upper tropospheric H2O and HDO should
be further increased. Since these conditions are generally
given at the Jungfraujoch and Mauna Loa FTIR sites, it is a
good estimation of the quality ofδD profiles achievable at
these sites. At Izãna this condition is only fulfilled for 10%
of all measurements.
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Table 2. Estimated noise/signal error ofδD for our innovative ap-
proach of the total column, the lower troposphere (2.3–5.3 km) and
the middle/upper troposphere [%] for LT slant<2.5×1022cm−2.
Respective errors of the common approach are given in parenthesis.

error source total 2.3–5.3 km 5.3–8.8 km 6.4–10.0 km

smoothing 2(2) 4(8) 31(66) 56(69)
meas. noise 2(3) 3(23) 17(74) 18(67)
pha. err. 0(0) 0(1) 0(1) 0(1)

T. profile 0(0) 0(8) 1(22) 2(9)

pres. coef. pcA 0(1) 2(9) 13(17) 23(16)
pres. coef. pcB 2(2) 14(51) 44(92) 71(95)
total 3(4) 15(57) 50(99) 82(94)

Table 3. Same as Table2 but for LT slant<5×1021cm−2.

error source total 2.3–5.3 km 5.3–8.8 km 6.4–10.0 km

smoothing 2(2) 7(11) 32(76) 52(76)
meas. noise 2(3) 5(28) 11(79) 12(75)
pha. err. 0(0) 0(1) 1(4) 1(4)

T. profile 0(0) 0(14) 1(22) 1(14)
pres. coef. pcA 0(0) 1(5) 3(12) 5(11)
pres. coef. pcB 1(1) 17(47) 29(73) 34(63)
total 3(4) 18(48) 40(94) 61(100)

5.1 Smoothing error

The smoothing error is generally the most important error
for profiles retrieved from ground-based FTIR spectra. It is
due to the limited information content of the spectra, which
prevents the detection of fine structures in the vertical distri-
bution of the retrieved species. Figure6 shows correlation
matrices between the profiles retrieved from the simulated
spectra and the original profiles. At this stage we introduced
no parameter errors and no measurement noise. It shows the
sensitivity of the retrievals if only the smoothing error was
present. In order to get the same averaging kernels as for
the retrieval of spectra with measurement noise, we multi-
plied the first terms of the cost function (3) with a fixedσ−2

corresponding to a signal to noise ratio of 500. Figure6
demonstrates that our approach, compared to the common
approach, better resolves 1 km fine structures, at least for al-
titudes below 8 km. The common approach may be suited
to map the situation close to the surface (ρ of 0.92 at 3 km)
but it tracks poorly the real atmospheric variabilities around
7 km, even for the LT slant<5×1021cm−2 condition (ρ of
0.55). Around 9 km it performs better (ρ of 0.72). To the
contrast, our approach leads to a very good correlation at all
altitudes up to 8–9 km, for the LT slant<2.5×1022cm−2 as
well as the LT slant<5×1021cm−2 condition. For the latter
the retrieved and real amounts at 7 and 9 km still correlate
with a coefficient of 0.89 and 0.73, respectively.

Figure7 shows the random smoothing error as calculated
from Eq. (5). It is the proportion of the variability seen in
the retrieved data that is not due to real atmospheric vari-
abilities. The lines represent the smoothing error when con-
sidering structures as fine as 1 km. Black lines are for the
LT slant<2.5×1022cm−2 condition and red lines for the LT
slant<5×1021cm−2 condition. It summarises the observa-
tions made by Fig.6: the smoothing error of the common
retrieval limits the detection of small scale structures to the
lowest atmospheric layers, whereas our innovative approach
allows for their detection up to 8–9 km. At 7 km and for the
LT slant<5×1021cm−2 46% of the retrieved variabilities are
caused by the smoothing error but still 54% are due to real
variabilities (see red line in right panel). At the same altitude
the common method yields to an error of 84%.

The structures retrievable by the common approach are
very rough. As a consequence this approach prohibits a satis-
factory separation of the variabilities above 4 km from those
occurring within the boundary layer, even for very thick lay-
ers. This can be seen in the left panel of Fig.7. The sym-
bols show the error for rougher structures (layers between
3 and 3.6 km as indicated by the error bars). Black circles
represent the situation for LT slant<2.5×1022cm−2 and red
crosses for LT slant<5×1021cm−2. While the lower tro-
posphere (2.3–5.3 km) may be detectable with a satisfactory
precision (8%), at higher altitudes the errors get very large
(e.g. 66% for layer between 5.3–8.8 km). On the contrary,
the structures retrievable by our approach are fine enough to
separate middle/upper tropospheric variabilities from lower
tropospheric variabilities. This results in a very precise de-
tection of the lower tropospheric variability (6%) and satis-
factory precision for the middle/upper troposphere (e.g. 31%
for the 5.3–8.8 km layer). This is collected in Tables2 and3,
which shows the random errors calculated for a lower (2.3–
5.3 km), middle (5.3–8.8 km), and upper tropospheric layer
(6.4–10.0 km), and for the total column for the common and
our approach. The values of the common approach are pre-
sented in brackets.

Figure8 shows the systematic smoothing error as derived
from the offset and slope of the least squares fits. It is the
aforementioned mean and sensitivity error. Both approaches
have similar systematic errors. The retrievals are less sensi-
ble for higher altitudes than for low altitudes. This is due to
the weaker spectroscopic signatures from the former as com-
pared to the latter.

5.2 Measurement noise error

Figures9 and10 show the errors due to measurement noise.
This error source is different for each absorption line. The
produced error is, thus, not common to HDO and H2O. Con-
sequently, it is very large in case of the common approach,
in particular when fine structures are considered. Then the
error is situated above 50% even close to the surface. In the
free troposphere it reaches 90%. Introducing inter-species
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Fig. 7. Estimated random smoothing errors. Lines are for
1 km broad layers. Symbols indicate smoothing errors for thicker
layers (2.3–5.3, 5.3–8.8, and 6.4–10.0 km as indicated by error
bars). Black: for LT slant<2.5×1022cm−2; red: for LT slant
<5×1021cm−2; left panel: without inter-species constraint; right
panel: with inter-species constraint.

constraints widely reduces the error. It prevents the H2O and
HDO profiles from responding independently to the error.
Their responses must be in accordance to theδD statistics.
By this means a similar response of H2O and HDO to the
measurement noise is forced, although it is a not common er-
ror source. The error becomes as small as 5% at the surface
and 10% at 7 km.

Figure10 shows the systematic error due to measurement
noise. It is interesting to observe that the measurement noise,
a pure random error source, produces quite large systematic
errors for the common approach. The reason is, that the re-
trieved δD are not statistically optimal solutions. Our ap-
proach provides for a statistically optimal solution and the
measurement noise only produces random errors.

5.3 Temperature error

Figure 11 shows the random errors due to uncertainties in
the temperature profile. The error source is common to all
lines, but due to different temperature sensitivities the error
responses differ. Consequently, in case of the common re-
trieval the error is large. Even for thick layers it ranges from
8% (lower troposphere) to above 20% for the middle/upper
troposphere. With the inter-species constraints the HDO and
H2O profiles respond similar to an error in the temperature
profile. As the right panel demonstrates the respective im-
pact on theδD profile is much smaller as compared to the
common retrieval. Then the temperature error has very small
impact on the retrieval (1% in the middle/upper troposphere).

The temperature error is a pure random error source. Sim-
ilar to the measurement noise the retrieval with inter-species
constraints produces no systematic error. On contrary, the
common approach provides for no statistically optimal solu-
tion and it produces systematic errors, which are, however,
below 5% at all altitudes.

Fig. 8. Estimated systematic smoothing errors. Upper panels show
the mean error, lower panel the sensitivity error. The meaning of
lines and symbols is the same as in Fig.7.

Fig. 9. Same as in Fig.7 but for errors due to measurement noise.

5.4 ILS error

In Fig. 12we present our error estimation for the phase error
uncertainties of the instrument. Its interpretation is similar
to the interpretation of the temperature error. The common
approach yields somehow larger errors since H2O and HDO
respond individually and in a different manner to the error
source. On the other hand our approach assures a very similar
response and thus eliminates the error. Systematic errors can
be neglected (below 1% for all altitudes).
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Fig. 10. Same as Fig.8 but for errors due to measurement noise.

Fig. 11. Same as in Fig.7 but for errors due to uncertainties of the
temperature profile.

5.5 Pressure broadening coefficient error

We consider two kinds of errors concerning the pressure
broadening coefficient (γ ). Firstly, we assume that the errors
of both theγ of H2O and HDO are completely correlated,
and secondly, that there is an inconsistency in theγ of H2O
and HDO, i.e. the errors ofγ of both isotopologues are not
correlated with each other. For example, the error forγ of
HDO is by 2% larger than the error forγ of H2O.

Although, both error sources are systematic, they produce
large random errors. This is due to non-linearities, which
cause an interaction of the parameter errors with the smooth-
ing error. The impact of an erroneous parameter depends on
the actual averaging kernel. And vice versa: an erroneousγ

produces important alteration in the spectra. It worsens the
fit quality and thus affects the averaging kernels.

Fig. 12. Same as Fig.7 but for errors due to uncertainties in the
phase error.

Fig. 13. Same as Fig.7 but for errors due to correlated errors in the
pressure broadening coefficients.

5.5.1 Correlated errors of H2O and HDO pressure broad-
ening coefficients

This error source is common to both HDO and H2O lines.
However, the lines have different intensities and temperature
dependence. Consequently the error response of HDO and
H2O differs. Figure13 presents the random error compo-
nent if both theγ of H2O and HDO are overestimated by
1%. Considering fine structures (red and black lines) there
is not much difference between both retrieval methods. The
common retrieval even performs slightly better in the upper
troposphere. The impact of this error is larger than the impact
of the ILS or temperature error. In this case the inter-species
constraint is not able to force a similar response of the H2O
and HDO profile. For that purpose we would need to artifi-
cially strengthen the inter-species constraint. If we consider
rough structures our approach produces smaller random er-
rors than the common approach, at least for altitudes below
6 km. In Tables2 and 3 these errors are collected as pcA
errors.

The systematic error components are shown in Fig.14. In-
creasing the pressure broadening coefficient systematically
changes the altitude dependence of the retrieval’s sensitivity.
The common method produces large mean and sensitivity
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Fig. 14. Same as Fig.8 but for errors due to correlated errors in the
pressure broadening coefficients.

Fig. 15. Same as Fig.7 but for errors due to inconsistencies in the
pressure broadening coefficients.

errors at nearly all altitudes, in particular if fine structures are
considered. Introducing the inter-species constraints reduces
the systematic error. It nearly eliminates the mean error and
has very low sensitivity errors below 8 km, even considering
fine structures. However, at higher altitudes the inter-species
constraint is weaker (due to higher a-prioriδD variability).
We find that around 10 km the sensitivity error is somehow
accumulated.

5.5.2 Inconsistency in errors of H2O and HDO pressure
broadening coefficient

This error source is different for HDO and H2O. Conse-
quently, it should produce large errors. This can be observed
in Figs. 15 and16. We assume that the broadening coeffi-

Fig. 16. Same as Fig.8 but for errors due to inconsistencies in the
pressure broadening coefficients.

cient of HDO is erroneously 2% too large as compared to the
H2O coefficient. This produces large random and systematic
errors. This inconsistencies are together with the smoothing
error the most important error source. They are collected in
Tables2 and3 as pcB errors. However, we should keep in
mind the limitations in separating the parameter errors from
the smoothing errors. As a consequence the presented error
is not independent from the smoothing error. Nevertheless,
we can conclude that, our approach reduces this error as com-
pared to the common approach. This is true for the random
as well as the systematic error component.

5.6 Total error

The total error cannot be simply calculated as the root mean
square of the parameter errors and the smoothing errors. Due
to interactions between them the errors are not independent.
For this reason we have to make an extra simulation of the
total error. Figures17 and18 are the same as Figs.6 and7
but taking into account the realistic parameter errors as listed
in Table1. The additional errors reduce the coefficients of
correlation between the retrieved and the realδD. The de-
tailed error estimation indicates that this is mainly caused
by the uncertainties in the pressure broadening coefficients
and the measurement noise. However, our approach still en-
ables to get fine structures at 7 km (ρ of 0.81 if LT slant
<5×1021cm−2). This situation is summarised in Fig.18.
Furthermore, it shows that, for a realistic error scenario, our
approach enables the retrieval of middle troposphericδD
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Fig. 17. Same as Fig.6 but for consideration of all error sources.

Fig. 18. Same as Fig.7 but for consideration of all error sources.

values even for moderately saturated H2O lines with a noise
to signal error of 50%. That means, that 50% of all the vari-
ability seen in the retrieved amount is due to real atmospheric
variabilities. The common approach only allows the retrieval
of lower troposphericδD values with a precision of 57%,
compared to the 15% of our method at this altitude, and it
is useless for the retrieval of middle troposphericδD val-
ues. When the LT slant<5×1021cm−2 criterion is fulfilled,
i.e. for nearly all measurements performed at Mauna Loa or

Jungfraujoch, our approach even allows the detection of up-
per troposphericδD values with an estimated precision of
61%.

Tables2 and3 collect the estimated random errors. Our
approach not only enables to detect fine vertical structures
and consequently middle/upper tropospheric variabilities, it
also slightly improves the precision of the HDO/H2O ratio of
the total column.

6 Empirical validation of the innovative approach

We test our novel retrieval method with spectra measured on
116 days between January 2005 and March 2006 at the Izaña
Observatory (28◦18′ N, 16◦29′ W at 2370 m a.s.l., Tenerife,
Spain) applying a Bruker IFS 125HR. The IFS 125HR re-
placed a Bruker IFS 120M, which has already been in oper-
ation since February 1999. The measurements form part of
the NDACC (Network for Detection of Atmospheric Com-
position Change; up to 2005 it was called NDSC) activities
(Kurylo, 1991, 2000; NDSC, web site). More details about
these measurements and the site can be found inSchneider
et al.(2005).

The test is done in several steps. First, we compare
the H2O results to ptu-sonde measurements, which gives
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Fig. 19. Correlation matrices between the H2O measurements of FTIR and ptu-sonde. Left panels: correlations without inter-species
constraints; right panels: correlations with inter-species constraints; upper panels: for days with LT slant<10×2.522cm−2; lower panels for
for days with LT slant<5×1021cm−2. Colors mark the values of the correlation coefficients (ρ) as given in legend.

valuable information about the quality of the spectroscopic
data and the measurements. Second, we look on the statis-
tics of our retrievedδD values. Does it agree with the typ-
ical δD profiles obtained from other measurements? Third,
we examine if measurements performed on the same day are
in agreement with each other. Finally, we show a 15 months
record of lower and middle/upper troposphericδD values and
demonstrate by means of isentropic trajectories, that outliers
of this record can clearly be identified by unusual transport
events.

6.1 Comparison of H2O profiles to ptu-sonde measure-
ments

Figure 19 validates the FTIR H2O profiles with ptu-sonde
profiles. Shown are matrices of correlations between mea-
sured sonde and FTIR profiles. It was required that both
measurements are performed within 2 h. The sonde data are
corrected by a method suggested byLeiterer et al.(2005).
To avoid problems with iced detectors we disregard sondes,
which passed layers with a vapour pressure close to the liq-
uid or ice saturation pressure. This exercise was already pre-
sented inSchneider et al.(2006) for a period ranging from

March 1999 to January 2004 and for FTIR data obtained
from the Bruker IFS 120M. Here we investigate the 125 HR
spectra and examine if the simultaneous fit of the HDO lines
and the inter-species constraint improves the agreement. The
left and right panels show the results for the retrieval with and
without inter-species constraint, respectively. The upper pan-
els show the situation for LT slant<2.5×1022cm−2 (compar-
ison of 59 days), the lower panels for LT slant<5×1021cm−2

(comparison of 7 days). As can be observed the inter-species
constraint improves the sensitivity of the FTIR H2O profile
above 8 km. The FTIR profiles are in best agreement with
the sonde data for altitudes up to 9 km. Even for moder-
ately saturated lines (LT slant<2.5×1022cm−2 criterion) the
sonde and FTIR amounts correlate with a coefficient of 0.75
at 9 km. In this case upper tropospheric variabilities are only
observable in the spectroscopic HDO signatures. Since H2O
is constrained towards HDO, it also benefits from the infor-
mation only present in the HDO spectra. Furthermore, the
FTIR amounts retrieved at this altitude are independent from
those below 7 km. Not considering the inter-species con-
straint only leads to a correlation coefficient of 0.64 at 9 km.

For days with low slant columns between 2.3 and 4.3 km
(LT slant <5×1021 cm−2), introducing the inter-species
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Fig. 20. Comparison of meanδD profiles as obtained byEhhalt
(1974) and our measurements.

constraint provides for good agreement with the sonde up
to 12 km. This is a large improvement to the retrievals with-
out inter-species constraint, where the agreement is limited
to below 10 km. Unfortunately this comparison only bases
on 7 measurement days, which makes their conclusions less
robust than those taken from the 59 compared days for the
LT slant<2.5×1022cm−2 condition.

6.2 Comparison toEhhalt(1974) measurements

For this validation we calculate the mean of all theδD pro-
files retrieved between January 2005 and March 2006 and
compare them to the mean of theEhhalt(1974) profiles. The
mean of theEhhalt(1974) profiles is calculated from the sim-
ulations of Sect.5. It is the mean of profiles which take into
account the typical vertical resolution of our FTIR retrieval
and which obey the statistics of theEhhalt(1974) measure-
ments. This assures an adequate comparison of the Tenerife
δD profiles as measured by the FTIR to theEhhalt (1974)
measurements.

The blue line in Fig.20 depict the mean of theEhhalt
(1974) profiles. The blue triangles show the mean for the
layers as indicated by the error bars. This profile is very sim-
ilar to the profile of Fig.1, i.e. the smoothing has no sig-
nificant impact on the mean of the original fine structured
profiles. The black line and squares represent the mean of
the Izãna δD profiles as retrieved from the FTIR spectra.
It has lowerδD values at the lower troposphere and higher
δD values at the middle/upper troposphere as compared to
theEhhalt(1974) measurements. Such aδD profile may be
caused occasionally by extraordinary transport processes, it
presents, however, very unlikely the real mean situation. It is
more probable that the observed mean profile is influenced
by a systematic error source. Inconsistencies in the pres-
sure broadening coefficients as assumed in Sect.5.5.2would

produce this kind of systematic error (see mean error as de-
picted in Fig.16). If the pressure broadening coefficient (γ )
of HDO is overestimated relative toγ of H2O, the retrieval
intends to sharpen the HDO lines by attributing more HDO
to the middle/upper troposphere and less to the lower tropo-
sphere. The resultingδD would decrease in the lower tro-
posphere and increase in the middle/upper troposphere. The
red line and circles in Fig.20 confirm this systematic error
estimation. It shows the mean of theδD profiles retrieved at
Izaña applying a by 2 % increasedγ of HDO. Under this as-
sumption the mean Izaña profiles are comparable to the mean
Ehhalt(1974) profiles. Our measurements suggest that in the
HITRAN 2004 database theγ of HDO is by 2% too low as
compared to theγ of H2O. However, this issue needs fur-
ther examinations, and in the following we still apply theγ

values from HITRAN 2004.

6.3 Consistency for measurements performed within 6 h

If the weather conditions permit, we perform two or more
FTIR measurements per day. If we assume that there is no
significant change of theδD values during one day, this may
allow a test of the precision of the measurements. However, a
pair of measurements performed within several hours is only
partly representative for the highly variable atmospheric con-
ditions encountered by measurements performed on different
days or months. Thus, it is no real test of the overall preci-
sion. The overall precision is mainly reduced by changing at-
mospheric conditions, which are responsible for the random
component of the smoothing error and the random compo-
nent of the uncertainties in the pressure broadening coeffi-
cients. Changes in the fine structures of the HDO and H2O
profiles will influence the retrieved profiles. And besides,
changes in the level of saturation of the absorption lines will
affect the averaging kernels and thus the retrieved profiles
also in the middle/upper troposphere. The level of satura-
tion depends mainly on the lower tropospheric water vapour
amount. We found that both the diurnal variabilities in the
fine structures of the HDO and H2O profiles and in the lower
tropospheric water vapour amounts are only half the variabil-
ities occurring over longer timescales. As a consequence this
consistency check should underestimate the real overall pre-
cision.

Despite these limitations the test allows us to check our
assumptions about the parameter and measurement noise er-
rors or if there is an hitherto unknown but important error or
if there are problems in the retrieval. Figure21 shows cor-
relations betweenδD values measured within 6 h. The left
panel depicts the situation for the lower troposphere, the right
panel for the middle/upper troposphere. The correlation co-
efficients of 0.90 and 0.85 lead to a precision for the two mea-
surements together of 44% and 53% (see Eq.5). Assuming
independency of the errors, the precision for one measure-
ment is 31% for the lower troposphere and 37% for the mid-
dle/upper troposphere. For the middle/upper troposphere,
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Fig. 21. Correlation betweenδD obtained within 6 h.

Fig. 22. 15 month record ofδD measured above Tenerife. Black
circles: individual measurements; red lines: three months running
mean; lower panel: lower troposphere; upper panel: middle/upper
troposphere when LT slant<2.5×1022cm−2.

this is in good agreement with the estimated overall preci-
sion of 50% (Table2). For the lower troposphere, the value
is too large as compared to the estimated 15%. A reason may
be that in the boundary layer the assumption of a constantδD
over 6 h is not valid. In this case the calculated 31% would be
the sum of the precision of the retrieval and the 6 h-variability
of δD for the lower troposphere.

6.4 15 monthsδD record and its interpretation by isentropic
trajectories

Figure22shows the middle/upper and lower troposphericδD
values obtained from the FTIR measurements. Concerning
the lower tropospheric amounts we observe an annual cycle
with largest values in late summer and lowest values in late
winter. This cycle is associated to the sea and air tempera-
ture: The higher the sea and air temperatures the lower the
isotope fractionation during evaporation.

The variabilities in the upper/middle troposphere are
mainly correlated to transport processes. We demonstrate
this by means of the outliers seen in the upper panel of
Fig. 22. On 15 July and 17 September 2005 extraordinary

Fig. 23. Isentropic trajectories for the last 60 h and for airmasses
arriving above Tenerife on 15 July 2005 at 6 (cyan), 8 (green), and
10 km (red). Upper part shows projection on longitude – pressure
plane: the pressure griding marks 600, 500, 400, 300, and 200 hPa
levels. Lower part shows longitude–latitude plane: the longitude
griding is in steps of 20◦ and the latitude griding in steps of 10◦.

Fig. 24. Same as Fig.23but on 17 September 2005.

high δD values are observed. The 60 h isentropic trajecto-
ries for these days are shown in Figs.23 and24. The tra-
jectories reveal that on both days we detected tropical air-
masses, which very likely experienced strong tropical con-
vection. Strong tropical convection results in strongly in-
creasedδD values. To the contrary, on 30th of November
2005 we detect very lowδD values. Looking on the isen-
tropic trajectories explains this observation (Fig.25): the rel-
evant airmass originates from relatively high latitudes, and it
descended strongly during the last 12 h before arriving above
Tenerife. It comes from a region whereδD values are much
lower than the typicalδD at the middle/upper troposphere
over Tenerife. This unusual strong descent is associated to
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Fig. 25. Same as Fig.24but on 30 November 2005.

Fig. 26. Same as Fig.24but on 3 July 2005.

the pass of ex-tropical storm Delta just 36 h prior to the mea-
surement. During summer Izaña is situated close to the Inner
Tropical Convergence Zone (ITCZ). Then occasionally air-
masses originating from the ITCZ are present above Izaña,
leading to very high deltaδD. However, even during sum-
mer low δD values are possible. For example, on 4 and 11
August when we detected airmasses from higher latitudes,
i.e. airmasses originating from a statically more stable atmo-
sphere. In the absence of wave perturbations middle/upper
tropospheric winds are westerlies. The detected airmasses
origin is the central subtropical Atlantic. Figure26 shows
such typical trajectories.

The outliers are statistically significant: The whole ensem-
ble of middle/upper troposphericδD values has a mean and
standard deviation of –223+/-61 per mil, while for a high lati-
tude airmass it is typically below –350 per mil and for a trop-
ical airmass above –100 per mil. This demonstrates that the
achievable precision is sufficient to distinguish between dif-

ferent origins and thus different vertical transport processes
or atmospheric conditions experienced by the detected water
vapour amounts.

Our observations underline the importance of transport
processes for the middle/upper troposphericδD value: for
a pure Rayleigh distillation theδD values should be gener-
ally higher in summer, due to a warmer atmosphere, than in
winter. Our measurements reveal no such annual cycle. In
contrary, they even indicate that middle/upper tropospheric
δD values are highest in spring and lowest in autumn. The
δD observations are a good marker for middle/upper tropo-
spheric transport processes or for the statical stability at the
origin of the detected airmasses.

7 Summary and conclusions

We propose an innovative approach for retrieving profiles
of trace gas ratios. While common methods are only opti-
mal estimators for both retrieved trace gases our approach
considers the a-priori knowledge of the ratio profiles and
is thus an optimal estimation method for the ratio profiles.
For ground-based FTIR measurements, we estimated the
precision achievable with this approach for HDO/H2O pro-
files and compared it to the precision of the common ap-
proach. We found that only by our method a precision neces-
sary to detect variabilities of the middle/upper tropospheric
HDO/H2O ratios can be achieved. The measurements need
not to be performed from mountain observatories. Free tro-
pospheric HDO/H2O ratios can also be detected when the
applied H2O lines are moderately saturated (see example of
Fig. 3).

Beside the smoothing error the most important errors in
the retrievedδD values are due to uncertainties in the spec-
troscopic line parameters. A higher accuracy of the HDO
and H2O line shape parameters in the 1000–1330 cm−1 re-
gion would further improve the precision of the retrieved ra-
tios. We found that errors due to uncertainties in the align-
ment of the sun-tracker, the temperature profile or the instru-
mental line shape are of secondary importance. This alle-
viates the retrieval of precise and consistentδD values even
under changing or poorly documented instrumental perfor-
mance – a great advantage when aiming on consistent long-
term records ofδD values by applying historic FTIR mea-
surements.

An important potential application of our proposed ap-
proach is the analysis of annual cycles at different measure-
ment sites. Annual cycles ofδD values, which have a large
day-to-day variability, can only be determined by continu-
ous measurements. Ground-based FTIR measurements are
performed continuously. This is the decisive advantage of
our proposed method over more precise but sparsely per-
formed balloon- or aircraft-based in-situ measurements. In
future work the annual cycles retrieved for various measure-
ment sites could help to constrain models (e.g.Schmidt et
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al., 2005) and contribute to a better understanding of vertical
water vapour transport, which is an important uncertainty in
climate simulations.

The proposed method can be applied for the retrieval of
other isotope ratio profiles (e.g. CO2, CH4, O3,...). Further-
more, it can be applied for the retrieval of strongly correlated
trace gases, like e.g. CH4 and N2O. In this case the method
should improve the precision and accuracy of both trace gas
profiles. The results of this study strongly recommend the ap-
plication of our approach whenever strongly correlated trace
gases are the objective. It could be adapted to a wide range
of retrieval codes, including satellite codes, for the inversion
of limb sounder as well as nadir spectra.
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