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C. Rödenbeck1, S. Houweling2, M. Gloor1, and M. Heimann1

1Max Planck Institute for Biogeochemistry, Postfach 10 01 64, D-07701 Jena, Germany
2National Institute for Space Research (SRON), Princetonplein 5, NL-3584 CC Utrecht, The Netherlands

Received: 14 March 2003 – Published in Atmos. Chem. Phys. Discuss.: 19 May 2003
Revised: 24 September 2003 – Accepted: 13 October 2003 – Published: 5 November 2003

Abstract. Based on about 20 years of NOAA/CMDL’s at-
mospheric CO2 concentration data and a global atmospheric
tracer transport model, we estimate interannual variations
and spatial patterns of surface CO2 fluxes in the period
01/1982–12/2000, by using a time-dependent Bayesian in-
version technique. To increase the reliability of the estimated
temporal features, particular care is exerted towards the se-
lection of data records that are homogeneous in time. Fluxes
are estimated on a grid-scale resolution (≈8◦ latitude×10◦

longitude), constrained by a-priori spatial correlations, and
then integrated over different sets of regions. The transport
model is driven by interannually varying re-analyzed meteo-
rological fields. We make consistent use of unsmoothed mea-
surements. In agreement with previous studies, land fluxes
are estimated to be the main driver of interannual variations
in the global CO2 fluxes, with the pace predominantly being
set by the El Nĩno/La Niña contrast. An exception is a 2–
3 year period of increased sink of atmospheric carbon after
Mt. Pinatubo’s volcanic eruption in 1991. The largest dif-
ferences in fluxes between El Niño and La Nĩna are found
in the tropical land regions, the main share being due to the
Amazon basin. The flux variations for the Post-Pinatubo pe-
riod, the 1997/1998 El Niño, and the 1999 La Niña events
are exploited to investigate relations between CO2 fluxes
and climate forcing. A rough comparison points to anoma-
lies in precipitation as a prominent climate factor for short-
term variability of tropical land fluxes, both through their
role on NPP and through promoting fire in case of droughts.
Some large flux anomalies seem to be directly related to
large biomass burning events recorded by satellite observa-
tion. Global ocean carbon uptake shows a trend similar to
the one expected if ocean uptake scales proportional to the
anthropogenic atmospheric CO2 perturbation. In contrast to
temporal variations, the longterm spatial flux distribution can
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be inferred with lesser robustness only. The tentative pattern
estimated by the present inversion exhibits a northern hemi-
sphere land sink on the order of 0.4 PgC/yr (for 01/1996–
12/1999, non-fossil fuel carbon only) that is mainly confined
to North America. Southern hemisphere land regions are car-
bon neutral, while the tropical land regions are taking up car-
bon (e.g., at a rate of 0.8 PgC/yr during 01/1996–12/1999).
Ocean fluxes show larger uptake in the Northern mid to high
latitudes than in the Southern mid latitude regions, in con-
trast to the estimates by Takahashi et al. (1999) based on
in-situ measurements. On a regional basis, results that dif-
fer the most from previous estimates are large carbon uptake
of 1 to 1.5 PgC/yr by the Southern temperate Pacific ocean
region, weak outgassing from the Southern ocean, and a car-
bon source from eastern Europe.

1 Introduction

Many lines of evidence indicate that the observed rise of
the atmospheric CO2 concentration since preindustrial times
is caused by anthropogenic CO2 emissions from fossil fuel
burning, cement manufacturing, and land use change such
as deforestation. However, the actual atmospheric CO2 in-
crease is significantly modified by ocean uptake and ex-
change fluxes with the terrestrial biosphere: This is already
strongly indicated by the observations that the increase of the
total atmospheric CO2 content corresponds only to roughly
one third of the anthropogenic emissions, and shows both a
pronounced seasonality (Bolin and Keeling, 1963) and inter-
annual variations reminiscent of vegetation responses to cli-
matic variations (Keeling et al., 1995; Francey et al., 1995).
Future projection of the global climate, therefore, requires
quantitative understanding of the role of ocean and land bio-
sphere in the global carbon budget, in particular their re-
sponse and feedback to climatic controls. On a leaf, plant,
or ecosystem level, much understanding has been achieved
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by process studies (e.g. Schulze, 2000; Barford et al., 2001;
Falge et al., 2002). It remains difficult, however, to extrapo-
late these results to regional or continental scales. A possi-
bility to gain information on short-term responses of ecosys-
tems on large spatial scales is to relate the interannual vari-
ations of surface exchange fluxes to the observed variations
of potential underlying drivers. As an example, correlations
between short-term land flux anomalies and the anomaly pat-
terns in variables such as temperature, precipitation, or light
availability indicate that the biosphere reacts in some co-
herent way to the respective climatic driver (strong natural
modes of variability – in particular the El Niño/La Niña cycle
and the transient consequences of the Mt. Pinatubo volcanic
eruption – are exploited here as the “laboratory assistant” that
varies the control parameters for us).

This approach requires to quantify the history of land-
atmosphere and ocean-atmosphere carbon fluxes. While it
is not possible to directly and comprehensively measure all
CO2 fluxes emitted or taken up by the different parts of the
globe, we have an unbribable witness of this entire flux his-
tory: the atmosphere itself. Its evidence has been recorded at
a network of sites regularly measuring CO2 concentrations
(one of the first sites, at Mauna Loa (Hawaii), started mea-
suring in 1958). To unravel information on surface sources
and sinks contained in these data, an atmospheric transport
model may be used in an inverse mode: Given the temporal
and spatial patterns of the concentrations, the inverse tech-
nique allows to estimate plausible temporal and spatial pat-
terns of surface fluxes, by minimizing the mismatch between
measured and modelled concentrations. Atmospheric inver-
sions have a long tradition in which more and more modes
of flux variability (spatial patterns, the seasonal cycle, in-
terannual variations) that have previously been prescribed,
are now explicitly estimated. Estimates of interannual CO2
fluxes were first performed by Rayner et al. (1999). The tech-
nique was further developed e.g. by Bousquet et al. (2000).
We extend here the method to overcome a number of prob-
lems: (1) avoiding spurious variability by selection of ho-
mogeneous data records, (2) avoiding “spatial rectification
biases” by solving for highly-resolved fluxes correlated in
space and time (Houweling et al., in preparation), (3) reduc-
tion of model errors by use of interannually varying meteo-
rological drivers and consistent representation of data sam-
pling in the model (R̈odenbeck et al., 2003). The estimates
are based on CO2 concentration data from the years 1980
through 2001 measured by NOAA/CMDL (update of Con-
way et al., 1994). This study thus provides an updated esti-
mate of the CO2 flux history.

Section 2 is devoted to the inversion method, explaining
its concept and specifying the particular set-up and input data
that were used in the present study. In Sect. 3, the resulting
CO2 flux estimates are presented and described on several
different spatial and temporal scales. As a prerequisite for
any interpretation, Sect. 4 explores the degree of robustness
of different aspects of these estimates, identifying the suffi-

ciently credible features. Time averaged spatial patterns are
discussed in Sect. 5, while Sect. 6 discusses the implications
of temporal patterns found in the flux estimates with special
emphasis on potential drivers of the estimated CO2 fluxes.

2 Inversion Method

2.1 Concept

The inversion technique is used to estimate CO2 fluxes from
the combination of several distinct sources of information.
The primary source of information is measured atmospheric
CO2 concentrations at a set of sites. The values at different
locations and different times are summarizingly denoted by
the vectorcmeas. (For an overview about units and dimen-
sions of selected quantities used in this section, see Table 1.)

To link these measured atmospheric concentrations to the
desired surface exchange fluxes, information about the at-
mospheric tracer transport is required. It is obtained from
simulations with a global three-dimensional transport model
driven by meteorological data from a global weather predic-
tion center. Since transport is linear, we can write the ac-
tion of the tracer model as a transport matrixA: For a given
flux input f (vector of the flux values at all grid points and
months) and a given initial concentrationc0 at the beginning
of the simulation period, the modelled concentration vector
cmod is

cmod = Af + ac0 (1)

whereA plays the role of a discrete Green’s function kernel1.
All elements of the vectora equal 1, corresponding to an
assumed initially well-mixed atmosphere.

Theoretically, one could now find estimates of the fluxes
f (and the initial conditionc0): The mismatchδc between
measured and modelled concentrations is identified with the
sum of measurement errors1cmeasand model errors1cmod,

δc = cmeas− cmod (2)

= 1cmeas+ 1cmod

Model errors1cmod arise because the tracer model will not
be able to reproduce the true concentration field, even if a
perfect flux fieldf could be supplied. All errors are assumed
to have a Gaussian probability distribution, with zero mean
(i.e. unbiased) and a given covariance matrix

Qc = 〈δcδcT
〉 (3)

= 〈1cmeas1cT
meas〉 + 〈1cmod1cT

mod〉

1Each matrix element ofA represents a sensitivity∂cst/∂fij t ′

where∂cst is the concentration response at some sites in some
montht resulting from an assumed tracer emission pulse∂fij t ′ from
some surface grid cell(i, j) during some (other) montht ′.
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Table 1. Selected mathematical symbols used in Sect. 2

Symbol Physical Vector/Matrix Meaning
Unit Dimension

c0 ppm Initial concentration of transport model
σ2
c0

(ppm)2 A-priori variance ofc0
χ2 1 Cost function
χ2

c 1 Cost function, concentration part

a 1 n All vector elements=1
c ppm n Concentration vector
f Tmol/cell/montha m Flux vector
f sh Tmol/cell/month m Shape vector
s 1 p=pnee+ poc Source strengths
snee 1 pnee Source strengths (NEE part)
soc 1 poc Source strengths (ocean part)
x 1,ppm p+1 Parameter vector

A ppm/(Tmol/cell/month) n×m Transport matrix
F Tmol/cell/month m×p Flux model
Fnee Tmol/cell/month m×pnee Flux model (NEE part)
Foc Tmol/cell/month m×poc Flux model (ocean part)
G 1 m×p Pulse extents
Gnee 1 m×pnee Pulse extents (NEE part)
Goc 1 m×poc Pulse extents (ocean part)
M ppm,1 n×(p + 1) Extended model matrix
M̃ 1 n×(p + 1) Coordinate-transformedM
Qc (ppm)2 n×n Concentration covariance matrix
Qf (Tmol/cell/month)2 m×m Flux covariance matrix
Qs 1 p×p Source strengths’ covariance matrix
Qx 1,(ppm)2 (p + 1)×(p + 1) Parameter covariance matrix
U 1 n×(p + 1) first SVD factor ofM̃
V 1 (p + 1)×(p + 1) last SVD factor ofM̃
[λ] 1 (p + 1)×(p + 1) On diagonal: singular values of̃M

n Number of valid monthly concentration values,
n=#(sites)·#(months)−#(gaps)

m Number of flux input elements
m=#(grid cells)·#(months)

p Number of flux patterns in the flux model

a “cell” refers to the grid cells of the transport model.

that quantifies their magnitude (1cmeas and 1cmod are as-
sumed uncorrelated). Then, the most probable fluxes are
those for which the cost function

χ2
c = δcTQ−1

c δc (4)

is minimal (Gauss, 1801). The covariance matrixQc intro-
duces a weighting among the concentration values which en-
sures that those with the smallest measurement and/or model
errors have the largest impact on the result.

However, the available spatial coverage of concentration
data would not sufficiently constrain such flux estimates, i.e.
quite different flux patterns would lead to almost the same
value of χ2

c (Kaminski and Heimann, 2001). Within the
Bayesian framework, this can partially be remedied by taking

into account so-called a-priori information about the fluxes
from other sources of information, such as independent mea-
surements, model simulations, or process understanding. In
contrast to the case above where any flux value has the same
a-priori probability, the a-priori probability distribution of the
fluxes is now specified as a Gaussian around the best-guess
valuesf pri to be specified later. The deviations fromf pri are
further structured by introducing a simple linear flux model
of the form

f = f pri + Fδs (5)

In this way, the deviation of the flux vectorf aroundf pri
is decomposed into a series of spatio-temporal flux patterns,
which are determined by the columns of the matrixF. These

www.atmos-chem-phys.org/acp/3/1919/ Atmos. Chem. Phys., 3, 1919–1964, 2003
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Fig. 1. Locationof theatmosphericmeasurementsitesusedin the
inversion(cf. Table2). Thedifferentsymbolsgroupthe sitesinto
setswith differentlylong records(seeTable3 andFig. 2).
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Fig. 1. Location of the atmospheric measurement sites used in the inversion (cf. Table 2). The different symbols group the sites into sets with
differently long records (see Table 3 and Fig. 2).

patterns represent unit tracer pulses emitted from certain geo-
graphical areas during certain time intervals (the particular
choices will be specified in Sect. 2.2.4 below). The elements
of the vectorδs are then the relative source strengths (or rel-
ative sink strengths, respectively, if negative) that determine
the magnitude of these pulses in the total surface fluxf .
The parameters to be adjusted by the inversion are now these
source strengthsδs, rather than all the elements off . The
flux model thus reduces the number of degrees of freedom
of the inversion (i.e., it plays the role of a pre-conditioning).
It structures the covariance matrix of the fluxes, according to
the relation

Qf = FQsFT (6)

whereQs is the covariance matrix of the source strengths.
This means that the spatial and temporal scales of coherent
behaviour of the inversion are determined by the extension of
the pulses in space and time (as described by the columns of
F) as well as by any correlations among the source strengths
(off-diagonal elements inQs). Therefore, the specification
of F andQs below reflects assumptions on the processes re-
sponsible for the fluxes being estimated. In this way, process
understanding can, to some extent, be incorporated into the
inversion results.

Now, the combination of transport and flux models gives

cmod = (Af pri + ac0,pri) + Mδx (7)

with the extended model matrix

M = (AF, a) (8)

and the extended parameter vector

δx =

(
δs

δc0

)
(9)

whose covariance matrix is

Qx =

(
Qs 0
0 σ 2

c0

)
(10)

To include the a-priori information, the cost function is mod-
ified to (Tarantola, 1987)

χ2
= δcTQ−1

c δc + δxTQ−1
x,priδx (11)

This cost function is minimal at the parameter values

δxpost = (MTQ−1
c M + Q−1

x,pri)
−1MTQ−1

c

×(cmeas− Af pri − ac0,pri) (12)

The matrix inverses are solved by singular value decomposi-
tion2. Then, the flux estimates (“a-posteriori fluxes”) are cal-
culated by inserting the source strengths contained inδxpost
into the flux model, Eq. (5).

2The matrixM̃ = Q−1/2
c MQ1/2

x,pri is decomposed by SVD into
a matrix product

M̃ = U[λ]VT

with UTU = 1, VTV = 1, VVT
= 1, and a diagonal matrix[λ] of

the singular values (Press et al., 1992). Then, Eq. (12) becomes

δxpost = Q1/2
x,priV

[
λ/(λ2

+ 1)
]

UTQ−1/2
c

×(cmeas− Af pri − ac0,pri)

Atmos. Chem. Phys., 3, 1919–1964, 2003 www.atmos-chem-phys.org/acp/3/1919/
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2.2 Specification of the inversion set-up

2.2.1 CO2 concentration data

The present study is based on flask data of NOAA/CMDL’s
sampling network (update of Conway et al., 1994). For
codes, names, and locations of the sites see Table 2 and
Fig. 1. Figure 2 (left part) indicates the number of mea-
surements per month. As can be seen, the number of active
sites has continuously increased during our period of interest
(1982/01–2000/12) by roughly a factor of 4. Unlike previ-
ous inversion studies, only those parts of the data records
that are homogeneous in time are used, allowing data gaps
no longer than two months duration (a few exceptions were
made, mainly for PSA, SEY, and TDF to be able to retain
these important sampling locations, see Fig. 2). As demon-
strated in Sect. 3, this requirement avoids spurious trends in-
troduced otherwise by the changes in the sampling network
in time. In order to exploit nevertheless as much data as pos-
sible, 5 different inversion runs are performed, with succes-
sively larger sampling networks but correspondingly shorter
target periods3 (Table 3). The concentration data of the in-
dividual measurements are used directly, i.e. without any
previous curve-fitting, smoothing, or gap-filling (Rödenbeck
et al., 2003). Values flagged by NOAA/CMDL as invalid
(hard flag) were omitted from the records. Measurements
(typically one pair of flasks per week, Fig. 2) are then av-
eraged into monthly values, which form the elements of the
measurement vectorcmeas. A very small number of monthly
values is discarded as “obvious outliers” based on manual
judgement4.

The use of data from only one measurement institution
limits the maximal number of available sites. However,

In the present case, the number of parameters and therefore the
number of singular vectors is large. In order to speed up the cal-
culation, a short tail (approx. 14%) of the set of singular vectors is
omitted from the matrix multiplications. The spectrum of singular
values exhibits a bend there, such that the tail has very small singu-
lar values. They do not significantly change the result.

3The periods of the inversion calculations are actually longer
than the target periods presented as valid results. An initial 2 years
spin-up period is applied to ensure a consistent three-dimensional
implied initial concentration field. Likewise, the final year of the
calculations is discarded as well to ensure that every flux value is
constrained by at least 1 year of measurements. It was tested ex-
plicitly that the presented time span is not appreciably influenced
by edge effects.

4Values are considered “obvious outliers” if their difference
from the mean seasonal cycle is comparable with the seasonal cy-
cle amplitude and if they cause an unusually large flux deviation in
a single month. If, however, the concentrations modelled from the
a-priori fluxes show an anomaly of similar kind, the event is con-
sidered transport-related and retained. The judgement of “obvious
outliers” often coincides with NOAA/CMDL’s soft flags, but softly
flagged values are much more frequent, and most of them are con-
sidered valid here.

it ensures maximal consistency among the measurements
(Masarie et al., 2001). NOAA/CMDL publically provides
unfiltered observational data which are necessary for the ap-
proach chosen here. It should also be kept in mind that, in
view of record homogeneity, sites that came into operation
only during recent years could not be included in the runs
with the longer target periods anyway, notwithstanding their
high value for future inversions.

2.2.2 Atmospheric transport

The transport matrixA is calculated by the global off-line
atmospheric transport model TM3 (Heimann, 1996) with a
spatial resolution of approximately 4◦ latitude×5◦ longitude
×19 vertical levels. The model is driven by meteorologi-
cal fields derived from the NCEP reanalysis (Kalnay et al.,
1996) that covers all our target period in a consistent man-
ner. The meteorological input varies interannually according
to the true year of simulation (R̈odenbeck et al., 2003). Con-
centration values are picked from the model grid box that
contains the respective site. Modelled monthly mean con-
centrations are calculated by averaging over “samples” that
represent the concentrations at the same time instants as the
real flask measurements were taken (Rödenbeck et al., 2003).
To calculate the matrixA in a computationally efficient way,
an “adjoint” of the transport model (generated with the help
of the TAMC software, Giering and Kaminski, 1998) was
used5.

2.2.3 Concentration uncertainty

As stated in Eq. (3), the concentration uncertainty is a
quadratic sum of measurement uncertainty and model uncer-
tainty.

The ±1σ intervals of the measured monthly mean con-
centrations were set to 0.4 ppm/

√
n (based on maximally al-

lowed flask pair difference of 0.5 ppm (Conway et al., 1994)
and intercomparison differences of 0.2 ppm (Masarie et al.,
2001)) wheren is the number of data values (single flasks)
per month (with a maximum cut-off atn=8). Any error cor-
relations are neglected.

As a proxy of the model error,±1σ intervals were related
to spatial and temporal gradients at the location of the indi-
vidual sites6. Though not being more than a rough proxy,
this procedure attempts to take into account that, given the

5Due to the high number of elements inf (containing fluxes
at the spatial resolution of the model), the row-wise calculation by
the adjoint is more efficient than the column-wise calculation by the
forward model.

The sensitivities of the monthly concentrations to the monthly
fluxes up to 3 years back in time were explicitly calculated by the
adjoint transport model. The preceding period was approximated
by exponential decay (time constant: 3.5 years) towards uniform
sensitivity.

6Values were obtained from a forward model run based on the
a-priori fluxes. For each site, we formed time series of the standard

www.atmos-chem-phys.org/acp/3/1919/ Atmos. Chem. Phys., 3, 1919–1964, 2003
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Table 2. Sites measuring CO2 concentrations that were used in the inversion. The symbols refer to Fig. 1
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Table 2. Sitesmeasuringg�h�i concentrationsthatwereusedin the
inversion.Thesymbolsreferto Fig. 1.

Code Name Latitude Longitude Height
(j ) (j ) (m a.s.l.)k

ASC AscensionIsland -7.92 -14.42 54k
BRW Barrow, Alaska 71.32 -156.60 11k
GMI Guam,MarianaIsland 13.43 144.78 2k
KEY Key Biscayne,Florida 25.67 -80.20 3k
KUM CapeKumukahi,Hawaii 19.52 -154.82 3k
MLO MaunaLoa,Hawaii 19.53 -155.58 3397k
NWR Niwot Ridge 40.05 -105.58 3475k
PSA PalmerStation,Antarctica -64.92 -64.00 10k
SMO Tutuila,AmericanSamoa -14.25 -170.57 42k
SPO SouthPole -89.98 -24.80 2810k
STM Station‘M’ 66.00 2.00 7l
ALT Alert 82.45 -62.52 210l
CGO CapeGrim, Tasmania -40.68 144.68 94l
MID SandIsland,Midway 28.22 -177.37 4l
SEY MaheIsland,Seychelles -4.67 55.17 3l
SHM ShemyaIsland,Alaska 52.72 174.10 40m BME St.David’sHead,Bermuda 32.37 -64.65 30m BMW Southhampton,Bermuda 32.27 -64.88 30m RPB RaggedPoint,Barbados 13.17 -59.43 3n
BAL Baltic Sea,Poland 55.50 16.67 7n
HUN Hegyhatsal,Hungary 46.95 16.65 344n
ICE Heimaey, Iceland 63.25 -20.15 100n
IZO Izaña,Tenerife 28.30 -16.48 2360n
MHD MaceHead,Ireland 53.33 -9.90 25n
TAP Tae-ahnPeninsula,Korea 36.73 126.13 20n
UUM UlaanUul, Mongolia 44.45 111.10 914o
ASK Assekrem,Algeria 23.18 5.42 2728o
AZR TerceiraIsland,Azores 38.75 -27.08 30o
BSC BlackSea,Constanta,Romania 44.17 28.68 3o
EIC EasterIsland -29.15 -109.43 50o
HBA Halley Bay, Antarctica -75.67 -25.50 10o
LEF ParkFalls,Wisconsin 45.93 -90.27 868o
TDF TierradelFuego -54.87 -68.48 20o
UTA Wendover, Utah 39.90 -113.72 1320o
ZEP Zeppelin,Spitsbergen 78.90 11.88 474
CBA ColdBay, Alaska 55.20 -162.72 25
CHR ChristmasIsland 1.70 -157.17 3
CMO CapeMeares,Oregon 45.48 -123.97 30
CRZ Crozet -46.45 51.85 120
ITN Grifton, NorthCarolina 35.35 -77.38 505
MBC Mould Bay, Canada 76.25 -119.35 58
WLG Mt. Waliguan,China 36.27 100.92 3810

www.atmos-chem-phys.org/0000/0001/ Atmos.Chem.Phys.,0000,0001–59,2003

deviations of the 16 concentration values simulated at every 2 con-
secutive model time steps (40 min) for the 8 grid boxes that surround
the site’s location. The model error was then taken as the daytime
mean of these standard deviations, calculated separately for each of
the 12 month of the seasonal cycle (i.e. the model error varies sea-

sonally, but not interannually). To partially respect the fact that the
inversion assumes unbiased random errors while part of the unreal-
ism of the model is certainly systematic, we did not divide by

√
n as

in the case of the measurement uncertainty (as would be appropriate
for fully correlated errors).

Atmos. Chem. Phys., 3, 1919–1964, 2003 www.atmos-chem-phys.org/acp/3/1919/
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Fig. 2. Left: Availability of ò*ó
ô concentrationdataat the individ-
ual sites(numberof valid flasks). Right: Rangeof uncertaintyin-
tervals(comprisingbothmeasurementuncertaintyandmodelerror,
thelatterby far beingthelargestcomponent)usedin theinversion.
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Fig. 2. Left: Availability of CO2 concentration data at the individual sites (number of valid flasks). Right: Range of uncertainty intervals
(comprising both measurement uncertainty and model error, the latter by far being the largest component) used in the inversion.

finite resolution of the model grid, the concentration field at
any particular site will be the less accurately represented the
more heterogeneous its environment is. It generally leads to
higher uncertainties for continental sites, which, in addition,
are expected to be particularly affected by other errors, such
as the hard-to-model vertical mixing processes7. Any error

7An alternative specification of model uncertainties (set-up (g))
was based on the spread within an ensemble of simulations by 12
different transport models (or model variants), that were performed
in the TransCom3 (level 2) project (update of Gurney et al., 2002).

correlations are neglected.

The resulting ranges of total concentration uncertainties
for each site are given in the right part of Fig. 2 and in Table 6.
The model error is by far the largest component therein.

Separately for each month, the inter-model standard deviation of the
concentration responses to the a-priori fluxes of the TransCom3 set-
up were used. This leads to slightly larger uncertainty intervals at
many remote oceanic sites, and very similar ones at most continen-
tal sites, compared to the uncertainty intervals used in the standard
case here.
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Fig. 3. Spatialpatternof øaùTúüû ý@þaþ shapingthoseflux adjustmentsof
theinversionthatreferto theterrestrialbiosphere.Theexactmean-
ing is explainedin Sect.2.2.4.Thechosenpatternis proportionalto
anestimateof annualNPP.
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Fig. 3. Spatial pattern off sh,neeshaping those flux adjustments of the inversion that refer to the terrestrial biosphere. The exact meaning is
explained in Sect. 2.2.4. The chosen pattern is proportional to an estimate of annual NPP.

Table 3. Specification of the different inversion runs. In the text,
they are referred to by their respective number of sites
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Table 3. Specificationof the different inversionruns. In the text,
they arereferredto by their respective numberof sites

# of sites Samplingsetsused Targetperiod

11 s 01/1982–12/2000
16 s +t 01/1986–12/2000
19 s +t +u 01/1990–12/2000
26 s +t +u +v 01/1993–12/2000
35 s +t +u +v +w 01/1996–12/2000
42 s +t +u +v +w + (inhomogeneous)

Atmos.Chem.Phys.,0000,0001–59,2003 www.atmos-chem-phys.org/0000/0001/

2.2.4 A-priori information

A-priori information comprises the flux model (f pri, F) and
the covariances of the source strength parameters (Qs).
Three processes are taken into account:

– Anthropogenic emissions from fossil fuel burning and
cement manufacturing,

– net ecosystem exchange (NEE) of the terrestrial bio-
sphere, and

– ocean-atmosphere carbon exchange.

Correspondingly, the best-guess a-priori flux has three
components,

f pri = f pri,ff + f pri,nee+ f pri,oc (13)

the choices for which are listed in Table 4. Except for the
rising fossil fuel component,f pri has no year-to-year vari-
ability, in order that the interannual variability of the result-
ing flux estimates be dominated by that of the atmospheric
concentration signal.

The deviation term of the flux model is split into indepen-
dent parts referring to NEE and ocean exchange, respectively,

Fδs = (Fnee, Foc)

(
δsnee
δsoc

)
(14)

while any fossil-fuel correction term is omitted (see remark
below). All columns ofFnee, describing tracer pulses that
are thought to be associated with terrestrial NEE, are set
elementwise proportional to a fixed spatio-temporal pattern
(shape)f sh,nee,

Fnee= [f sh,nee]Gnee (15)

(the square brackets denote the diagonal matrix formed out
of the argument vector). In this formulation, the spatio-
temporal extents of the individual NEE pulses are determined
by the columns ofGnee(values between 0 and 1 to be defined
in the next paragraph), while the common fixed factorf sh,nee
sets both the internal structure within the areas/durations of
the pulses, as well as a weighting among them (see below).
Spatially, this patternf sh,nee is taken proportional to annual
net primary productivity (NPP) (see Table 4), in order that the
inversion preferentially adjusts fluxes in locations with high
vegetation activity (as opposed, e.g. to deserts). As seen in
Fig. 3, this leads to relatively high per-area uncertainties in
the tropics8. For the tracer pulses associated with ocean ex-
change, the corresponding shapef sh,oc is chosen spatially
flat (i.e., proportional to water area in the grid cell). Tempo-
rally, bothf sh,nee andf sh,oc are constant. To avoid errors
in the land/ocean partitioning arising at coastal grid cells,
NEE and ocean shapes partially overlap, such that mixed
land/water pixels are proportionally assigned to both an NEE
and an ocean tracer pulse.

8In sensitivity set-up (c), a flat NEE shapef sh,nee(i.e. propor-
tional to land area) is used.
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Table 4. Summary and references for the a-priori fluxes, and the elements of the flux model, chosen in the standard inversion set-up

Fossil fuel Land biosphere NEE Ocean

Interannual? yes no no

Seasonal? no yes yes

Flux Yearly totals according to
global statistics from the
EDGAR data base (Olivier et
al. , 2001).
Geographical distribution ac-
cording to EDGAR’s emission
fields for 1990 or 1995, respec-
tively, with linear interpolation
in between.

Mean seasonal cycle of NEE
over 1980–1992 as estimated
by a simulation with the LPJ
biosphere model (Sitch et al.,
2000).

Large-scale long-term fluxes
as estimated by an inversion
based on ocean carbon data
(Gloor et al., 2003). Small-
scale spatial patterns and sea-
sonal cycle proportional to the
exchange fluxes by Takahashi
et al. (1999) based on CO2 par-
tial pressure difference across
the air-sea interface and a gas
exchange coefficient depend-
ing quadratically on mean wind
speed (Wanninkhof, 1992).

Global uncertainty 0.37 PgC/yr (corresponding to
6% relative uncertainty, IPCC
(2001)) with respect to a 10
year average.

0.85 PgC/yr (standard deviation
between the 4 terrestrial bio-
sphere models that took part in
the CCMLP intercomparison,
McGuire et al. (2001)) with re-
spect to a 10 year average.

0.5 PgC/yr (IPCC, 2001) with
respect to a 4 year average.

Flux model shape -/- Proportional to the long-term
mean (1980–1992) of NPP as
modelled by LPJ. No seasonal
or interannual dependence.

No structure in space or time
(proportional to grid cell area
and time interval).

Spatial correlation scale 1R ≈ 6375 km scale 0.2R ≈ 1275 km scale 0.3R ≈ 1912 km

To construct the columns ofGneeandGoc, the spatial and
temporal extents of the tracer pulses in the flux model need
to be defined. Traditionally, the earth surface is divided into
a set of regions (typically 22 to 80), and the time axis into
monthly intervals; the pulses emitted from any such region in
any month are considered independent9. In the standard set-
up used here, the time step is kept at one month, but the earth
surface is tiled into a regular grid of boxes (approximately
8◦ latitude×10◦ longitude, resulting in 730 regions10). This
step from large regions to grid boxes is an analogue to the
step from estimating yearly fluxes with a pre-assumed sea-
sonal cycle to estimating monthly fluxes: As the explicit res-
olution of the seasonal cycle avoids the seasonal rectification

9In sensitivity set-up (b), such a region definition with indepen-
dent pulses from 39 regions is used.

10The choice of grid box size represents a compromise between
an as high as possible resolution of the flux space and computational
limits in the resulting number of adjustable parameters in the inver-
sion. Near the poles, boxes are partially joined into larger boxes.
Corresponding to the overlap off sh,nee andf sh,oc at the coasts,
there is also overlap of boxes beyond the land/ocean interface.

bias (Peylin et al., 2002), the high spatial resolution avoids
a corresponding bias (Kaminski et al., 2001) that could be
called “spatial rectification bias”.

On the other hand, the resulting large number of param-
eters inδs is highly underconstrained by the inversion. To
compensate for this, a-priori correlations among the param-
eters are introduced. Exponentially decaying spatial corre-
lations with a length scale of 1275 km (NEE) or 1912 km
(ocean) were chosen (corresponding to 0.2 or 0.3 Earth
radii)11. There is no cross-correlation assumed between NEE

11The chosen spatial scales of correlation are based on statistical
analyses of the results of the model intercomparisons CCMLP [ter-
restrial biosphere] and OCMIP-2 [oceans], respectively. An expo-
nential decay function was fitted to the sum of all individual auto-
correlation functions and all cross-correlation functions of the re-
spective group of models. The resulting average spatial scale at
which the models are correlated is taken as a proxy of the corre-
lation length of our prior uncertainties. This assumes that ranges
of model results reflect real uncertainties. This is unlikely to be
true, but considered a reasonable first order approximation lacking
a more appropriate measure.
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1928 C. R̈odenbeck et al.: CO2 flux history 1982–2001

Table 5. Specification of the set-up changes taken for the individual
sensitivity inversions. For details see Sect. 2.2. The last column
gives normalized a-posteriori concentration mismatch per degree of
freedom, as a measure how well the concentration data were fitted
(35 sites case)

Code Specification χ2
c /n

– (standard set up) 0.82
(a) A-priori ocean-atmosphere exchange flux according to Taka-

hashi et al. (1999) in place of Gloor et al. (2003).
0.81

(b) Fluxes inferred for 39 large uncorrelated inversion regions
rather than 730 spatially correlated grid scale regions.

0.98

(c) Homogeneous geographical distribution of the land flux update,
rather than in proportion to an yearly NPP estimate.

0.78

(d) A-priori correlation in time on a 2 months scale (with complete
decay after 4 months), rather than uncorrelated months.

1.32

(e) A-priori land-atmosphere exchange flux according to Churkina
and Trusilova (2002) in place of Sitch et al. (2000).

0.79

(f) Global a-priori ocean uncertainty 1 PgC/yr instead of 0.5
PgC/yr.

0.69

(g) Model uncertainties based on inter-model spread rather than on
local gradients

0.71

and ocean fluxes. More details can be found in Houweling
et al. (in preparation)12. These spatial correlations are im-
plemented by corresponding off-diagonal elements in the pa-
rameter covariance matrixQs,pri (see Eq. (6) and below). In
time, no correlations are assumed in the standard set-up13.

The a-priori covariance matrixQs,pri is, corresponding to
the flux pulses, also partitioned into NEE and ocean contri-
butions,

Qs,pri =

(
αneeQs,nee0
0 αocQs,oc

)
. (16)

Setting the diagonal elements (i.e. the variances) within each
part (Qs,nee, Qs,oc) to an equal value, would ensure that the
spatial and temporal distribution of the flux uncertainties is
proportional tof sh,nee or f sh,oc, respectively, both within
and between the areas/durations of the tracer pulses. To-
gether with the off-diagonal elements (i.e. the covariances)
defined above, both parts are independently scaled by the
factorsαnee andαoc, such that the variances of the globally

12Viewed in terms of such correlations, the large-region approach
corresponds to perfect correlation within the individual large re-
gions, i.e. the implied correlation length is then set by the region
size (Sect. 2.1).

13In sensitivity set-up (d), fluxes are correlated on a 2 months
scale. This is not implemented via off-diagonal elements inQs,pri,
but by changing the columns ofG from disjunct pulses with rect-
angular time course (on/off) to pulses with a triangular time course
(linearly increasing/decreasing) overlapping their neighbours over
2 months. By Eq. (6), this leads to Gaussian-like correlations (with
complete decay already after 4 months) in the fluxes.

integrated deviation terms match the assumed global process
uncertainties of NEE (0.85 PgC/yr with respect to a 10
year average, i.e.

√
10·0.85 PgC/yr for a yearly flux in

the absence of time correlations) and ocean exchange
(0.5 PgC/yr with respect to a 4 year average). Rationales
or references for these numbers are given in Table 4. They
lead, on average, to a higher per-area uncertainty over land.

Remark. Ideally, we would like the inversion to partition
the deviations from the a-priori fluxes among all three con-
sidered processes. NEE and ocean fluxes can, since they are
geographically separated, readily be accounted for in statisti-
cally independent deviation terms. However, the inversion
cannot be expected to distinguish between land biosphere
fluxes and fossil fuel emissions, because both are inextrica-
bly localized on land, and the CO2 data alone do not discern
fossil and non-fossil carbon. Of these two land components,
the focus of this study is the biospheric fluxes, with fossil
fuel emissions considered to be known much better a-priori.
Therefore, the fossil fuel deviations are neglected in the flux
model, taking into the bargain that any errors of the a-priori
fossil fuel fluxf pri,ff will appear as corrections to the NEE
flux. To partially account for this, the a-priori flux uncer-
tainties are artificially increased by an amount correspond-
ing to the missing fossil fuel deviation term (assumed to have
f sh,ff = f pri,ff and spatial correlations with a length scale of
6375 km [1 Earth radius]). This is done by adding a corre-
sponding contribution toQs,pri.

2.3 Quantification of errors in the estimates

In addition to the estimated fluxes, a quantitative measure
of their uncertainty is needed. On the one hand, formal er-
ror propagation provides±1σ intervals (and correlations) of
the result, contained in the a-posteriori covariance matrix
Qf ,post. It is obtained via Eq. (6) from the a-posteriori co-
variance matrix of the parameters,

Qx,post = (MTQ−1
c M + Q−1

x,pri)
−1. (17)

Thus, the specified a-priori uncertaintiesQc andQx,pri serve
two purposes: weighting among the input items in the cost
function Eq. (11), and giving a-posteriori uncertainties. The
a-posteriori error is necessarily smaller than the a-priori er-
ror, reflecting the information of the concentration data that
has been added (Tarantola, 1987).

The a-posteriori uncertainties inQf ,post describe random
errors that the inversion result inherits from the random er-
rors of the input quantities, being quantified a-priori byQc

and Qx,pri. However, since this quantification is mainly
based on proxy information, the actual error distribution is
expected to be only broadly captured. As a consequence, the
inversion directs the flux adjustments necessary to fit the data
towards those locations/periods where the largest uncertain-
ties have been specified, not necessarily where the a-priori
fluxes are most unrealistic. This is also true for the coherency
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C. Rödenbeck et al.: CO2 flux history 1982–2001 1929
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Fig. 4. (A) Atmospheric����� growth rateanomaliesasmeasured
at thesites(linearly interpolatedbetweenthesites;unitsconverted
to anequivalent ��� � flux into a well-mixedcolumn). (B) Surface
����� flux anomaliesasestimatedby the inversion. (C) As B, but
land fluxesonly. (D) As B, but oceanfluxesonly. - In all panels,
quantitiesareaveragedover longitude,anddeseasonalizedby run-
ning yearlyaveraging.Further, they aresmoothedwith a 4th order
Butterworthfilter with frequencies1/(7month)in timeandapprox-
imately1/(20� ) in latitude. Thefive sectionsin time (delimitedby
thewhite gapsin 1986,1990,1993,and1996)arebasedon11,16,
19,26,and35sites,respectively (seeTable2), whereanomaliesare
formedby subtractingtherespective time averagesof the identical
period01/1996–12/2000.Thedifferentrangesof thecolourscales
in thepanelsindicatedifferentamplitudesof theanomalies.
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Fig. 4. (A) Atmospheric CO2 growth rate anomalies as measured at the sites (linearly interpolated between the sites; units converted to an
equivalent CO2 flux into a well-mixed column).(B) Surface CO2 flux anomalies as estimated by the inversion.(C) As B, but land fluxes
only. (D) As B, but ocean fluxes only. - In all panels, quantities are averaged over longitude, and deseasonalized by running yearly averaging.
Further, they are smoothed with a 4th order Butterworth filter with frequencies 1/(7 month) in time and approximately 1/(20◦) in latitude.
The five sections in time (delimited by the white gaps in 1986, 1990, 1993, and 1996) are based on 11, 16, 19, 26, and 35 sites, respectively
(see Table 2), where anomalies are formed by subtracting the respective time averages of the identical period 01/1996–12/2000. The different
ranges of the colour scales in the panels indicate different amplitudes of the anomalies.

over certain areas/intervals (as specified by the a-priori corre-
lation structure). Also, e.g. the model errors can be expected
to be systematic (and consequently correlated) while they are
assumed random and independent. Taken together, this leads
to systematic errors (“biases”) in the estimated fluxes. Many
of the particular choices of the inversion set-up influence the
result in a systematic way.

Partly, these biases can be assessed by performing sensitiv-
ity inversions, comparing the results of several inversions for
which particular conditions are varied within a range com-
patible with contemporary understanding (the selection of
sensitivity set-ups referred to later is specified in Table 5).
Biases much smaller than the±1σ intervals (68% probabil-
ity ranges) can safely be ignored. On the other hand, if the
results of the sensitivity inversions differ by more than±1σ ,

the biases are obviously a dominant part of the uncertainty
of the estimates. Naturally, biases that do not depend on any
of the tested influences remain undetected by such a sensi-
tivity study. For this reason, random errors and biases are
not combined into a single uncertainty number here, which
would unduly pretend a complete error quantification.

3 Results

At first, what added value can be expected from inversion-
derived flux estimates, compared to a direct analysis of atmo-
spheric CO2 data? Taking the traditional zonally averaged
perspective, Fig. 4 presents anomalies of the CO2 history
over latitude and time. As the information that drives the
inversion, panel A shows the observed CO2 growth rate

www.atmos-chem-phys.org/acp/3/1919/ Atmos. Chem. Phys., 3, 1919–1964, 2003
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Fig. 5. Part I: Time seriesof the global surface ����� flux asesti-
matedby ourinversion(standardset-up).Thefossil fuel component
(asgivenby thea-priori assumption)hasbeensubtracted.Positive
valuesdenotea netsourceof non-fossilfluxesinto theatmosphere.
Fluxesaredeseasonalizedby summingover runningyearly inter-
vals. The five solid color lines correspondto inversionswith dif-
ferently largesamplingnetworks(Table3). They extendonly over
thosetimeintervalsin whichall participatingdatarecordsfulfill our
requirementof highhomogeneityin time(seeSect.2.2.1).Thegrey
curve denotesthecasewith maximal42 sites,wherethenumberof
actuallyavailablesitesstronglychangesin time. The dashedline
denotesthe a-priori flux values. The backgroundstripesin each
panelindicatea classificationof the monthsinto ‘El Niño’ (light
grey) or ‘La Niña’ (white)periods(valuesof theMOI index (Wolter
andTimlin, 1993)above or below 0.05,respectively), exceptfor a
‘Post-Pinatubo’period(darkgrayhorizontalbars).
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Fig. 5. Part I: Time series of the global surface CO2 flux as esti-
mated by our inversion (standard set-up). The fossil fuel component
(as given by the a-priori assumption) has been subtracted. Positive
values denote a net source of non-fossil fluxes into the atmosphere.
Fluxes are deseasonalized by summing over running yearly inter-
vals. The five solid color lines correspond to inversions with dif-
ferently large sampling networks (Table 3). They extend only over
those time intervals in which all participating data records fulfill our
requirement of high homogeneity in time (see Sect. 2.2.1). The grey
curve denotes the case with maximal 42 sites, where the number of
actually available sites strongly changes in time. The dashed line
denotes the a-priori flux values. The background stripes in each
panel indicate a classification of the months into “El Niño” (light
grey) or “La Niña” (white) periods (values of the MOI index (Wolter
and Timlin, 1993) above or below 0.05, respectively), except for a
“Post-Pinatubo” period (dark gray horizontal bars).

anomalies. One recognizes anomalously high concentration
increases associated with the El Niño events in 1983, 1988,
1998, and – less pronounced – 1994 (Conway et al., 1994;
Keeling et al., 1995), as well as a period of reduced increase
around 1991-1994, attributed by many authors to short-term
climatic changes following the eruption of Mt. Pinatubo in
June 1991 (Robock, 2002). Due to atmospheric mixing,
which removes intra-hemispheric concentration gradients on
a time scale of weeks to months and interhemispheric ones
on a scale of about half a year (Maiss et al., 1996), the con-
centration signal is to a large degree diffused over the entire
globe. By combining this signal with quantitative informa-

tion on atmospheric transport, the inversion undoes part of
this blurring: the resulting flux estimates (panel B) local-
ize anomalies on a finer resolution. The tropics appear now
as the main driver of the CO2 growth rate anomalies, with
the northern hemisphere mid-latitudes coming next in impor-
tance. In panels C and D, the global flux has been divided
into land and ocean contributions. As reflected in the differ-
ent ranges on the color scales, variability on land is estimated
to be approximately one order of magnitude larger than that
on the ocean. That is to say, the global CO2 anomalies are
heavily dominated by the terrestrial processes.

We present our flux estimates on a variety of spatial and
temporal scales. The different scales examined highlight dif-
ferent aspects of the result, discussed in Sects. 5 and 6 below.
However, as explored in Sect. 4, they also differ markedly in
their degree of credibility. The selection of scales, therefore,
attempts to balance between the needs to answer the posed
questions about the carbon cycle and the information that the
inversion is able to provide.

3.1 Time variation of fluxes

Figure 5 shows time series of the estimated fluxes integrated
over sets of regions tiling the globe. Fluxes have been desea-
sonalized by running annual summation, such that the tem-
poral features represent a time scale of 1 year. The figure suc-
cessively refines the spatial scale, covering the global flux to-
tal (part I), land and ocean flux totals (part II), 8 continental-
scale regions (part III), and the TransCom3 tiling (Gurney
et al., 2002, see Fig. 6) into 11 land regions (part IV) and 11
ocean regions (part V). The TransCom3 tiling is widely used,
thus facilitating the comparison of our results with inversion
estimates by other groups.

As noted above, the variability of global carbon fluxes
(Fig. 5, part I) is predominantly attributed to the land fluxes
(part II). The estimated peak-to-peak amplitude of interan-
nual variations is around 5 PgC/yr, equivalent to approxi-
mately 4% of the amount (≈120 PgC, IPCC, 2001) that is
taken up globally by the photosynthesis of the terrestrial bio-
sphere and released again by autotrophic and heterotrophic
respiration every year. The main pace of the interannual
variability on land is clearly determined by El Niño ver-
sus La Nĩna periods, the only exception being the Post-
Pinatubo period of approximately two years duration. Dur-
ing El Niño there are large fluxes from land to the atmo-
sphere, while during La Niña fluxes are directed towards
the land. The 1997/1998 El Niño event caused the by far
largest anomaly found during the two considered decades.
No longer-term trend in land-atmosphere fluxes is readily
discernible. All these estimated features of the total land flux
are completely in line with the findings of previous interan-
nual inversion studies (Rayner et al., 1999; Bousquet et al.,
2000, see Fig. 7). A good coincidence of the land total with
other inversion results is expected because of the land domi-
nance in the global flux which in turn is very well constrained
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Fig. 5. Continued.Part II: Breakupof the standardestimatesinto
land-atmosphereandocean-atmospherefluxes.
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Fig. 5. Part II: Breakup of the standard estimates into land-
atmosphere and ocean-atmosphere fluxes.

by the measurements. Interestingly, the best agreement be-
tween the three studies is found during El Niño periods.

Looking at the breakup of the land fluxes into continental-
scale regions (Fig. 5, part III), it can be seen that North
American and Eurasian fluxes differ in their variability. In
North America, fluxes vary over several-year periods, while
in Eurasia they strongly fluctuate on a shorter time-scale (1 to
2 years, especially in its temperate sub-region, see part IV).
One reason why Eurasia temperate fluxes are of a different
character compared to North America temperate fluxes may
be that several different climates influence the Eurasian tem-
perate region while climate forcing is much more homoge-
neous over temperate and boreal North America (see Sect. 5).
The ENSO signal appears to be reflected in the interannual
variability of the Eurasian fluxes (in particular through the
Eurasian Temperate sub-region [part IV] containing eastern
and southern Asia) while this signal is not present in the
North American fluxes. On the other hand, the North Ameri-
can region (particularly its temperate sub-region, see part IV)
reacted particularly strongly to the changes that occurred af-
ter the Pinatubo eruption, in contrast to Eurasia.

Large variability strongly resembling the ENSO cycle is
found in Tropical and South America as well as in Africa
(Fig. 5, part III). In Africa, we also find a sudden large de-

crease in the net flux around 1989 (located in the southern
sub-region, see part IV). We are not aware of any event that
could be related to this feature, and tend to consider it as an
artefact (see Sect. 4 below). In contrast to Tropical America
and Africa, the variability for Tropical Asia and Australia is
estimated to be modest, with a connection to ENSO being
less apparent.

The variability of the total ocean flux (Fig. 5, part II) dif-
fers more strongly than that of the land flux between the in-
dividual curves corresponding to the different sampling net-
works. This hints at limited robustness, to be discussed more
systematically in Sect. 4 below (see also the disagreement of
the ocean fluxes from the three inversion studies compared in
Fig. 7). The relatively small magnitude of interannual vari-
ability in the estimated ocean fluxes is broadly in line with
ocean model studies (Le Quéŕe et al., 2000), other atmo-
spheric inversions (e.g. Rayner et al., 1999; Bousquet et al.,
2000, see Fig. 7), and observations (e.g. Feely et al., 1999).
Excluding the large swings in the 11 sites case right after
1982, there seems to be a weak trend towards larger ocean
uptake with time. Depending on the period considered, this
trend is in broad agreement with estimates of an increase of
ocean uptake in response to rising atmospheric CO2 concen-
trations (0.1 to 0.6 PgC/yr per decade from the 1980s to the
1990s, Le Qúeŕe et al., 2003). This trend seems also to be
present in the results by Rayner et al. (1999) and Bousquet
et al. (2000) shown in Fig. 7.

Among the ocean fluxes in the three latitude bands of
Fig. 5 (part III), the Tropics exhibits the largest variability.
In the east of the tropical Pacific, ENSO related anomalies
on the order of 0.5 PgC/yr are expected (Feely et al., 1999)
which are however attributed by the inversion to a larger area
(regions North Pacific Temp. and the summed West and East
Pacific Tropics, part V).

3.2 Time-mean spatial distribution

Figure 8 presents long-term flux averages over different time
periods. From top to bottom of the figure, the spatial resolu-
tion passes through the same succession of spatial scales as
in Fig. 5. Even finer spatial scales are shown in Fig. 9 (panel
B), depicting global maps of long-term mean flux estimates
in the latest period of the inversion based on 35 sites.

Total carbon exchange of land and of ocean, respectively,
are consistent within their uncertainty ranges with the a-
priori values (Fig. 8, uppermost panel). At continental reso-
lution (middle panels), we find carbon uptake in the tropical
lands, of a surprisingly large magnitude in Tropical Amer-
ica. Uptake is also found in the northern hemisphere land
regions, especially in America. Europe (in particular in its
eastern part, see also Fig. 9) is estimated to be a strikingly
large source.

The latitudinal distribution of the ocean fluxes (Fig. 8, up-
per mid panel) show the expected pattern of outgassing in the
tropics and uptake in the extra-tropics. In the south, however,
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Fig. 5. Continued. Part III: Breakup of the estimatedland-
atmospherefluxesinto 5 ‘continents’(left andmiddlecolumn),and
theocean-atmospherefluxesinto 3 latitudinalbands(right column).
For a mapof theregionsseeFig. 6.
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Fig. 5. Part III: Breakup of the estimated land-atmosphere fluxes into 5 “continents” (left and middle column), and the ocean-atmosphere
fluxes into 3 latitudinal bands (right column). For a map of the regions see Fig. 6.

the inferred uptake is considerably smaller than the a-priori
estimate. Notable features at the regional scale (lowest panel,
especially in the 35 sites estimate) are (1) less outgassing
from the East Pacific Tropical region than expected from the
a-priori estimates of Gloor et al. (2003), our estimates being
more close to the estimates by Takahashi et al. (1999); (2) a
much larger ocean carbon uptake in the South Pacific temper-
ate region than expected from prior estimates; and (3) weak
outgassing from the Southern Ocean.

3.3 Remark: The fossil fuel component

Emissions due to fossil fuel burning are generally considered
the best-known component of the CO2 budget, and are there-
fore usually subtracted from the results in order to focus on
the less known components. We have followed this custom in
this paper as well in all figures and numbers (unless explicitly
stated otherwise). But, of course, the atmospheric CO2 level
is determined by the total flux, which is the quantity both rel-
evant to climate and driving the inversion. It thus should be
borne in mind that regions that appear in the time series, bar
plots, maps, or tables as sinks may actually be CO2 sources
(see panel C of Fig. 9 in comparison to panel B).

4 Robustness

To what extent – and on which spatial and temporal scales –
can we trust these results? This section tries to quantify the
impact of possible error sources at the different scales exam-
ined. As mentioned in Sect. 2.3, this quantification will be
based on the a-posteriori±1σ intervals (containing all un-
certainties that are accounted for a-priori) as well as a com-
parison of a range of standard and sensitivity inversions (re-
vealing unaccounted for uncertainties). These measures of
uncertainty are found in Fig. 10 (time series corresponding
to Fig. 5), Fig. 11 (long-term values corresponding to Fig. 8),
and panel (E) of Fig. 9 (long-term maps).

4.1 Error sources

4.1.1 The sampling network

The impact of the choice of sampling sites is tested by com-
parison of the five standard estimates in Fig. 5. In the over-
lapping periods, the flux estimates sometimes differ consid-
erably. It is thus apparent that the geometry of the em-
ployed sampling network can affect the flux estimates in a
systematic way. The differences between the lines show up
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Fig. 5. Part IV: Breakup of the standard flux estimates into the 11 land regions of TransCom3. For a map of the regions see Fig. 6. As an
additional information, the a-priori assumed fossil fuel component is shown here as a dash-dotted black line.

predominantly as shifts in the long-term mean, while the
timing and amplitude of flux anomalies is in rather good
agreement for most regions (Fig. 5, parts IV and V). This
is our incentive to adhere to homogeneous data records, as it
means that the bias from the geometry of the sampling net-
work (which is then nearly time-independent) does not spoil
the time dependence of the derived fluxes. As a counter-
example, Fig. 5 also includes an inversion based on all 42
sites of Table 2 ignoring any data inhomogeneity and differ-
ent record lengths. As is particularly obvious in regions like
“South Pacific Temperate”, this flux estimate “jumps” be-
tween the different network biases every time a new site kicks
in, thereby pretending trends and interannual variations that
are absent in the estimates based on homogeneous records.

Therefore, it is our view that only the estimates based on ho-
mogeneous data sets are suitable for interpretation of time
variations.

Although the shifts in the long-term mean are the most
pronounced effect, the different sampling networks also lead
to a number of changes in the time-dependence, because any
additional site can introduce additional patterns of temporal
variability. Some pronounced features of the estimated flux
history depend entirely on individual sites, the most impor-
tant examples of which are listed in Table 7. Though such
constellations do not at all mean that the concerned feature
necessarily is an artefact, one should keep in mind that they
are nevertheless more sensitive to possible problems with the
measurements and/or the model at the respective site. In
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Fig. 5. Continued.Part V: Breakupof the standardflux estimates
into the11 oceanregionsof TransCom3.For a mapof theregions
seeFig. 6.
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Fig. 5. Part V: Breakup of the standard flux estimates into the 11 ocean regions of TransCom3. For a map of the regions see Fig. 6.

contrast, many other features are seen by several sites (indi-
cated by the fact that they prevail irrespective of the removal
of any individual site; only their amplitude might change),
and may thus be considered robust. Conversely, this discus-
sion also warns us that we might be missing important tem-
poral patterns due to the lack of a sampling site in the right
place.

It is natural to trust an estimate to a greater extent if it
is based on more sites. The flux estimates based on 11
sites, for example, miss many of the patterns present in the
cases with more sites (see in particular parts IV and V of
Fig. 5). The 11 sites case is nevertheless included here to
provide a homogeneous estimate over the entire target period

(1982/01–2000/12). One should keep in mind, however, that
many of those sites that are only present in the largest sets,
may be associated with relatively large model errors (such as
continental sites, cf. Sect. 2.2.3). Thus they also introduce
a higher probability of artefacts (cf. Sect. 4.1.5 below). As
an example, see the influence of the continental site BSC14

mentioned in Table 7 and further discussed in Sect. 5.

14Although a similar situation could be expected at the nearby
sites HUN and BAL, these only have a much smaller impact on
“Europe” (compare the 26 sites case (with HUN and BAL but with-
out BSC) and the 35 sites case).
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40 C. Rödenbecket al.: +�,�- flux history1982–2001

Fig. 6. Maps of the regions over which the estimatedfluxes are
integratedto obtaindifferentpartsof Figs.5, 8, 10, and11. Upper
panel:Continentalscaleregionsusedin partsIII of thetime series
figuresandsecondpanelsof thebarfigures.Lower panel:Regions
as definedin the TransCom3project (Gurney et al., 2002), used
in partsIV and V of the time seriesfiguresand third and fourth
panelsof the bar figures. Note that neighbouringland andocean
regionsactuallyoverlapeachotherbeyond thecoastline, with the
integrationof fluxesbeingdoneoverthelandandoceancomponent,
respectively, only. Theapparentcoastlinesshown herecorrespond
to a land/watermapat theresolutionof thetransportmodel.
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Fig. 6. Maps of the regions over which the estimated fluxes are integrated to obtain different parts of Figs. 5, 8, 10, and 11. Upper panel:
Continental scale regions used in parts III of the time series figures and second panels of the bar figures. Lower panel: Regions as defined in
the TransCom3 project (Gurney et al., 2002), used in parts IV and V of the time series figures and third and fourth panels of the bar figures.
Note that neighbouring land and ocean regions actually overlap each other beyond the coast line, with the integration of fluxes being done
over the land and ocean component, respectively, only. The apparent coast lines shown here correspond to a land/water map at the resolution
of the transport model.
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Table 6. Ranges of specified concentration uncertainties, and measures of the fit between observed and simulated concentrations, by site.
Simulations were done with the fluxes (and initial concentrationc0) as estimated by the standard set-up with 35 sites (“a-posteriori”), and
with the a-priori fluxes (but the samec0 value) of the standard set-up (“a-priori”). Only the concentration values from the interval 01/1996–
12/2000 are taken into account. For definitions and a discussion, see Sect. 4.3.1. The upper part of the table lists the 35 sites included in the
inversion, while those in lower part are independent validation sites

Code Uncertainty χ2
ci

/ni Mean mismatch RMS mismatch
(ppm) (ppm) (ppm)

a-priori a-posteriori a-priori a-posteriori a-priori a-posteriori

ASC 0.43–0.73 16.84 0.06 1.63 −0.04 1.49 0.12
BRW 0.68–1.57 12.40 0.60 1.87 0.02 2.64 0.71
CGO 0.66–0.92 4.64 0.07 1.38 0.00 0.90 0.20
GMI 0.47–0.70 29.43 0.06 2.24 −0.01 1.81 0.13
KEY 0.77–1.36 7.09 0.84 1.27 −0.37 2.24 0.81
KUM 0.46–0.69 19.87 0.37 1.70 −0.10 1.87 0.33
MLO 0.47–0.72 18.54 0.64 2.04 0.01 1.54 0.48
NWR 0.85–1.34 14.43 0.53 2.41 0.07 3.02 0.74
PSA 0.45–0.65 4.37 0.06 0.73 −0.06 0.81 0.11
SMO 0.41–0.73 22.03 0.03 2.17 −0.04 0.76 0.08
SPO 0.38–0.54 9.98 0.11 1.01 −0.11 0.82 0.08
STM 0.90–1.46 6.41 0.53 1.72 0.28 2.12 0.73
ALT 0.67–0.94 11.92 0.29 1.88 0.13 2.16 0.43
BME 0.63–0.84 18.70 0.46 2.42 0.17 2.37 0.50
BMW 0.63–0.87 18.16 0.51 2.29 0.13 2.47 0.55
MID 0.50–0.72 22.71 0.22 2.00 0.07 2.12 0.28
RPB 0.49–0.68 19.76 0.09 1.95 −0.00 1.57 0.16
SEY 0.40–0.87 15.29 0.07 1.87 −0.01 0.85 0.14
SHM 0.62–1.43 10.91 0.29 1.52 −0.04 2.15 0.43
ASK 0.51–0.81 26.14 0.81 2.53 0.33 2.13 0.48
AZR 0.61–1.17 12.79 0.71 1.92 0.05 2.01 0.65
BAL 1.09–2.38 4.98 1.19 0.83 −0.26 3.24 1.62
BSC 1.17–2.13 16.03 6.18 −2.48 −2.50 5.37 2.70
EIC 0.40–0.57 43.34 0.34 2.89 0.21 1.07 0.17
HBA 0.38–0.56 11.08 0.02 1.15 0.05 0.78 0.04
HUN 1.11–2.38 16.14 1.27 2.21 0.43 5.70 1.66
ICE 0.75–1.07 12.95 1.34 1.52 −0.14 2.73 1.00
IZO 0.62–0.94 12.87 0.69 1.81 −0.33 1.84 0.50
LEF 1.02–1.64 14.09 1.50 0.80 −0.36 4.48 1.44
MHD 0.91–1.46 6.28 0.81 1.53 −0.27 2.49 1.01
TAP 0.94–1.87 10.65 1.02 0.45 −0.29 3.78 1.14
TDF 0.63–1.16 4.24 0.27 0.91 0.02 1.39 0.42
UTA 1.07–1.51 13.12 0.57 2.88 0.27 3.56 0.92
UUM 0.88–1.50 9.27 0.63 2.26 0.20 2.54 0.86
ZEP 0.77–1.10 10.05 0.63 1.50 0.01 2.37 0.71

CHR 0.40–0.62 25.23 3.05 2.26 −0.20 1.05 0.84
CRZ 0.44–0.65 7.49 0.72 1.00 −0.02 0.90 0.42
WLG 0.89–1.55 8.24 6.66 2.21 −0.62 1.96 2.58
ITN 0.99–1.65 10.16 7.34 −0.08 −1.65 4.20 3.16
CBA 0.68–1.49 4.60 8.07 0.09 −1.65 1.81 1.75
CMO 1.06–1.57 6.09 3.99 0.45 −1.09 3.34 2.50
MBC 0.63–0.95 9.33 0.54 1.02 −0.04 1.94 0.52
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C. Rödenbeck et al.: CO2 flux history 1982–2001 1937
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Fig. 7. Comparisonof land-atmosphereand ocean-atmosphere
fluxes,aswell astheir sum,asestimatedby Rayneret al. (1999),
Bousquetet al. (2000),andthepresentstudy. All curvesrepresent
runningyearlysumsof monthlyestimates.
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Fig. 7. Comparison of land-atmosphere and ocean-atmosphere
fluxes, as well as their sum, as estimated by Rayner et al. (1999),
Bousquet et al. (2000), and the present study. All curves represent
running yearly sums of monthly estimates.

Therefore, we use the differences between the estimates
based on 16, 19, 26, and 35 sites as a measure of the errors to
be expected from the sampling network bias. Additionally,

Table 7. Important examples of features that entirely depend on in-
dividual sites, disappearing as soon as that site is removed from the
set. Smaller features or smaller time-mean shifts, as well as changes
in amplitude of temporal features (indicating that these features are
also supported by other sites), are not listed here. Implications for
the robustness of these features are discussed in Sect. 4.1.1

Site Feature

ASC Drop by≈ 1PgC/yr in 1989 in “Southern Africa” (Fig. 5, part IV)
GMI Sharp increase in 1985 and sharp decrease in 1992 in “West Pacific

Tropics” and “North Pacific Tropics” (Fig. 5, part V)
and, consequently, the ocean total (part II)

KEY Large increases in “American Boreal”, “American Temp.” end of 2001,
corresponding decreases in “Eurasian Boreal”, “Eurasian Temperate”,
and “Europe” (Fig. 5, part IV)

SMO Long-term trends and time-mean values in “South American Trop.”
(Fig. 5, part IV) and many ocean regions (part V)

SEY almost all time variability in “Indian Tropical Ocean” and “S Indian Temp.
Ocean” (Fig. 5, part V; see case of 11 sites that does not contain
SEY), similarly in “Tropical Asia” (part IV)

BME negative peaks in “North American Bor.” and “North American Temp.”
around 1993

BSC long-term fluxes: large outgassing in “Europe” (35 sites case in
Figs. 5 [part IV], 8, 9)

EIC long-term fluxes: large uptake in “South Pacific Temp.” (35 sites case in
Figs. 5 [part V], 8, 9)

HBA long-term fluxes: shifts between “South American Temp.”, “South Atlantic
Temp.”, and “Southern Ocean” (35 sites case in Figs. 5 [parts IV and V])

the difference to the inhomogeneous inversion result based
on 42 sites indicates the potential impact of those sites that
were not included otherwise due to record inhomogeneities
(cmp. Sect. 4.3.1). Attention should be payed to the features
mentioned in Table 7.

4.1.2 Unavoidable data gaps

In the selection of sites with sufficiently homogeneous
records, small data gaps were permitted (Sect. 2.2.1). This
reflects an attempt to balance the requirements of homogene-
ity and of a larger number of sites, given that the records of
nearly all sites inevitably have at least occasional small gaps
and varying measurement densities (Fig. 2). Since a data
gap effectively means a change in the sampling network for
one or a few months, it potentially leads to substantial artifi-
cial excursions on a monthly time scale (compare sampling
network bias above). Note that, for example, since the In-
dian Tropical and Temperate Oceans are predominantly de-
termined by the site SEY (Table 7) which was used despite
the presence of some longer data gaps, these regions are par-
ticularly prone to problems of this type.

The average impact of data gaps can be quantified by a
bootstrap test (Conway et al., 1994). In the inversion set-up

www.atmos-chem-phys.org/acp/3/1919/ Atmos. Chem. Phys., 3, 1919–1964, 2003
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Fig. 8. Long-termaveragesof yearly fluxesfrom the standardin-
version.Differentbarwidths/signaturesreferto differentaveraging
periods(‘Eighties’, ‘Nineties’, and‘Late nineties’),while different
coloursreferto thedifferentruns(basedon 11,19,26,or 35 sites).
From the top to the bottompanel,the spatialscaleof integration
is moreandmorerefined,asfor partsI throughV of Fig. 5. The
lengthsof thebarsgive thea-posteriori=?>A@ intervals(with respect
to theaverages).Thebest-guessvaluesthemselvesarehighlighted
ascentralwhite lines.
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Fig. 8. Long-term averages of yearly fluxes from the standard inversion. Different bar widths/signatures refer to different averaging periods
(“Eighties”, “Nineties”, and “Late nineties”), while different colours refer to the different runs (based on 11, 19, 26, or 35 sites). From the
top to the bottom panel, the spatial scale of integration is more and more refined, as for parts I through V of Fig. 5. The lengths of the bars
give the a-posteriori±1σ intervals (with respect to the averages). The best-guess values themselves are highlighted as central white lines.
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Fig. 9. Meanflux estimates(07/1995–06/2000)asglobalmaps.(A)
A-priori flux field (without fossil fuel component).(B) A-posteriori
flux field estimatedusing35 sites(without fossil fuel component).
(C) Total a-posterioriflux field, including fossil fuel emissions.
Fluxes are shown at the resolutionof the transportmodel (aboutEGF

latitude HJI F longitude). The continentaloutlinesseparatethe
landandoceanfluxesthataretreatedasseparatecomponentsin the
calculation(notethatthesecomponentsactuallyoverlapat thecoast
line). Theresolutionof thecoastline reflectsthespatialresolution
( K E F

latitude HJI F longitude)of thetransportmodel.
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Fig. 9. Mean flux estimates (07/1995–06/2000) as global maps.(A) A-priori flux field (without fossil fuel component).(B) A-posteriori flux
field estimated using 35 sites (without fossil fuel component).(C) Total a-posteriori flux field, including fossil fuel emissions. Fluxes are
shown at the resolution of the transport model (about 4◦ latitude×5◦ longitude). The continental outlines separate the land and ocean fluxes
that are treated as separate components in the calculation (note that these components actually overlap at the coast line). The resolution of
the coast line reflects the spatial resolution (≈4◦ latitude×5◦ longitude) of the transport model.
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Fig. 9. Continued. (D) ‘Inversion update’ (deviation of the a-
posterioriflux from thea-priori flux). (E) A-posterioriuncertaintyOQPSRUTWV . (F) Reductionin uncertaintyXZY�[ OQPSRUTWVZ\]OQPA^W_W` .
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Fig. 9. (D) “Inversion update” (deviation of the a-posteriori flux from the a-priori flux).(E) A-posteriori uncertaintyσpost. (F) Reduction in
uncertainty(1 − σpost/σpri).
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Fig. 10. Part I: Measures of uncertainty of the flux estimates: (1)
The±1σ intervals of the standard inversion result are depicted as
width of the gray shading around the standard flux estimate. They
are always smaller than the±1σ intervals of the prior fluxes denoted
as error bars. (2) Comparison of the results of the standard inversion
with sensitivity set-ups from Table 5. Conventions correspond to
Fig. 5. The four sections in time show runs with increasing number
of sites (11, 16, 26, or 35, respectively).

of Rödenbeck et al. (2003), which is similar to set-up (b) in
this study, such a test was done by forming an ensemble of
20 inversion runs using random selections of only 85% of the
available monthly concentration values. The standard devia-
tion of flux estimates across the ensemble was found to be up
to about half the respective a-posteriori uncertainty interval.
We conclude that remaining small data gaps permitted here
are, overall, not a dominant error source.

Potentially, the impact of gaps might be reduced by in-
troducing a-priori time correlations of a comparable scale
(in addition to the space correlations), as tested in sensitiv-
ity set-up (d). Fig. 10 shows that differences are well in the
range of other uncertainties. Note also that, since month-to-
month variability has now been partly suppressed, the inver-
sion seeks the fit to the data by increased space and year-to-
year variability.
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Fig. 10. Part II: Measures of uncertainty for the breakup into land-
atmosphere and ocean-atmosphere fluxes.

4.1.3 Measurement errors

Random errors of the observed concentrations are accounted
for in the a-posteriori±1σ intervals. Systematic errors in
the concentration data (e.g. long-term trends of measurement
standards, or changes in sampling procedures) are eliminated
as far as possible by extensive calibration procedures by the
measuring institution (Conway et al., 1994; Masarie et al.,
2001). On the part of the inversion, there is no possibility to
either detect or correct remaining systematic influences.

4.1.4 Atmospheric chemistry

Some systematic error is also introduced by the fact that the
calculation is based on direct atmospheric CO2 data only,
while the atmosphere also receives carbon as CO from, e.g.,
fossil fuel and biomass burning, and also from the land bio-
sphere via short-lived volatile organic carbon (VOC) species.
These non-CO2 carbon species are – while being transported
– finally also converted into CO2 (on a time scale of weeks to
months). Therefore, in our view, surface emissions of these
species should be estimated as part of the surface CO2 flux.

However, since this non-CO2 carbon does not contribute to
the CO2 concentrations measured in the vicinity of its source,
while later – at a different sampling location – it does, this

www.atmos-chem-phys.org/acp/3/1919/ Atmos. Chem. Phys., 3, 1919–1964, 2003
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continentaland3 oceanicregions.
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Fig. 10. Part III: Measures of uncertainty for the breakup into 5 continental and 3 oceanic regions.

can potentially lead to spatial and temporal misattribution of
sources and sinks (too small land-to-atmosphere fluxes es-
timated in regions with biospheric non-CO2 carbon emis-
sions). Additionally and more importantly, as the a-priori
fossil fuel CO2 emission field contains a component actually
emitted as CO, estimated residual land-to-atmosphere fluxes
(i.e. estimates after the subtraction of the fossil fuel flux) are
too small in places with high fossil emissions.

From atmospheric inversions of CO (Petron et al., 2002;
Bergamaschi et al., 2000; Holloway et al., 2000), a global
total source on the order of 0.8 PgC/yr may be assumed (ex-
cluding the long-lived, well-mixed CH4 pathway). As this
number sets a maximum for the sum of local misattributions,
we can expect errors on a regional scale of up to some tenths
of a PgC/yr.

4.1.5 Transport model

As for the measurement uncertainty, a quantification of part
of the model errors is contained in the a-posteriori flux un-
certainties. Again, however, this assumes random (and Gaus-
sian) errors, while the transport model is expected to also
misrepresent the concentration field systematically (e.g. off-
sets, too strong or too weak tracer dilution due to wrong mix-

ing strength, missing temporal or spatial variability). Un-
fortunately, these biases cannot be assessed on the basis of
the material available here. One possibility is to perform in-
versions with different transport models. Such an intercom-
parison was conducted by Gurney et al. (2002) for a sim-
ilar (but non-interannual) inversion. They found model-to-
model differences on the order of±0.5 PgC/yr for estimates
of 5 year flux averages in TransCom3 land regions. This
model spread ranged between approximately 0.5 to 1 times
the mean a-posteriori uncertainty of these inversions. The
transport model used here also took part in that intercompar-
ison, giving flux estimates that differed from the inter-model
mean by about 0.46 times the inter-model standard deviation.
Unfortunately, the spread revealed in such an intercompari-
son study gives no indication of the difference between a par-
ticular model and reality. In particular, problems common to
all contemporary models will remain undetected. This con-
cerns, for example, drifts of the meteorological fields driving
the transport models (e.g. due to changes in the meteorolog-
ical observation network). An alternative to quantify (and
even potentially correct) model biases would be the com-
parison of model simulations with measured concentrations
of transport tracers with known surface source distribution.
Though such tests with sulfur hexafluoride (SF6) and radon

Atmos. Chem. Phys., 3, 1919–1964, 2003 www.atmos-chem-phys.org/acp/3/1919/
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Fig. 10. Part IV: Measuresof uncertaintyfor the11 landregionsof
TransCom3.
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Fig. 10. Part IV: Measures of uncertainty for the 11 land regions of TransCom3.

( 222Rn) have been reported (Dentener et al., 1999; Den-
ning et al., 1999; Heimann and Keeling, 1989; Jacob et al.,
1997), no tracer species is currently available that offers a
data set of sufficient spatial and temporal coverage as well
as sufficiently accurate knowledge on the distribution of its
sources and sinks.

Concerning the time-dependence of the model error, the
maximum impact on the flux estimates could be quantified
by a comparison with a case of a deliberately wrong time-
dependence for the atmospheric transport, e.g. by driving the
model with just one year’s meteorological data used repeat-
edly for all years of the simulation. Such a comparison was
done by Dargaville et al. (2000) and Rödenbeck et al. (2003)
for different inversion techniques. For an inversion similar
to that considered here, the latter study found differences be-

tween cases with several fixed meteorological years and with
correctly varying year in the order of 1 PgC/yr (for a latitude
band 15◦N–50◦N). If, as in this study, interannually varying
meteorology (from a reanalysis data set produced with the
same general circulation model throughout all the time pe-
riod) is used, the actual error is expected to be much smaller
than this maximum. This means that the time-dependence of
the model error is of minor importance. (Its impact on the
long-term mean, however, is expected to be more severe.)

An important source of model error is the representation
of the point measurements in the discrete model world. The
sampling procedure chosen here tries to minimize this, as
discussed in R̈odenbeck et al. (2003) with respect to the tem-
poral structure of CO2 time series (sudden positive excur-
sions related to synoptic events, superimposed on a slowlier

www.atmos-chem-phys.org/acp/3/1919/ Atmos. Chem. Phys., 3, 1919–1964, 2003
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Fig. 10. Part V: Measures of uncertainty for the 11 ocean regions of TransCom3.

varying background concentration). In addition, from a com-
parison of the statistics of the wind directions that were re-
ported along with the flask sampling and that of ECMWF’s
global meteorological analyses, Haas-Laursen et al. (1997)
found approximate coincidence for most CMDL sites, and
concluded that air is sampled there without selection of par-
ticular wind directions (listed exceptions are CGO, ICE,
SMO, TAP, and UTA). The coincidence also indicates that
the meteorological analyses are, on average, able to repro-
duce the wind directions at these sites. We take this as a
further confirmation that sampling the model at the true in-
stants in time leads to the maximally achievable consistency
between real and modelled geographic origins of the sam-
pled air (irrespective whether or not specific wind directions
are selected at a given site). Problems can, however, occur

at sites with pronounced local effects in the circulation (such
as sea breeze systems or orographic effects). Haas-Laursen
et al. (1997) list BME, CMO, CRZ, HBA, KEY, KUM, MLO,
PSA, RPB, and SEY as possible such sites.

4.1.6 Concentration uncertainty intervals

If the specified concentration uncertainties do not appropri-
ately reflect the actual error statistics, one does not only get
wrong a-posteriori±1σ intervals, but also errors in the flux
estimates due to inappropriate weighting of the input infor-
mation. Though the standard choice and that of sensitivity
set-up (g) are based on very different principles, they lead to
similar uncertainty intervals and hence to similar flux esti-
mates (not shown; the largest difference occurs in the South
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Fig. 11. Comparisonof the long-termyearly fluxesestimatedby
differentinversionset-upsgiven in Table5. Only theresultsbased
on 35 sites,averagedover theperiod01/1996–12/1999,areshown.
Thesolid colouredbarsextendover thea-posteriori~?��� intervals
of theaverages,with theflux valuesthemselveshighlightedascen-
tral white lines. The hollow boxessurroundingeachbar give the
respective a-priori fluxes,which differ both in the best-guessval-
ues(at the centralhorizontalline) andthe ~?��� intervals (vertical
extensionof theboxes).
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Fig. 11. Comparison of the long-term yearly fluxes estimated by different inversion set-ups given in Table 5. Only the results based on
35 sites, averaged over the period 01/1996–12/1999, are shown. The solid coloured bars extend over the a-posteriori±1σ intervals of the
averages, with the flux values themselves highlighted as central white lines. The hollow boxes surrounding each bar give the respective
a-priori fluxes, which differ both in the best-guess values (at the central horizontal line) and the±1σ intervals (vertical extension of the
boxes).

Pacific Temp. Ocean where the long-term flux is less neg-
ative by≈0.2 PgC/yr). A potentially more severe aspect is
the neglect of any covariances among the concentrations, be-
cause, e.g., the systematic model errors clearly lead to corre-
lated errors.

4.1.7 Errors of a-priori fluxes

Errors of the a-priori fluxes are also accounted for in the a-
posteriori±1σ intervals. As noted in Sect. 2.3, however, it
should be checked if the actual error statistics are sufficiently
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well met. The consistency of the choices of Sect. 2.2.4 can
be checked by replacing the prior fluxf pri by one of the
various alternative choices available. By way of example,
the sensitivity case (a) is based on different a-priori ocean
fluxes (Table 5). According to Fig. 10, flux time series for
the TransCom3 regions only shift their long-term values (re-
member that there is no interannual, only seasonal variabil-
ity in the a-priori flux). These shifts follow closely the dif-
ferences in prior estimates (Fig. 11, bottom panel). In con-
trast to the individual regions, the total ocean flux differs by
less than 0.03 PgC/yr only, despite a 0.4 PgC/yr difference in
the prior (top panel). This confirms the total ocean uncer-
tainty, while it hints at the problem that the chosen correla-
tion structure leads to too tight uncertainties at the smaller
spatial scales. Therefore, a-posteriori flux uncertainties for
these scales might be too small as well.

A similar situation is found in sensitivity case (e) changing
the a-priori land fluxes (Table 5; Fig. 11, lower middle panel).
Note in particular the behaviour of the Tropics. Though there
are differences in the flux allocation among the individual
tropical regions, the total tropical land flux is estimated fairly
similar, despite the differences in the a-priori values.

Though fossil fuel emissions are considered relatively
well-known, estimates by different authors differ both in to-
tal strength and trend and in geographical distribution. Ad-
ditional errors arise because part of the emissions (e.g., air-
craft) occur in higher atmospheric layers rather than at the
surface, and because of their CO component (see Sect. 4.1.4).
The errors of the a-priori fossil fuel emission estimates are
part of the a-priori uncertainty intervals (Sect. 2.2.4). Never-
theless, as there is no fossil fuel component in the flux model,
any adjustments of the fossil fuel prior will be projected to
land biosphere or ocean (see Sect. 2.2.4).

4.1.8 Choice of flux model

As different approaches by different authors demonstrate
(Fan et al., 1998; Rayner et al., 1999; Bousquet et al., 2000;
Gurney et al., 2002; Bruhwiler et al., 2000), contemporary
knowledge leaves sizable room for alternative choices in any
inversion set-up. Though the standard case of this study was
designed according to what we consider the most plausible
choices, some alternative cases may be similarly defendable.
This first of all concerns the assumed prior uncertainty struc-
ture (magnitude, geographical distribution, correlations, see
Sect. 2.1). It is essentially based on plausible proxies, rather
than quantitative estimates; yet it has the potential to sig-
nificantly influence the spatial and temporal variation of the
estimated fluxes. To quantify the robustness of our flux es-
timates towards these assumptions, a number of sensitivity
tests have been performed (Figs. 10 and 11). As on compar-
ing different sampling networks above, the results agree to a
large extent in the timing of anomalies, but both long-term
values and the amplitude of the anomalies differ. Largest
changes were found when using large inversion regions (set-

up (b)), partly as a consequence of the fact that implied a-
priori uncertainties on the regional scale become larger (due
to the fact that the a-priori uncertainties of the land and ocean
totals are fixed). The changes caused by the alternative land
uncertainty structure (c) (flat NEE uncertainty, a rather strong
change with respect to the standard set-up) generally remain
within the 1σ intervals; the largest effect here is a shift of
fluxes between “Tropical Asia” and “Australia”. Further
tests, such as doubled ocean uncertainty (f), showed simi-
lar or smaller effects (not shown). In particular, details of the
fossil fuel part of the flux model (e.g. setting the total fossil
fuel uncertainty to zero in place of 0.37 PgC/yr) have hardly
any influence on the results (not shown).

4.2 Scale dependence of errors

4.2.1 Spatial scales

The degree of robustness of the inversion results depends on
the spatial scale over which fluxes are integrated. Since the
information present in the flux estimates can only reflect the
information that was input into the inversion, the minimal
spatial scale still constrained by the data is determined by the
spatial resolution of the concentration field, as roughly de-
termined by the distances between the sampling sites. This
is illustrated in Fig. 9 (F). The reduction in uncertainty so
shown is a measure of the ability of the inversion to con-
strain the flux in that location by measurements (Tarantola,
1987): A value of zero indicates that a location is only de-
termined by the a-priori flux, while a value of one would
correspond to a hypothetical complete constraining of the re-
sult by the data (only possible for zero data uncertainty and
in the absence of atmospheric mixing). We recognize that an
appreciable impact of the inversion on the fluxes is only pos-
sible in the vicinity of the employed sites, where the radius
of influence reflects both the scale of atmospheric mixing
and the range of spatial correlations that was applied. Even
in the relatively well constrained northern hemisphere mid-
latitudes where the sampling density is largest, the reduction
of uncertainty is therefore rather uneven, while most tropical
regions are poorly constrained throughout. Nevertheless, the
reduction of uncertainty of regionally integrated fluxes (ra-
tio between a-posteriori and a-priori±1σ intervals depicted
in Fig. 10) indicates that these larger scales are reasonably
well constrained. The apparent paradox is resolved by real-
izing that, even if the partition of fluxes between subregions
should be wrong, the sum might nevertheless be correctly in-
ferred (e.g. due to a-posteriori anti-correlations between the
subregions). Reverting this conclusion, flux adjustments in
the constrained areas can be exaggerated as a compensation
for less constrained areas in order to satisfy the larger-scale
constraints imposed by the data. Although the shape fac-
tors (Sect. 2.2.4) try to maintain a reasonable spatial structure
even at the small scales, it can be seen that unrealistic fluxes
in locations such as the Gobi desert are estimated, despite
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the low a-priori uncertainty there. Therefore, spatial details
in the flux estimates of Fig. 9 should be looked at with great
caution.

In accordance with this consideration, the measures of un-
certainty discussed in the previous subsections generally in-
crease when going from the largest spatial scale to the break-
up into 22 TransCom3 regions. As an example, the individual
long-term values for “Australia” and “Tropical Asia” (Fig. 8,
third Panel) depend much more on the chosen set-up than
their (larger-scale) sum “TrAsia+Australia” (second Panel),
revealing that the sub-partition is only incompletely resolved.
Further, we notice in Fig. 5 (part V) that the regions “Indian
Tropical Ocean” and “S Indian Temp. Ocean” essentially
exhibit the same time variability, showing that these two re-
gions do not contain independent information. The same is
true to a smaller extent for the pair “East Pacific Tropics”
and “South Pacific Tropics”, as well as for the three Atlantic
regions.

4.2.2 Time scale

In the space dimension, the flux estimates were found to gen-
erally be the more robust, the larger the scale of integration
(averaging) that is chosen. In the time dimension, the situa-
tion differs: Since most of the discussed error sources mainly
lead to time-independent biases that do not affect time varia-
tions of the fluxes, the long-term spatial distribution of fluxes
(i.e. the largest time scales) are most strongly affected. Also,
long-term trends turn out to be less robust (see, e.g. “South
American Tropical”). In addition, sudden changes such as
that in “Southern Africa” in 1989 or various ones in “West
Pacific Ocean” seem doubtful (see Table 7). Since particular
problems in these cases could not be identified (and poten-
tially solved), we generally tend to consider features on time
scales greater than about 10 years with caution.

The space and time dimensions also differ in their respec-
tive smallest scales: While the spatial resolution of the fluxes
(730 regions globally) is much finer than that of the data (net-
work of maximally 35 sites globally), the finest time resolu-
tion of data and fluxes is equal (one month). Nevertheless,
one cannot expect month-to-month variations of the flux es-
timates to be correct because these are heavily affected by
the remaining data gaps (Sect. 4.1.2) or by possible problems
with the measurements or the model simulation in individual
months. Seasonal information, therefore, needs to be consid-
ered with care. In the present paper, we restrict ourselves to
deseasonalized fluxes (running yearly sums).

When looking at temporal features in the time series plots,
it should be kept in mind that peak heights can only be con-
sidered relative to each other because the absolute amplitude
of the variations would strongly depend on any (somewhat
arbitrary) degree of smoothing applied to the figures, as well
as on the time correlation length.

4.3 Additional consistency tests

4.3.1 Fit to the data

After having looked at the quality of the results at the level
of the fluxes themselves, another important aspect that needs
to be checked is how well the inversion is able to fit the
measurements. Consistency of the calculation requires that
the concentrations modelled from the estimated a-posteriori
fluxes (obtained by insertingf post into Eq. (1) or – as an even
more stringent test – by an independent forward simulation
of the transport model) be, with 68% probability, within the
specified±1σ range from the observationscmeas(otherwise,
there would be a contradiction with the assumed concentra-
tion uncertainties). This is equivalent to the requirement that
the concentration partχ2

c of the cost function be, per mea-
surement, about or less than unity. In the standard run with
35 sites, we findχ2

c /n = 0.82, showing that the solution ob-
tained indeed fits the data within the assumed uncertainties
of measurements and model. Also, the normalized residuals
were checked to reasonably fulfill the assumption of Gaus-
sian error statistics.

Figure 12 (panels A and B) illustrates the particular situ-
ation at two example sites, one with a good fit (KUM, rep-
resentative for the majority of sites), and one with a particu-
larly bad fit (BSC, compare Sects. 4.1.1 and 5.3). A complete
overview on a per-site basis is given in Table 6 (upper part).
As a first measure of relative misfit, we give the partχ2

ci
of

the cost function associated with an individual sitei,

χ2
ci

=

∑
t

(1ct,i)
2

σ 2
t,i

(18)

where the misfit in montht is 1ct,i = cmeas,t,i −

cmod,t,i(f post) and the uncertainty interval isσt,i . The sum
goes over thoseni months of the interval 01/1996–12/2000
where data exist for the given site. Most sites show a-
posteriori misfits well inside their uncertainty intervals (i.e.,
χ2

ci
/ni much less than unity). The opposite is only true for

the continental sites BAL, BSC, HUN, LEF, and TAP, as well
as for ICE which is near Europe. As potential conclusions,
model errors could have been chosen too small for these sites,
or our flux model does not provide sufficiently many degrees
of freedom (e.g., the spatial and/or temporal resolution is
probably much too coarse compared with the heterogeneous
and variable land fluxes). To give an indication about the
absolute concentration mismatches, Tab. 6 also provides the
long-term mean mismatch

1ci =

∑
t

1ct,i

σ 2
t,i

/∑
t

1

σ 2
t,i

(19)

in concentration units. Remaining a-posteriori differences
are generally a few tenths of a ppm. An unusually large value
occurs for BSC (compare Sects. 4.1.1 and 5.3). Remaining
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Fig. 12. Observed andmodelledmonthly atmospheric����� concentrationsat 4 examplesites. Black crosseswith error bars: observed
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while thoseof panelsC andD did not. For adiscussion,seeSect.4.3.1.Thetimeinterval shown includesthespin-upandspin-down periods.

www.atmos-chem-phys.org/0000/0001/ Atmos.Chem.Phys.,0000,0001–59,2003

Fig. 12. Observed and modelled monthly atmospheric CO2 concentrations at 4 example sites. Black crosses with error bars: observed
concentrations and±1σ intervals (measurement and model uncertainty); Red line: concentrations modelled from a-priori fluxes; Green line:
concentrations modelled from a-posteriori fluxes estimated with 35 sites (standard set-up). Sites of panels A and B took part in that inversion,
while those of panels C and D did not. For a discussion, see Sect. 4.3.1. The time interval shown includes the spin-up and spin-down periods.

Atmos. Chem. Phys., 3, 1919–1964, 2003 www.atmos-chem-phys.org/acp/3/1919/
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Table 8. Global ocean and land carbon exchange (PgC/yr). The fossil fuel component (as given by the a-priori assumption) has been
subtracted. Positive values denote a net source of non-fossil fluxes into the atmosphere. Given±1σ intervals for the inversion results
represent the statistical a-posteriori uncertainty only

Land-Atmosphere flux Ocean-Atmosphere flux Total

01/1980–12/1989
11 sitesa −1.1±0.3 −1.2±0.3 −2.2±0.1
Bopp et al. (2002) −0.9* (-0.3±0.9) −1.2* (−1.8±0.8) −2.1
IPCC (2001) −0.8* (−0.2±0.7) −1.3* (−1.9±0.6) −2.1b

01/1990–12/1999
11 sites −1.8±0.3 −1.4±0.3 −3.3±0.1
16 sites −1.6±0.3 −1.7±0.2 −3.3±0.1
Keeling and Garcia (2002) −1.9* (−1.3±0.8) −1.3* (−1.9±0.6) −3.1±0.3
IPCC, 2001 −2.0* (−1.4±0.7) −1.1* (−1.7±0.5) −3.1b

01/1990–12/1996
11 sites −2.1±0.3 −1.4±0.3 −3.5±0.1
16 sites −2.0±0.3 −1.6±0.3 −3.6±0.1
Bopp et al. (2002) −1.8* (−1.2±0.9) −1.7* (−2.3±0.7) −3.5

01/1996–12/1999
11 sites −1.5±0.4 −1.5±0.4 −3.0±0.2
16 sites −1.2±0.4 −1.7±0.4 −2.9±0.2
26 sites −1.1±0.4 −1.8±0.4 −2.9±0.1
35 sites −1.2±0.4 −1.7±0.4 −2.9±0.1

∗ Assuming a riverine land-ocean carbon transport of 0.8 PgC yr−1 of which 0.2 PgC yr−1 are
buried in ocean sediments. Original numbers in parentheses.

a Actual time span only 01/1982–12/1989.
b Sum of the previous two columns.

deviations in the seasonal and interannual variations (with-
out any contribution from long-term mean mismatches) are
characterized by the RMS mismatch

RMS =

√√√√∑
t

(1ct,i)2

σ 2
t,i

/∑
t

1

σ 2
t,i

− (1ci)2 (20)

Both mean and RMS mismatches considerably decrease
from a-priori to a-posteriori simulations.

Insight about the quality of the result is also gained by
considering sites that were not used in the inversion. Two
examples are given in Fig. 12 (panels C and D), again with
a more (MBC) and a less (WLG) successful fit. For a list,
see Table 6, lower part. In most cases, all measures of mis-
fit still decrease from a-priori to a-posteriori. Exceptions are
CBA, CMO, and ITN with worse long-term mean fit (but
still with improved fit of variability), and WLG with vari-
ability degradation. This means that the estimated fluxes
also reproduce part of the features in locations without data
constraints (large-scale patterns). Still, the fit is not as good
as for the sites actually used, as is expected since the oppo-
site would mean a complete redundancy. (In terms of fluxes,
the magnitude of this effect was quantified by the inversion

that includes these sites [inhomogeneous 42 sites case], cmp.
Sect. 4.1.1).

4.3.2 Covariance structure

Figure 13 gives an overview of the a-priori and a-posteriori
covariance structures of the errors of the fluxes. The figure
referres to long-term fluxes, but the corresponding matrices
of individual yearly fluxes look almost identical. The diag-
onal elements necessarily have the value 1. A-priori, one
recognizes the specified correlations between geographically
neighbouring regions, and the absence of any correlations be-
tween land regions (1–11) and ocean regions (12–22). A-
posteriori, land regions among themselves and land/ocean
pairs, predominately have negative correlations, which gives
an indication that the pair-sum of fluxes is constrained with
smaller relative error than the relative errors of the individ-
ual regions (yet, there is information in the data that at least
partly resolves the subdivision). Important examples include
South America/Africa and South American Temp./Southern
Ocean. The errors of all pairs of ocean regions (as well
as the two South Americas, the two Africas, and Tropical
Asia/Australia) covary positively, as would be expected if
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Fig. 13. Matrices of the error correlation coefficients of long-term fluxes 01/1996–12/1999 in TransCom3 regions, for the a-priori fluxes
(left) and the estimates using 35 sites (right), standard set-up. Row and column indices refer to the individual TransCom3 regions: 1 - North
American Bor., 2 - North American Temp., 3 - South American Trop., 4 - South American Temp., 5 - Northern Africa, 6 - Southern Africa, 7
- Eurasian Boreal, 8 - Eurasian Temperate, 9 - Tropical Asia, 10 - Australia, 11 - Europe, 12 - North Pacific Temp., 13 - West Pacific Tropics,
14 - East Pacific Tropics, 15 - South Pacific Temp., 16 - Northern Ocean, 17 - North Atlantic Temp., 18 - Atlantic Tropics, 19 - South Atlantic
Temp., 20 - Southern Ocean, 21 - Indian Trop. Ocean, 22 - S.Indian Temp. Ocean.

the data do not contain information that could distinguish the
pair members. Indeed, the positively correlated pairs to some
extent also covary in time (cmp. Sect. 4.2.1, last paragraph).

4.4 Summary: How much can we believe?

– Timing and relative strength of anomalies in time (scale
1.5 to 10 years) constitute the most robust part of the
result (compare Bousquet et al., 2000). This can be un-
derstood because the majority of error sources have no
or only a little systematic time dependence.

– The long-term-average spatial distribution of fluxes de-
pends sensitively on many poorly constrained factors. It
should be interpreted with great care.

– Concerning anomalies, the systematic biases revealed
by differences between inversion results generally re-
main compatible with the 68% range given by the a-
posteriori uncertainty intervals. Biases of long-term
fluxes at higher spatial resolution can be much larger
than±1σ (e.g. in South American Temperate as well as
South and East Pacific Tropics).

– Robustness improves with an increasing number of sites
(compare both the±1σ intervals and the spread be-
tween the different sections in time of Fig. 10).

– A number of errors (model error, range of choices of
flux model) can only be partially quantified. Compar-
ison with flux estimates from independent methods as
discussed in Sect. 5 below suggests however that they
do not overwhelm the result.

– The achieved a-posteriori fit to the data is consistent
with the assumptions of the method. Improvements of
fit to independent data show that the estimates also con-
tain some larger-scale features at places without data
constraints.

5 Discussion – Time mean picture

Keeping in mind that the long-term flux pattern can be es-
timated by the inversion with less confidence only than the
time variability, the discussion of the time mean picture is
focused on the comparison of the present findings with esti-
mates by a variety of independent methods, as well as earlier
studies that inferred CO2 fluxes using atmospheric data.

5.1 Land/Ocean breakdown

We start with a comparison of the estimated land/ocean
breakdown with that inferred from changes in atmospheric
O2 and CO2 (Keeling and Shertz, 1992). The estimates used
here (Bopp et al., 2002; Keeling and Garcia, 2002; Plattner
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Table 9. Carbon exchange resolved into Northern hemisphere, tropics and the Southern hemisphere (PgC/yr). Conventions as in Table 8

Time span S hemisphere Tropics N hemisphere Total
(≤ -20◦) (≥ 20◦)

Land
16 sites 01/1992–12/1996 −0.1±0.2 −1.2±0.3 −0.5±0.2 −1.8±0.4
26 sites ” −0.0±0.2 −1.0±0.3 −0.7±0.2 −1.8±0.4
35 sites 01/1996–12/1999 0.1±0.2 −0.8±0.4 −0.4±0.2 −1.2±0.4
a-priori −0.1±0.2 0.3±0.9 −0.8±1.0 −0.5±1.5
Gurney et al. (2002) 01/1992–12/1996 0.0±1.1 1.0±1.3 −2.2±0.7 −1.2

Ocean
16 sites 01/1992–12/1996 −1.0±0.1 0.9±0.2 −1.6±0.2 −1.7±0.3
26 sites ” −1.0±0.1 0.9±0.2 −1.6±0.1 −1.7±0.3
35 sites 01/1996–12/1999 −1.2±0.2 1.1±0.2 −1.7±0.1 −1.7±0.4
a-priori −1.8±0.3 1.4±0.2 −1.4±0.2 −1.8±0.5
Takahashi et al. (2002)∗ 1995 −1.5 0.8 −1.1 −1.8
Takahashi et al. (2002)∗,∗ 1995 −1.4 0.5 −1.2 −2.0
Gurney et al. (2002) 01/1992–12/1996−0.9±0.7 0.5±0.6 −1.1±0.4 −1.5

Global
16 sites 01/1992–12/1996 −1.1 −0.3 −2.1 −3.5±0.1
26 sites ” −1.0 −0.1 −2.3 −3.5±0.1
35 sites 01/1996–12/1999 −1.1 0.3 −2.1 −2.9±0.1
a-priori −1.9 1.7 −2.2 −2.3±1.6
Gurney et al. (2002) 01/1992–12/1996−0.9 0.7 −3.3 −3.1

∗ Using parameterization of gas exchange velocity based on the square of wind speed of Wanninkhof (1992)
∗,∗ Using parameterization of gas exchange velocity based on the third power of wind speed of Wanninkhof (1992)

et al., 2002, Table 8) involve a correction taking into account
ocean-atmosphere oxygen fluxes caused e.g. by warming of
the oceans (Levitus et al., 2001). Despite such complications
we view the oxygen approach as the most reliable amongst
the existing methods, because it addresses the partitioning
of land and ocean carbon fluxes in a direct and conceptually
simple way.

To permit a comparison of the net ocean-atmosphere car-
bon flux estimated by the two methods, riverine carbon trans-
port needs to be taken into account15. The comparison then

15The ocean/atmosphere flux estimated by the inversion is the
total net CO2 flux through the air-sea interface. This includes the
oceanic branch of the riverine carbon loop which is directed from
the ocean to the atmosphere (Sarmiento and Sundquist, 1992). The
O2/N2 method, by contrast, separates the trend of atmospheric car-
bon not explained by fossil fuel emissions into an exchange flux
between atmosphere and biomass (essentially into CH2O) and a re-
mainder. The remainder is the carbon flux through the air-sea in-
terface without any contributions from the oceanic branch of the
riverine carbon loop, because the land and oceanic branches effec-
tively cancel out. Underlying assumptions are that both the organic
carbon pool in the ocean and the riverine carbon loop prevail in a
steady state.

The magnitude of river carbon fluxes is taken here from Ludwig
et al. (1996). They obtained a riverine transport of 0.4 PgC/yr of

reveals an overall agreement within the uncertainty ranges
of the methods. The agreement is particularly close for the
1980’s while for the 1990’s our estimates indicate a slightly
larger ocean sink than estimated from the O2/N2 ratio. A
slightly larger sink is also more in line with the results from
a recent study of McNeil et al. (2003) based on the invasion
history of CFCs into the oceans.

To judge to what extent this encouraging result on the
global partitioning between ocean and land fluxes is induced
by the prior estimates, we used, in sensitivity case (a), the
ocean/atmosphere fluxes as estimated by Takahashi et al.
(1999) as priors instead of the Gloor et al. (2003) fluxes
(Fig. 11, top panel). The difference in global ocean uptake
between these prior fluxes is 0.4 PgC/yr, nevertheless the es-
timate for global ocean uptake hardly changes. This gives us
some confidence that the method indeed possesses an ability
to distinguish between land and ocean carbon exchange on a
global scale with an uncertainty similar to that of the O2/N2
approach.

organic carbon and of 0.41 PgC/yr of inorganic carbon of which 0.2
PgC/yr are eventually buried in the ocean sediments as CaCO3. In
the estimates based on the O2/N2 method in Table 8, therefore, an
amount of 0.6 PgC/yr has been reallocated from ocean to land, with
the original numbers given in parentheses.
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5.2 Rough Northern Hemisphere/Tropics/Southern Hemi-
sphere breakdown

Slightly increasing the spatial resolution, we now consider
the breakdown of land/ocean sources and sinks into a north-
ern extra-tropical hemisphere, a tropical band (approxi-
mately 20◦ S to 20◦ N) and a southern extra-tropical hemi-
sphere (Table 9). For both periods considered (01/1992–
12/1996 and 01/1996–12/1999), we find a northern hemi-
sphere land sink of about 0.5 PgC/yr and a tropical land sink
of about 1 PgC/yr. Southern hemisphere land regions are ap-
proximately in balance. The ocean uptake is confined to mid
and high latitudes while there is carbon outgassing from the
tropics. This is expected from both the upwelling of nutrient-
rich waters from intermediate depths and the entrainment of
waters from the subtropics (Feely et al., 1999). Ocean uptake
tends to be larger in the Northern than in the Southern hemi-
sphere, in contrast to the estimates by Takahashi et al. (2002)
based on measurements of CO2 partial pressure differences.
Even if Takahashi et al. (1999)’s estimates are used as ocean
a-priori flux, this disagreement prevails (Fig. 11, sensitivity
case a). Though less pronounced, larger ocean uptake in the
northern hemisphere compared to the Southern hemisphere
was also found by the (non-interannual) inversion intercom-
parison study TransCom3 (Gurney et al., 2002).

Taking land and ocean together, we find a difference be-
tween the fluxes of the two extra-tropical hemispheres of
approximately 1 PgC/yr. This difference is substantially
smaller than estimated by TransCom3 (Gurney et al., 2002)
where a difference of 2.3 PgC/yr was found (Table 9). The
difference originates mainly from reduced northern hemi-
sphere land uptake and larger tropical land uptake as esti-
mated by our inversion. According to the TransCom3 ex-
periments, this latitudinal shift in land uptake cannot be at-
tributed to any anomalous transport properties of our trans-
port model TM3 which took part in that intercomparison
(Gurney et al., 2002). We note also that our tropical land flux
estimates vary considerably between different time periods
and different inversion configurations (Table 9, Figs. 8 and
11). Nevertheless, the sign of the fluxes is mostly the same
(a net sink for atmospheric CO2). As already discussed, the
reason for the scatter is likely the insufficient data coverage
in the tropics. It should also be noted again that our standard
inversion set-up allows much “freedom” for tropical fluxes
due to large a-priori uncertainties; lower uncertainties – as in
sensitivity case (c)– lead to a smaller magnitude in the esti-
mated sink (Fig. 10). Different results between TransCom3
and the present inversion are likely due to methodological
differences. TransCom3 uses annual mean CO2 data, taking
the biospheric seasonality into account by pre-subtracting the
simulated concentration response (rectification effect) of a
seasonally varying a-priori flux, while for the time-dependent
inversions as performed here, the seasonality of the fluxes is
explicitly solved for. Therefore, at this stage we can only
state that our results imply a smaller northern hemisphere

land sink than inferred by annual mean atmospheric CO2
data and models.

5.3 8 and 22 regions breakdown

Increasing the spatial resolution of fluxes to the continen-
tal and sub-continental scales, we find that the land carbon
uptake attributed to the tropics is due to estimated uptake
in the Tropical Asian and South American Tropical regions
(Fig. 8). As discussed in Sect. 4.1.7, however, we do not have
great confidence in the breakdown of the tropical land flux.
It is difficult to assess the realism of the inferred net carbon
uptake on the order of−0.6±0.3 PgC/yr in the South Amer-
ican Tropical region over the decade of the 1990s (Fig. 8,
lower middle panel). It should be stressed that the inversion
estimates the total (net) surface-atmosphere flux, which in
this area consists of two large components of opposite sign:
a CO2 release from changes in land use (mostly from de-
forestation, Houghton et al., 2003), and a carbon uptake by
the remaining natural ecosystems (e.g. Phillips et al., 1998)
and in re-growing secondary forests on abandoned, previ-
ously de-forested areas (DeFries et al., 2002). Recent as-
sessments based on remote sensing data have yielded a de-
forestation source in tropical South America ranging from
0.2 to 0.7 PgC/yr (DeFries et al., 2002). The overall net up-
take inferred by the inversion thus would imply an uptake in
natural ecosystems of−0.8 to−1.3 PgC/yr.

The land sink in the northern hemisphere is attributed by
our inversion to North America (Fig. 8, upper middle panel).
For the 11 TransCom3 land regions (lower middle panel),
we find approximately equally large sinks in boreal and tem-
perate North America, a source in Europe, and a roughly
balanced carbon budget in Eurasia. This longitudinal asym-
metry in the northern hemisphere is not supported by esti-
mates from inventory-based carbon accounting studies. For
example, Kurz and Apps (1999) reported a longterm aver-
age of −0.2 PgC/yr for Canada during 1920–1989, while
Shvidenko and Nilsson (2003) presented a conservative esti-
mate of−0.42±0.07 PgC/yr for Russia (1961–1998) includ-
ing land-use change and peat-land dynamics (Nilsson et al.,
2000). Nevertheless, the much larger east-west extension of
the Eurasian boreal region (and the resulting more extremely
continental climate) compared to the Canadian boreal region
could indeed play a role. As a consequence, permafrost ar-
eas in Siberia are larger, which could for example affect de-
composition processes related to permafrost thawing. Be-
sides this, while the northern hemisphere high latitude re-
gions have warmed by approximately 0.8◦ C over the last 30
years there are asymmetries in the warming rates between
the regions (Serreze et al., 2000), tendentially with stronger
warming in Eurasia (compare also Zhou et al., 2001). One
should keep in mind, however, that a strong latitudinal asym-
metry is involved also in the inversion calculation itself, due
to substantially different sampling densities. Slightly neg-
ative a-posteriori error covariances between the respective
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Fig. 14.Atmospheric data records at sites located at the continental rim and across Western Europe. Continental rim and background records
are colored in bluish tones and records from continental sites in reddish tones. In the top two panel, the raw data and the simulated fossil fuel
signal, respectively, at these sites are displayed. The bottom panels show their differences.

American and Eurasian region within the same latitude band
(correlation coefficient≈−0.2, Fig. 13) give some indication
that the distinction is resolved, though not completely inde-
pendently.

To document what leads the inversion to conclude on a Eu-
ropean CO2 source it is helpful to consult atmospheric data
that are aligned roughly along longitude circles in the West
and the East, respectively (Fig. 14). While the CO2 data ex-
hibit a West-East increase, as would be expected, the con-
clusion on a source based on these data hinges on the magni-
tude of the fossil fuel signal and the realism of the simulation
of this signal with the atmospheric transport model. Unfor-
tunately, we do not currently have convincing, independent
evidence (e.g. from transport tracers) to check how realistic
the simulated transport really is. The data that is predom-
inantly responsible for the Eastern European carbon source
is from the site BSC (Black Sea, Constanta), Table 7. This
site does not only record so-called background air with only
“small” CO2 short term (hours to days) variability but there
are also large deviations from the background that are likely
due to plumes from fossil fuel burning (see the spikes oc-
curring both in the data and in the simulated fossil fuel re-
sponse). Though one might therefore expect the errors of
the atmospheric data to deviate from a Gaussian distribution,
any violation of this assumption underlying the method was
not found (Sect. 4.3.1) even at BSC. Only the mean relative

residual at BSC is significantly different from zero, which
can be interpreted as a correction for a systematic model er-
ror.

In a similar situation, the large carbon uptake in the South
Pacific temperate region is caused by the data from the Easter
island site (EIC) that are compared with data from a few se-
lected sites in Fig. 15. Once the simulated fossil fuel signal is
subtracted from the data it is apparent that the CO2 concen-
tration at the Eastern island site is lower than at adjacent sites
both to the north and the south. As the Eastern island site is
located suitably to capture air from a large ocean footprint it
is well possible that there is some reality to the ocean sink
signature indicated by these data.

6 Discussion – Drivers of short-term flux variability

For a rough investigation of the relation between short-term
responses of ecosystems on continental and sub-continental
scales to the varying climate, we discuss in the following flux
anomalies for events representative for the main modes of in-
terannual variations: El Niño (here the 1997/1998 event), La
Niña (here the period from 10/1998 to 09/1999) and the two-
year “Post Pinatubo” period (06/1991 to 05/1993). For the
calculation of flux and climate anomalies we had to com-
promise between record length and the robustness of the
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Fig. 15. Similar as Fig. 14, for data from sites within or close to the South Pacific temperate region.

determination of flux anomalies. We decided to use flux es-
timates based on 19 sites which span a 10 year period, and to
consider climate anomalies with respect to the same period.
However, we restrict the analysis on the most recent El Niño
and La Nĩna events only, as they permit some control on the
flux dependence on the network.

As biomass burning potentially contributes to the large in-
creases of the growth rates of atmospheric carbon during El
Niño periods (Page et al., 2002), we finally compare our flux
estimates with satellite-derived information on fires.

Main limiting factors for Net Primary Productivity (NPP)
are temperature, water availability, light, nutrients (mainly
nitrogen and phosphorus) and disturbances altering the
ecosystem structure. Limitations for NPP are thought to vary
with latitude and to a lesser degree with longitude and de-
pend on the time span of the responses considered. At high
latitudes the main limiting factor on time-scales on the or-
der of one year is thought to be temperature. At temperate
mid latitudes, water and light limitation become increasingly
important, while at lower latitudes with Steppe and Savanna
vegetation precipitation becomes the dominant limiting fac-
tor. For tropical rain forests light, water, and possibly car-
bon are thought to be limiting but which one dominates on
a large spatial scale is uncertain. In addition, increases in
the relative fractions of diffuse over direct light induced by
the stratospheric aerosol after the Pinatubo volcanic eruption
have been proposed to enhance NPP (Roderick et al., 2001).

Microbial respiration increases with temperature (Rustad
et al., 2001) according to the Arrhenius’ equation (Lloyd and
Taylor, 1994; Kirschbaum, 1995). Microbial activity in soil
increases also with humidity as long as the soils are not water
saturated (Larcher, 1994).

Finally the conditions that are necessary for or favor the
occurrence of fires are (i) droughts (i.e. a water deficit), (ii)
high temperatures, (iii) availability of fuel and (iv) ignition
sources (Johnson, 1992).

6.1 Flux response to climate anomalies

For each of the three events considered, we now summa-
rize the observed deviations of precipitation and temperature
from the mean climate (upper and middle panels of Figs. 16,
17, and 18, respectively). We then describe the correspond-
ing features found in our flux estimates (lower panels), and
discuss the implications of the comparison.

6.1.1 Post-Pinatubo period

Compared to the El Niño and La Nĩna periods discussed
below, climate anomalies were comparably small after the
eruption of Mt. Pinatubo (Fig. 16). Largest precipitation
anomalies occurred in Amazonia south from the equator,
covering large parts of the tropical rain forest. Precipita-
tion anomalies, albeit of a lesser magnitude, were also ob-
served in large parts of the rest of the tropics while there was
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Fig. 16. Comparisonbetweenclimateand ����� flux anomaliesfor
the Post-Pinatuboperiod (06/1991–05/1993).Top: Precipitation
anomalies(mm/yr); Middle: Temperatureanomalies(K); Bottom:
����� flux anomalies(gC/m� /yr) estimatedwith 19sites.Anomalies
are calculatedas differencesfrom the referenceperiod 01/1990–
12/1999. Precipitationand temperaturefields areglobal analyses
by theNCEPweatherpredictioncenter.
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Fig. 16.Comparison between climate and CO2 flux anomalies for the Post-Pinatubo period (06/1991–05/1993). Top: Precipitation anomalies
(mm/yr); Middle: Temperature anomalies (K); Bottom: CO2 flux anomalies (gC/m2/yr) estimated with 19 sites. Anomalies are calculated
as differences from the reference period 01/1990–12/1999. Precipitation and temperature fields are global analyses by the NCEP weather
prediction center.
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Fig. 17. As Fig. 16 for the1997/1998El Niño event (here:period
06/1997–05/1998).
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Fig. 17. As Fig. 16 for the 1997/1998 El Niño event (here: period 06/1997–05/1998).
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anomalously low precipitation throughout Eurasia. Globally,
temperatures were mostly cooler. Eastern and South-eastern
North America experienced slightly wetter and cooler condi-
tions.

Nevertheless, the Post-Pinatubo period is the one with the
largest anomalous growth rate of atmospheric CO2 observed
so far with direct measurements. Curiously, according to
our estimates the distribution of anomalous carbon uptake
regions across the globe is markedly uneven. The regions
that are mainly responsible for enhanced carbon uptake are
the Amazon basin and the East of North America. For the
rest of the world, flux anomalies are small.

Comparison of these flux anomalies with the climate
anomalies indicates that increased carbon uptake tends to co-
incide with increased precipitation, although the comparison
is not entirely conclusive. As an alternative hypothesis, Rod-
erick et al. (2001) proposed a stimulation of photosynthe-
sis by the increased fraction of diffusive sunlight as an im-
portant mechanism. This hypothesis is supported by local
ecophysiological studies of Post-Pinatubo effects in different
regions (e.g. Gu et al., 2003, for Harvard Forest in the east-
ern United States), which were motivated by comparisons of
ecosystem CO2 fluxes between clear-sky and cloudy condi-
tions (Gu et al., 1999). The present flux estimates cannot
prove or disprove this hypothesis. The spatial heterogeneity
of estimated flux anomalies indicates, however, that the im-
portance of this mechanism probably depends on geographic
location, and that globally it does not suffice as an explana-
tion on its own.

6.1.2 1997/1998 El Niño event

As a consequence of the horizontal shifts of the atmospheric
regions with deep convection in the tropics, large changes
in precipitation on land are observed (Fig. 17). This con-
cerns particularly large parts of tropical South America and
parts of Indonesia where precipitation is strongly reduced.
In addition, a “dipole” type precipitation anomaly in China
is observed.

There was a strong asymmetry of the temperature at north-
ern hemisphere high latitudes with strongly elevated values
in North America (up to 2◦ C) but strongly reduced values in
Siberia. Warmer temperatures were also observed through-
out the tropics with largest values in tropical South America.

Estimated carbon flux anomalies during 06/1997–05/1998
are dominated by very large carbon losses from tropical
South America and the region centered around Indonesia.
Northern hemisphere flux anomalies are out of phase with
the tropical fluxes and are of a much smaller magnitude.

The large carbon losses from the tropical land regions co-
incide very well with the precipitation anomalies while tem-
perature anomalies alone, as observed for Central Africa,
seem not to be sufficient to lead to significant flux anomalies.
It is interesting that the large positive temperature anomalies
at northern hemisphere high latitudes are not reflected in any

obvious way in the flux estimate record, somewhat contrary
to what is expected.

6.1.3 1999 La Nĩna period

Larger precipitation rates in the period 10/1998–09/1999
compared to usual prevailed in Central America and South
America north of approximately 10◦ S (Fig. 18). As for the
Post-Pinatubo period, the anomaly in South America covers
a large part of the Amazonian rainforest. Regions with re-
duced precipitation is Eastern North America, the region in
South America adjacent to the tropics, large parts of Central
Africa and to a lesser degree Indonesia.

Temperature anomalies for Eurasia, Africa, Australia, and
North America were roughly similar as the anomalies dur-
ing the 1997/1998 El Niño: lower temperatures in Siberia,
higher temperatures North America at high latitudes (with
exception of the West coast) and higher temperatures in the
tropics. Temperature anomalies are different in South Amer-
ica, however, where anomalies are negligibly small.

Compared to both the Post-Pinatubo and the 1997/1998 El
Niño period, estimated flux anomalies are smaller. Largest
anomalies are estimated in tropical South America with
anomalously large carbon uptake and the Indonesian region
with anomalously large carbon losses. Anomalies of a lesser
magnitude are also found throughout Siberia (carbon out-
gassing) and Central Africa.

The anomalous fluxes from tropical South America
and Indonesia are consistent with the picture of in-
creased/decreased CO2 fluxes for decreased/increased pre-
cipitation (and, at least for Indonesia, increased/decreased
temperatures). In contrast, the flux anomalies from Siberia
and Central Africa are difficult to understand. Partly, this
may also be due to the limited spatial resolution of the in-
verse calculations, and the limitation of our comparison to
annual climate anomalies.

Similar as for the El Nĩno phase, there is hardly any re-
sponse to temperature anomalies at northern hemisphere high
latitudes in North America, despite the large observed tem-
perature anomalies.

6.1.4 Summary

The most variable and significant region for anomalous
fluxes on a global scale for all three events considered here
is the tropical South American region. Two regions that are
next in importance are the Indonesian and the Eastern North
American region. The dominant driver for the flux anomalies
in the tropics seem to be precipitation anomalies that may be
amplified by temperature anomalies. This is in line with the
model results by Tian et al. (1998).

Despite large temperature anomalies at northern hemi-
sphere high latitudes there is no obvious connection to flux
anomalies there, as would be expected from the temperature
dependence of soil respiration.
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Fig. 18. As Fig. 16 for the1998/1999La Niñaevent (here:period
10/1998–09/1999).
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Fig. 18. As Fig. 16 for the 1998/1999 La Niña event (here: period 10/1998–09/1999).
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While precipitation anomalies are roughly compatible
with the anomalously large fluxes observed during the Post-
Pinatubo period, a striking feature during this period is the
uneven distribution of source and sink anomalies over the
globe.

6.2 Biomass burning

Finally, we compare the flux estimates with two satellite-
based measures of biomass burning activity (Fig. 19). A
comparison of time courses is done with the fire counts
from the ATSR World Fire Atlas (European Space Agency
– ESA/ESRIN, Frascati, Italy, http://shark1.esrin.esa.it/ionia/
FIRE/AF/ATSR/). These fire counts are calculated from
night-time ATSR observations in the 1.6, 3.7, 11.0, and
12.0µm bands and are available from 1997 onwards. An
quantitative comparison can be done with CO2 emission es-
timates from the Global Fire Emissions Database (GFED
version 1, Van der Werf et al., 2003; Randerson et al., sub-
mitted), obtained from TRMM visible and infrared observa-
tions and a biogeochemical model. They include both di-
rect combustion losses and indirect losses from decompo-
sition of fire-killed vegetation. Particularly large (“anoma-
lous”) fires raged during September/October 1998 in East-
ern Siberia (Jakutia), in Indonesia and Indochina in 1997 and
1998, and in May 1997 in Central America.

The comparison of the flux estimates with both fire time
series reveals a particularly good timing correspondence for
Indonesia and Australia. In particular, the 1997/1998 fire
event in Indonesia seems well captured by the inverse es-
timates. Quantitatively, only a rough indication of the or-
der of magnitude is possible, as the estimated amplitudes
differ considerably between the different inversion set-ups,
and as it is not unambiguously possible to determine a base
line from which to count the anomaly. Still, the standard
set-up, which lies within the range of sensitivity set-ups,
shows coarse quantitative correspondence with the GFED es-
timates. The inversion estimates are also broadly in line with
Page et al. (2002) who estimated a carbon release between
0.8 and 2.6 PgC during the 1997/1998 Indonesian fire event,
based on remote sensing data and ground-based assessment.
If the set-up using a flat NEE uncertainty distribution (which
is expected to lead to too tight uncertainties over regions with
high vegetation density) is disregarded, an anomaly on the
order of 1 PgC can be read off, which is at the lower end of
the range of Page et al. (2002).

A reasonably good timing correspondence is also found
during the 1997/1998 El Niño in tropical South America and
Central America16, and in 1998 in Eastern Siberia. A quan-

16In Central America, the best correspondence is seen to be ob-
tained by the time correlated inversion, which is a counter-intuitive
finding. A probable explanation is that the increased “stiffness” in
the time domain causes spatial shifts of fluxes. Despite this some-
what unclear situation, it still gives some indication that the atmo-
spheric concentration signal indeed contains the information on the

titative statement is again very limited, but it seems that the
amplitudes from the GFED estimates account for a sizable
fraction of the inversion anomalies. This points towards fire
as an important player in the large releases of carbon dur-
ing El Niño events, albeit the exact role is not possible to
determine with this method. In the remaining regions, no
convincing correlation is obtained.

The surprisingly close correlation of carbon fluxes and fire
activity recorded by satellites, in several regions for which
biomass burning is thought to play a significant role for car-
bon release, is encouraging evidence that the inverse method
is able to capture and localize large carbon flux events that
are not contained in the a-priori estimates. On the other
hand, this tentatively provides an independent quantification
of biomass burning fluxes. Furthermore, the magnitude of
the fire fluxes as estimated by the inverse method (that prob-
ably tends to underestimate them because they represent a
large deviation from the a-priori fluxes) is compatible with
the hypothesis that fires contribute substantially to anoma-
lously large carbon fluxes to the atmosphere during El Niño
events. This is in agreement with the analysis of Page et al.
(2002), and Langenfelds et al. (2002) that employed atmo-
spheric concentration records of CO, CH4 and H2 in addition
to CO2 for the same purpose.

7 Summary and outlook

The recent CO2 flux history was reconstructed using a time-
dependent inverse approach based on atmospheric concen-
tration data and observed winds. Major findings and conclu-
sions can be summarized as follows:

1. The inverse method is suited for estimating the tem-
poral variability of CO2 fluxes on continental to sub-
continental scales.

2. In agreement with previous studies, land fluxes are es-
timated to be the main driver of interannual variations
in atmospheric carbon content, with the pace predom-
inantly being set by the El Niño/La Niña contrast. An
exception is a 2–3 year period of increased sink of atmo-
spheric carbon after Mt. Pinatubo’s volcanic eruption in
1991. The largest differences in fluxes between El Niño
and La Nĩna are found in the tropical land regions, the
main share being due to Tropical South America.

3. As the variations of fluxes due to El Niño, La Nĩna
and Post-Pinatubo effects are very distinct, they can be
used to identify relationships between climatic variabil-
ity and induced CO2 flux variability and to investigate
the underlying mechanisms.

biomass burning flux. As is the case for all particular details of the
inversion estimate, however, the possibility of an artefact has to be
taken into account.
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Fig. 19. Comparison of the flux estimates from the inversion (standard and selected sensitivity set-ups, 35 sites) with the independent
estimates of biomass burning emissions from the Global Fire Emissions Database (GFED, version 1), and comparison of the timing of flux
anomalies with fire counts measured by the ESA satellite (ATSR World Fire Atlas). Conventions as in Fig. 5. In particular, all fluxes as well
as the fire counts are deseasonalized by running 12-months sums, which converts the usually extremely narrow peaks of the fire emissions
(typically one or two months in the fire season of the respective region) into “rectangular” pulses of one year duration centered around the
event. The fire counts (extra panels) are given in arbitrary units, proportional to the sum of counts in a region. Integration is done over a
special set of regions shown in Fig. 20.
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Fig. 20. Map of the regionsover which the estimatedfluxes are
integratedto obtainFig. 19. Conventionsasin Fig. 6.
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Fig. 20. Map of the regions over which the estimated fluxes are integrated to obtain Fig. 19. Conventions as in Fig. 6.

The rough analysis presented here suggests that the
short-term variability of tropical biospheric fluxes is
strongly related to precipitation anomalies.

4. The timing of several large biomass burning events in
the recent past is captured by the inversion, as demon-
strated by comparison with information on fires from
satellite data. This comparison confirms that fires are
an important mechanism of carbon release to the atmo-
sphere during El Nĩno phases.

5. There is a weak long-term trend towards increased up-
take by the global oceans (in particular in the Northern
hemisphere) that is consistent with the trend expected
from rising atmospheric CO2 concentration. On land,
no long-term trend is found.

6. The estimated long-term spatial flux patterns might be
affected by substantial systematic errors.

Nevertheless, the estimated partitioning of uptake of an-
thropogenic carbon by oceans and land agrees well with
that inferred from the observed trend in the O2/N2 ratio.

Tentatively summarizing the estimated long-term spa-
tial distribution of fluxes (01/1996–12/1999), we find a
northern hemisphere land sink of only 0.4 PgC/yr which
is substantially smaller than the results from most previ-
ous studies (IPCC, 2001; Gurney et al., 2002). We also
find a smaller difference (on the order of 1 PgC/yr) be-
tween uptake in the two hemispheres compared to these

studies. This is mainly due to a shift in land uptake of
carbon from the northern hemisphere to the tropics, with
an estimated tropical land sink of 0.8 PgC/yr.

On a continental scale, Eurasia is approximately carbon
balanced while North America is a carbon sink. There is
larger ocean carbon uptake in the South Pacific temper-
ate region than expected from prior estimates and weak
outgassing from the Southern Ocean.

Though details of the inversion method could potentially
be modified or refined, we believe that qualitatively more
valuable results can only be achieved through a higher den-
sity of atmospheric data, possibly also including additional
sources of information. Satellite data are a potential way
to considerably increase the spatial resolution (Houweling
et al., 2003). At present, the SCIAMACHY and AIRS instru-
ment are measuring CO2 from space, and data are expected
to become available in the coming years. Due to the lim-
ited lifetime of satellites and to calibration issues, they are
expected to be particularly suitable for short-term studies.
Alternatively, continuous CO2 analysers provide a strongly
increased data density in time. Together with highly re-
solved (regional) models of atmospheric transport, this could
potentially exploit the information contained in “synoptic
events” (Law et al., 2002). For example, concentration peaks
associated with fronts might be related to the sources and
sinks along the particular trajectory of the weather system.
Currently, success of this approach might be limited by the
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realism of available regional transport models. As a further
possibility, the isotopic composition of CO2 (such as13CO2,
14CO2, CO18O) could be exploited. So far, however, this ap-
proach has not been very successful, owing to the fact that the
increase of exploitable observational evidence is accompa-
nied by an even larger increase in the number of unknowns.
This is due to the highly complex mechanisms of isotopic
fractionation that determines the characteristic isotopic sig-
nature of a particular CO2 source or sink. Finally, one could
also increase information on the model side, by using de-
tailed process-oriented flux models that incorporate the avail-
able process understanding in a more direct way. Success of
this approach, however, will crucially depend on as many yet
open questions, such as the variability of model parameters
in space and time, the realism of the model, or its degree of
non-linearity.

Notwithstanding these perspectives, inversions of the type
presented here are a valuable tool to monitor long-term vari-
ations of the global carbon cycle. In our opinion, therefore,
continuation and expansion of the world-wide flask sampling
program should remain a high priority of carbon cycle re-
search. We particularly stress the importance of homoge-
neous long-term data records, as shown in this paper. Any
extension of the sampling network by sites that provide un-
smoothed data calibrated against a well-defined scale, would
help to improve the robustness and spatial resolution of flux
estimates, enhancing their value in the understanding of the
carbon cycle and its changes.
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