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When computing numerical solutions to the Vlasov–Maxwell equations, the source terms
in Maxwell’s equations usually fail to satisfy the continuity equation. Since this condi-
tion is required for the well-posedness of Maxwell’s equations, it is necessary to introduce
generalized Maxwell’s equations which remain well-posed when there are errors in the
sources. These approaches, which involve a hyperbolic, a parabolic and an elliptic cor-
rection, have been recently analyzed mathematically. The goal of this paper is to carry
out the numerical analysis for several variants of Maxwell’s equations with an elliptic
correction.
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Introduction

The interaction of (non-relativistic) charged particles is governed by the Vlasov–

Maxwell system of equations, which writes

∂f

∂t
+ v · ∇xf +

q

m
(E + v ×B) · ∇vf = 0,

∂E

∂t
− c2 curlB = − J

ε0
,

∂B

∂t
+ curlE = 0,

divE =
̺

ε0
,

divB = 0.

Above, one has

̺ =

∫

f dv, and J =

∫

fv dv,

1
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where ̺ is the charge density and J is the current density. The distribution function

f ≡ f(x,v, t) represents the particle density in phase space, whileE ≡ E(x, t),B ≡
B(x, t) are respectively the electric and magnetic fields. For Maxwell’s equations to

be well-posed, it is well-known that the charge and current densities ̺ and J must

satisfy the so-called continuity equation

∂̺

∂t
+ divJ = 0. (0.1)

Otherwise, there is no solution to Maxwell’s equations. When ̺ and J are com-

puted by numerically solving the Vlasov equation and integrating in v, they fail (in

general) to verify a discrete equivalent to the continuity equation. To address this

problem, one can choose either to compute discrete ̺ and J that satisfy a discrete

continuity equation (see Refs. 40, 10), or to perform a correction on the electromag-

netic field (see Refs. 33, 32, 11). Here, we focus on the second remedy, which can

be achieved by the introduction of a correction term in Maxwell’s equations. This

results in the so-called generalized Maxwell equations. The aim of this paper is to

carry out the numerical analysis of the method, after full discretization (in space

and time) of the equations.

To be able to define the electromagnetic field in a unique way, we have to sup-

plement the equations that govern its behavior inside the domain with boundary

conditions and initial conditions (set at time t = 0). Let n denote the unit outward

normal vector to the boundary, and assume that the domain in which we solve

Maxwell’s equations is surrounded by a perfect conductor, which imposes,

E × n = 0 and B · n = 0 on the boundary. (0.2)

The initial condition is simply

(E,B)|t=0 = (E0,B0), (0.3)

for some given data (E0,B0).

The paper is organized as follows. In section 1, we introduce the notations that

we will use throughout this paper. In the next section, we introduce the generalized

Maxwell equations, and we describe briefly the different corrections: hyperbolic,

parabolic and elliptic. Then, we focus our attention in section 3 on the elliptic cor-

rection, for which we remark that two (equivalent) expressions can be used. Also,

one can choose between two formulations to represent Maxwell’s equations without

correction: namely, it is plain, or augmented. Then, in section 4, we propose full

(space and time) discretizations of the generalized Maxwell equations with ellip-

tic correction. To perform the discretization in time, we rely mainly on implicit

schemes (note that the choice of the correction yields different numerical schemes).

To discretize the formulations in space, we propose edge elements for the plain for-

mulation 35,36, whereas we choose continuous approximations for the augmented

formulations (see 8,7,27,25,6,28,5 or 23,16,28,19,18). We carry out the numerical analysis

of the fully discrete schemes in the case of the Maxwell equations without correction
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in section 5: we rely either on the techniques developed by Raviart–Thomas38, or

by Ciarlet–Zou20 and Chen et al. 15 to perform the analysis. The case of the numer-

ical analysis of the generalized Maxwell equations is finally addressed in sections 6

and 7: we rely here on some techniques and results proved in Refs. 15 and 18. In par-

ticular, we establish rigorously convergence results for the augmented formulation

in all cases.

1. Framework

Let us introduce first to some mathematical definitions. Let Ω be a bounded, simply

connected, open polyhedron with a Lipschitz, connected boundary ∂Ω. Consider

L2(Ω) the Lebesgue space of measurable and square integrable functions over Ω,

with (· | ·)0 and ‖ · ‖0 its associated scalar product and norm, and H1(Ω) the space

of L2(Ω) functions with gradients in L2(Ω)3. From now on, we adopt the notations

L2(Ω) = L2(Ω)3, Hs(Ω) = Hs(Ω)3. The scalar product in L2(Ω) or L2(Ω) may also

be denoted (· | ·), without any subscript, when there is no ambiguity.

The electric field naturally belongs to the Sobolev space H0(curl; Ω), where

H(curl; Ω) := {v ∈ L2(Ω) : curl v ∈ L2(Ω)} ,
H0(curl; Ω) := {v ∈ H(curl; Ω) : v × n|∂Ω = 0}.

When considering augmented formulations, two situations might actually occur,

depending on whether or not the domain is convex16. In the convex case, one can

use the Sobolev space

H(div; Ω) := {v ∈ L2(Ω) : div v ∈ L2(Ω)}.

This leads to an augmented formulation for the electric field, as described in Assous

et al.9, in the functional space

X0 := H0(curl; Ω) ∩ H(div; Ω),

which can be discretised by nodal finite elements. We refer to this case as the usual

nodal element method (UNEM). When Ω is non-convex, i.e., when its boundary

∂Ω includes reentrant corners and/or edges, the previous approach is no longer

available. Indeed, on the one hand, X0 does not possess a dense subspace included

in H1(Ω); on the other hand, any finite element conformal in H(curl; Ω)∩H(div; Ω)

is in fact conformal in H1(Ω). As of now, there are two known methods for over-

coming this hindrance.

The singular complement method (SCM) 8,7,27,25,6,28,5 takes advantage of the

regular-singular decomposition

X0 = Xreg ⊕ Xsing,

where the regular space Xreg = X0 ∩ H1(Ω) can be approached by continuous

finite elements, while the singular space Xsing needs a specific treatment. This
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method is easy to use in a two-dimensional (cartesian or axisymmetric) setting,

since in this case Xsing is finite-dimensional and bases are explicitly known. Thus,

the knowledge of the singular part of the electric field is equivalent to finding a finite

(often small) number of singularity coefficients. In a forthcoming paper, we shall

present the extension of the SCM to certain three-dimensional situations through

Fourier analysis. However, its implementation in general 3D non-convex Lipschitz

domains (or even polyhedra) is probably very difficult.

The weighted regularisation method (WRM) 23,24,16,18 consists in evaluating the

divergence of the fields in a weighted L2 space to obtain valid numerical approxima-

tions of the whole field by continuous finite elements. More precisely, let E be the

non-empty set of reentrant edges of ∂Ω, and let d be the distance to E. Consider

wγ a smooth non-negative function of x, that depends on a real parameter γ. The

weight wγ is chosen to behave locally as dγ in the neighborhood of reentrant edges

and corners, and is bounded above and below by a strictly positive constant outside

a fixed neighborhood of E. We then define, for γ > 0:

L2
γ(Ω) := {v ∈ L2

loc(Ω) : wγ v ∈ L2(Ω)}, ||v||0,γ := ||wγ v||0 ,
L2
−γ(Ω) := {v ∈ L2

loc(Ω) : w−γ v ∈ L2(Ω)}, ||v||0,−γ := ||w−γ v||0 ,
H(γ)(div; Ω) := {v ∈ L2(Ω) : div v ∈ L2

γ(Ω)} , ||v||2div ,γ = ||v||20 + ||div v||20,γ ,
Xγ := {v ∈ H0(curl; Ω) : div v ∈ L2

γ(Ω)} := H0(curl; Ω) ∩ H(γ)(div; Ω).

The scalar product in L2
γ(Ω) is denoted (· | ·)0,γ . The augmented formulation is

set in the space Xγ , for suitable values of the parameter γ (cf. Refs. 23, 16, 19).

This choice constrains the value of the parameter. To measure the divergence of the

fields, we want that L2(Ω) ⊂ L2
γ(Ω) ⊂ H−1(Ω), so one must impose the condition

γ ∈ (0, 1). What is more, assume that Ω is a 3D non-convex Lipschitz polyhedron.

Then, there exists a lower bound γmin such that, for any γ ∈ (γmin, 1), elements of

Xγ are approximable by conforming continuous finite elements23. More precisely,

one has γmin := 2 − σ∆, where σ∆ is the minimum singularity exponent for the

Laplace problem with homogeneous boundary condition.

{φ ∈ H1
0(Ω) : ∆φ ∈ L2(Ω)} ⊂ Hσ∆(Ω) :=

⋂

s<σ∆
Hs(Ω),

{φ ∈ H1
0(Ω) : ∆φ ∈ L2(Ω)} 6⊂ Hσ∆(Ω).

(1.1)

As can be seen by direct inspection, σ∆ ∈ (3
2 , 2), so that γmin ∈ (0, 1

2 ).

By a slight abuse of notation, we set w0 ≡ 1, and we shall often consider L2(Ω),

H(div; Ω) and X0 as limiting cases of L2
γ(Ω), H(γ)(div; Ω) and Xγ . We shall also

write X to cover both cases: either X0, or Xγ where γ belongs to the suitable range

for the WRM. An important feature, in both cases, is that the bilineara form and

aWe shall use the word “bilinear” to mean either bilinear or sequilinear; the theory equally ap-
plies to real and complex spaces. Likewise, it is understood that all the linear and bilinear forms
considered are continuous.



June 27, 2008 11:6 WSPC/INSTRUCTION FILE x

Numerical analysis of the generalized Maxwell equations 5

the semi-norm

aγ(u,v) := (curlu | curl v)0 + (divu | div v)0,γ , ‖u‖X = aγ(u,u)1/2,

define a scalar product and a norm in X. When γ = 0, this is a consequence of

Weber’s theorem 41. This norm will be used throughout the paper; orthogonality

in X will always refer to it.

2. Correction methods for Maxwell’s equations

As can be found for instance in Refs. 10, 11 and references therein, the general form

of Maxwell’s equations with correction reads

∂E

∂t
− c2 curlB + c2 grad p = − J

ε0
,

∂B

∂t
+ curlE = 0,

g(p) + divE =
̺

ε0
,

divB = 0,

where g is a linear differential operator that defines the type of correction. The

added term in the first equation allows to take into account data ̺ and J that fail

to satisfy the continuity equation (0.1). Indeed, the corrector p is solution to:

∂g(p)

∂t
− c2∆p =

1

ε0

(

∂̺

∂t
+ divJ

)

. (2.1)

Assuming ad hoc boundary conditions have been chosen, p vanishes if, and only if,

the continuity equation is satisfied. The elliptic (respectively parabolic, or hyper-

bolic) correction corresponds to g(p) = 0 (resp. g(p) = p, or g(p) = ∂tp). As far as

the boundary conditions are concerned, they are purely homogeneous Dirichlet in

the elliptic and parabolic cases:

p = 0 on the boundary, (2.2)

whereas it can be chosen as ∂tp+ c ∂np = 0 on the boundary in the hyperbolic case.

In this paper, we focus on the elliptic correction, as announced. Then, the initial

condition on the corrector is:

p|t=0 = p0, where: − c2∆p0 =
1

ε0

(

∂̺

∂t
+ divJ

)

|t=0

. (2.3)

Furthermore, we assume that E0, B0 satisfy the conditions

divE0 = ̺|t=0, divB0 = 0,

E0 × n = 0, B0 · n = 0 on the boundary.
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Then, one can prove that the pair (E, p) satisfies the following set of equations

∂2E

∂t2
+ c2 curl curlE + c2 grad

∂p

∂t
= − 1

ε0

∂J

∂t
, (2.4)

divE =
̺

ε0
, (2.5)

with boundary conditions (0.2) and (2.2), and initial conditions (0.3), (2.3) and

∂E

∂t |t=0
= E1, where E1 = c2 curlB0 + c2 grad p0 −

1

ε0
J |t=0. (2.6)

The problem (2.4–2.5) has a saddle-point structure: Eq. (2.5) appears as a con-

straint, and P := −∂tp as the associated Lagrange multiplier in (2.4). We shall

refer to this problem as the formulation with constraint. Conversely, if all the initial

conditions are satisfied, Eqs. (2.4–2.5) imply (2.1), with g(p) = 0. The set of equa-

tions (2.4) and (2.1), where p can be computed from (̺,J) and then enters (2.4) as

a data, will be called the formulation with correction.

In this paper, we shall consider the discretization of both formulations. They

turn out not to be equivalent when nodal finite elements are used. For the sake of

simplicity, we set from now on c = ε0 = 1. Most of this work can be generalised

to media with variable coefficients, but, having in mind applications to Vlasov–

Maxwell computations, there is obviously no such need.

3. Abstract variational formulations

3.1. Without constraint or correction

Let H and V be two Hilbert spaces (respectively called the pivot space and energy

space), the injection V →֒ H being continuous and dense. Moreover, let us consider

a(·, ·) a quasi-V -elliptic bilinear form, i.e. which satisfies

∀v ∈ V, a(v,v) ≥ α ‖v‖2
V − C ‖v‖2

H ,

for some constants α > 0 and C ≥ 0. Let ψ be a function that belongs

to L2(0, T ;H). The variational formulation:

Find E ∈ H1(0, T ;H) ∩ L2(0, T ;V ) such that

d2

dt2
(E(t) | F )H + a(E(t),F ) = (ψ(t) | F )H , ∀F ∈ V, (3.1)

satisfies the hypotheses of Lions’s theorem (see th. 8.1, chap. III of 30), and thus

admits a unique solution E ∈ C0(0, T ;V ) ∩ C1(0, T ;H) ∩ H2(0, T ;V ′). As far

as Maxwell’s equations are concerned, this framework allows to prove the well-

posedness of:

• the plain VF, defined by H = L2(Ω), V = H0(curl; Ω), a(u,v) =

apl(u,v) := (curlu | curl v)0, ψ = −∂tJ ;
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• the augmented VF, where H = L2(Ω), V = Xγ , a(u,v) = aγ(u,v), and

(ψ | v)H = −(∂tJ | v)0 + (̺ | div v)0,γ , i.e., ψ := −∂tJ − grad (w2
γ ̺) if ̺

is regular enough (see remark 3.1 below).

These formulations are the weak forms of vector wave equations, which are equiva-

lent to the first-order Maxwell system4 iff the continuity equation (0.1) is satisfied.

Remark 3.1. Provided ̺ is regular enough (w2
γ ̺ ∈ L2(0, T ;H1

0(Ω))), the second

formulation is a consequence of the “classical” augmented variational formulation:

d2

dt2
(E(t) | F ) + aγ(E(t),F ) = −(∂tJ(t) | F ) + (̺(t) | divF )0,γ , ∀F ∈ Xγ .

(3.2)

3.2. With correction

We keep the same notations as in the previous paragraph. Above, we noticed that

the correction method consists in simply modifying the r.h.s. of the evolution equa-

tion for E. Let Q be the space of correctors, and c(·, ·) a bilinear form on H ×Q.

Assume that ̺ ∈ H2(0, T ;Q′) and J ∈ H1(0, T ;H). The corrector p ∈ H1(0, T ;Q)

is, at any time, the solution to the elliptic problem:

Find p(t) ∈ Q such that, for all q ∈ Q,

(p(t) | q)Q = Q′〈∂t̺(t) + divJ , q〉Q, ∀q ∈ Q. (3.3)

In practice, we take Q = H1
0(Ω), equipped with the scalar product (p | q)Q =

(grad p | grad q)0. Next, let c(v, q) := −(v | grad q)0 = H−1〈div v, q〉H1
0
. Then, the

variational formulation of (2.4) reads:

Find E ∈ H1(0, T ;H) ∩ L2(0, T ;V ) such that

d2

dt2
(E(t) | F )H + a(E(t),F ) = (ψ(t) | F )H + c(F , ∂tp(t)), ∀F ∈ V ; (3.4)

it comes in the basic and augmented versions.

3.3. With constraint

Let V ⊂ H , a(·, ·) and ψ be as in §3.2. We consider a third Hilbert space Q, which

will be that of multipliers, and b(·, ·) a bilinear form on V ×Q. Let ̺ be a function

in L2(0, T ;Q′). The problem under consideration is:

Find E ∈ H1(0, T ;H) ∩ L2(0, T ;V ) and P ∈ L2(0, T ;Q) such that

d2

dt2
(E(t) | F )H + a(E(t),F ) + b(F , P (t)) = (ψ(t) | F )H , ∀F ∈ V, (3.5)

b(E(t), q) = Q′〈̺(t), q〉Q, ∀q ∈ Q. (3.6)

The specific instances of this formulation include:

• the mixed unaugmented VF, where H, V, a = apl, ψ are the same as in

the plain formulation, while Q = H1
0(Ω) and b(v, q) = −(v | grad q)0; this

is the weak form of (2.4–2.5), with P := −∂tp;
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• the mixed augmented VF, where H, V, a = aγ , ψ are the same as in the

augmented formulation, Q = L2
−γ(Ω) and b(v, q) = L2

−γ
〈q, div v〉L2

γ
.

The well-posedness is proven in 15,11 for the formulation in V = H0(curl; Ω). Gen-

eralising to the mixed augmented cases (V = X0 or Xγ) is straightforward once

one notices that, in all three cases:

• the kernel of the form b is the same: K := {v ∈ H0(curl; Ω) : div v = 0});
• its orthogonal in V , both w.r.t. the L2 scalar product and the form a(·, ·),

is a space of gradients, namely, K⊥
V = gradH1

0(Ω) ∩ V ;

• the forms a and b satisfy the Babuška–Brezzi conditions, namely:

– the form a is elliptic on K;

– the form b satisfies an inf-sup condition with the norms of Q and V .

Remark 3.2. Under the same regularity assumption as in Remark 3.1, we obtain

the “classical” mixed augmented variational formulation:

d2

dt2
(E(t) | F ) + aγ(E(t),F ) + (P (t) | divF ) = −(∂tJ(t) | F ) + (̺(t) | divF )0,γ ,

∀F ∈ Xγ ; (3.7)

L2
γ
〈divE(t), q〉L2

−γ
= L2

γ
〈̺(t), q〉L2

−γ
, ∀q ∈ L2

−γ(Ω). (3.8)

Remark 3.3. The generalised Maxwell equations, like the usual ones, consist of

two subsystems of distinct nature. The evolution equations involve the curl operator

only; while the divergence equations are constraints. This clearly appears when

a Hodge decomposition of the electric field is performed, if one uses the above

connections between the forms aγ and b. The longitudinal (curl-free) part EL of

the field satisfies, at any time, the static mixed augmented formulation:

aγ(EL(t),F ) + b(F , PL(t)) = (̺(t) | divF )0,γ , ∀F ∈ V ; (3.9)

b(EL(t), q) = Q′〈̺(t), q〉Q, ∀q ∈ Q ; (3.10)

in the mixed unaugmented formulation, aγ is replaced with apl and the r.h.s. of (3.9)

with zero. In both cases, one easily checks that PL = 0. The transversal (divergence-

free) part ET satisfies the evolution equation, with PT = P :

d2

dt2
(ET (t) | F )H + a(ET (t),F ) + b(F , PT (t))

= −(∂tJ(t) | F )H − d2

dt2
(EL(t) | F )H , ∀F ∈ V ; (3.11)

b(ET (t), q) = 0, ∀q ∈ Q. (3.12)

If the continuity equation is satisfied, the two systems can be entirely uncoupled by

noting that ∂tJ + ∂2
tEL = ∂tJT , the derivative of the divergence-free part of the

current. In this case, and in this case only, PT = 0.
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4. Discretizations

4.1. General framework

The discretisation of the variational formulations (3.1), resp. (3.3–3.4) or (3.5–3.6)

will follow the usual principles. The variational space V will be approached by a

finite-dimensional space Vh spanned by finite element basis functions. The plain

and mixed unaugmented formulations, with the variational space V = H0(curl; Ω),

will be approached by edge elements; the augmented and mixed augmented formu-

lations, with the variational space V = X0 or Xγ , will be approached by nodal

elements, complemented by singular functions in the case of the SCM.

The edge element method has been extensively studied 35,36,31,37, so we shall

concentrate upon the various nodal element methods. We suppose that we have

given ourselves an interpolation/projection operator Πh : X → Xh, depending on

the numerical method.

The corrector and multiplier spaces, Q and Q, will be approached by the finite-

dimensional spaces Qh and Qh; in all cases, they will be generated by nodal finite

elements. As far as the constrained (mixed) formulations are concerned, we will

always choose the couple (Vh, Qh) such as to satisfy the two usual requirements,

namely, the ellipticity of a on the discrete kernel of b, and a uniform discrete inf-

sup condition. For instance, this works 1 for the mixed unaugmented formulation,

by using Nédélec’s first family of elements 35 to build Vh, and setting Qh = P 0
1,h,

the space of P1 finite elements which is conformal in H1
0(Ω). For the UNEM and

SCM, one can use Vh = Xh, the space of Pk+1 finite elements which is conformal

in X0, and Qh = Pk,h, the space of Pk finite elements seen as a subspace of L2(Ω).

This amounts to using the well-known Pk+1 − Pk Taylor–Hood finite element 39,13.

Finally, for the WRM, one uses Vh = Xh, this time seen as a subspace of Xγ , and

Qh = P †
k,h ⊂ L2

−γ(Ω), made up of elements of Pk,h that vanish near the reentrant

edges 18, see Eq. (C.3) in Appendix C.

As for the time discretisation, one can consider either an explicit centred scheme,

which gives a higher-order approximation in time and is computationally very effi-

cient when mass lumping is used, or a totally implicit scheme which is incondition-

ally stable. The time mesh being defined by the instants tn = n τ , the value of the

field u at time tn is denoted un; the successive (continuous) time derivatives, if they

exist, are denoted u̇n = ∂tu(tn), ün = ∂2
tu(tn), etc. The discrete time derivatives

of the field u are given by: ∂τu
n := τ−1 (un−un−1), ∂2τu

n := (2τ)−1 (un−un−2).

4.2. Formulations without correction or constraint

We now examine the discretisation, in space and time, of (3.1). The totally implicit

scheme (hereafter denoted TI) reads:

Find En+1
h ∈ Vh such that, for all F h ∈ Vh,

(∂2
τE

n+1
h | F h)H + a(En+1

h ,F h) = (ψn+1
∗ | F h)H , (4.1)
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while the explicit centred scheme (EC) is:

(∂2
τE

n+1
h | F h)H + a(En

h,F h) = (ψn∗ | F h)H . (4.2)

Above, ψℓ∗ is a suitable approximation of ψ(tℓ). The application of the TI scheme

to the plain formulation is examined in 20. As for the augmented formulation (3.2),

the two schemes read:

Find En+1
h ∈ Xh such that, for all F h ∈ Xh,

TI: (∂2
τE

n+1
h | F h) + aγ(E

n+1
h ,F h) = −(∂τJ

n+1 | F h) + (̺n+1 | divF h)0,γ , (4.3)

EC: (∂2
τE

n+1
h | F h) + aγ(E

n
h,F h) = −(∂2τJ

n+1 | F h) + (̺n | divF h)0,γ . (4.4)

If J is known at the instants tn+1/2, the derivative ∂2τJ
n+1 can be replaced with

∂τJ
n+1/2, without changing the order of the scheme and the subsequent analysis.

These equations must be supplemented with initial conditions; so one sets:

E0
h = ΠhE0, E1

h solution to: (4.5)

τ−2 (E1
h −E0

h − τ ΠhE1 | F h) + aγ(E
1
h − 1

2 E
0
h,F h)

= −(∂τJ
1 − 1

2∂τJ
0 | F h) + (̺1 − 1

2̺
0 | divF h)0,γ (TI) ; (4.6)

τ−2 (E1
h −E0

h − τ ΠhE1 | F h) + aγ(
1
2 E

0
h,F h)

= −(1
2∂2τJ

1 | F h)0,γ + (1
2̺

0 | divF h)0,γ (EC) ; (4.7)

they will be justified in Equations (5.4, 5.5). The operator Πh is the interpola-

tion/projection operator which depends on the numerical method.

4.3. Formulations with correction

The numerical correction schemes, both implicit and explicit, consist of two suc-

cessive steps: the corrector is computed first, then the field is updated. Thus, the

totally implicit scheme is given by the algorithm:

(1) Find pn+1
h ∈ Qh such that, for all qh ∈ Qh,

(pn+1
h | qh)Q = Q′〈∂τ̺n+1 + divJn+1, qh〉Q, ∀qh ∈ Qh, (4.8)

(2) Find En+1
h ∈ Vh such that, for all F h ∈ Vh,

(∂2
τE

n+1
h | F h)H + a(En+1

h ,F h) = (ψn+1
∗ | F h)H + c(F h, ∂τp

n+1
h ). (4.9)

And the explicit centred scheme reads:

(1) Find p
n+1/2
h ∈ Qh such that, for all qh ∈ Qh,

(p
n+1/2
h | qh)Q = Q′〈∂τ̺n+1 + div 1

2 (Jn+1 + Jn), qh〉Q, ∀qh ∈ Qh, (4.10)

(2) Find En+1
h ∈ Vh such that, for all F h ∈ Vh,

(∂2
τE

n+1
h | F h)H + a(En

h ,F h) = (ψn∗ | F h)H + c(F h, ∂τp
n+1/2
h ) (4.11)

The quantity 1
2 (Jn+1 + Jn) in the r.h.s. of (4.10) serves as an approximation

of Jn+1/2; of course the latter can be used if it is known. The analysis is similar to
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that of the above scheme. The discrete corrections vanish as soon as some discrete

version of the continuity equation is satisfied, namely

TI: ∀n, ∂τ̺
n+1 + divJn+1 = 0 in Q′

h ; (4.12)

EC: ∀n, ∂τ̺
n+1 + div 1

2 (Jn+1 + Jn) = 0 in Q′
h. (4.13)

4.4. Formulations with constraint

The totally implicit scheme for the mixed formulations reads:

Find (En+1
h , Pn+1

h ) ∈ Vh ×Qh such that, for all (F h, qh) ∈ Vh ×Qh,

(∂2
τE

n+1
h | F h)H + a(En+1

h ,F h) + b(F h, P
n+1
h ) = (ψn+1

∗ | F h)H , (4.14)

b(En+1
h , qh) = Q′〈̺n+1, qh〉Q ; (4.15)

and the explicit centred scheme is:

(∂2
τE

n+1
h | F h)H + a(En

h ,F h) + b(F h, P
n+1
h ) = (ψn∗ | F h)H , (4.16)

b(En+1
h , qh) = Q′〈̺n+1, qh〉Q. (4.17)

Let us turn (for a while) to the unaugmented formulations. As far as the edge

element method is concerned, it is worth noting that most of its versions yield

commuting discrete de Rham complexes 31,37. Therefore, if we set ψn∗ := −∂τJn
(TI) resp. −∂2τJ

n+1 (EC), and provided Equations (4.12) or (4.13) are satisfied

(with Q′
h replaced with Q′

h), the solution En+1
h of (4.14–4.15), respectively (4.16–

4.17), coincides with that of (4.1), resp. (4.2), and Pn+1
h = 0. On the other hand,

this property is violated by all known nodal element methods, hence the necessity

of the specific analysis of §7.

5. Numerical analysis without correction or constraint

5.1. Definitions and assumptions

In order to obtain error estimates, we shall consider a functional space X̃ ⊂ X,

whose norm will be denoted ‖ · ‖
X̃

. We suppose that the interpolation/projection

operator Πh : X → Xh satisfies

∀u ∈ X̃, ‖u− Πhu‖X ≤ ǫ(h) ‖u‖
X̃
. (5.1)

The suitable choices for the spaces X̃ and the associated interpolation error esti-

mates are detailed in Appendix A, Appendix B and Appendix C, respectively for

the SCM, the UNEM and the WRM.

We also consider Ph : X → Xh the orthogonal projection operator in X:

∀(u,vh) ∈ X× Xh, aγ(Phu,vh) = aγ(u | vh). (5.2)

Of course, one also has

∀u ∈ X̃, ‖u− Phu‖0 . ‖u− Phu‖X . ǫ(h) ‖u‖
X̃

; (5.3)

the first inequality stems from Weber’s theorem 41.
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In all of §§5 to 7, we shall assume that the data and the solution are reg-

ular enough, typically J ∈ H2(−kτ, T + kτ ;L2(Ω)) and E ∈ H3(−kτ, T +

kτ ;L2(Ω)) ∩ H2(−kτ, T + kτ ; X̃), where k is a small integer. For some esti-

mates on the EC schemes, we shall require J ∈ H3(−kτ, T + kτ ;L2(Ω)) and

E ∈ H4(−kτ, T + kτ ;L2(Ω)) ∩ H2(−kτ, T + kτ ; X̃). The corresponding norms

will be denoted ‖J‖H3(L2), ‖E‖H2(X̃), etc.

5.2. A la Raviart–Thomas

The problem (3.2) and its total discretisations (4.3) or (4.4), belong in the framework

of hyperbolic symmetric problems of order 2 in time, studied in Chapter 8 of Ref. 38.

We shall follow the main lines of this study. The only slight difference is that the

continuous time derivative ∂tJ is replaced with a discrete derivative in the r.h.s. of

the discrete formulations, thus generating an extra consistency error.

Indeed, let us define:

dτJ
n = ∂τJ

n (TI) or ∂2τJ
n+1 (EC) ; ψn∗ = −dτJ

n − grad (w2
γ ̺

n).

We consider the following variational formulation, where Gn
h is an approximation

of Ė(tn):

Find (En+1
h ,Gn+1

h ) ∈ Xh × Xh such that, for all vh ∈ Xh,

τ−2 (En+1
h −En

h − τ Gn
h | vh) + aγ(βE

n+1
h + (1

2 − β)En
h ,vh)

= (β ψn+1
∗ + (1

2 − β)ψn∗ | vh), (5.4)

τ−1 (Gn+1
h −Gn

h | vh) + aγ(δE
n+1
h + (1 − δ)En

h,vh) = (δψn+1
∗ + (1 − δ)ψn∗ | vh),

Eh
0 = ΠhE0, G0

h = ΠhE1. (5.5)

The totally implicit scheme (4.3) corresponds to (β, δ) = (1, 3
2 ), the explicit

scheme (4.4) to (β, δ) = (0, 1
2 ). As usual, we first examine the errors:

enh = En
h − PhE

n, gnh = Gn
h − PhĖ

n
.

These are solution of the variational schemes

τ−2 (en+1
h − enh − τ gnh | vh) + aγ(β e

n+1
h + (1

2 − β)enh,vh) = (εnh | vh), (5.6)

τ−1 (gn+1
h − gnh | vh) + aγ(δ e

n+1
h + (1 − δ)enh,vh) = (ηnh | vh), (5.7)

where the consistency errors are given by:

(εnh | vh) =
(

β (J̇
n+1 − dτJ

n+1) + (1
2 − β) (J̇

n − dτJ
n) | vh

)

+
(

β Ë
n+1

+ (1
2 − β) Ë

n | vh
)

− τ−2
(

Ph(E
n+1 −En − τ Ė

n
) | vh

)

,

(ηnh | vh) =
(

δ (J̇
n+1 − dτJ

n+1) + (1 − δ) (J̇
n − dτJ

n) | vh
)

+
(

δ Ë
n+1

+ (1 − δ) Ë
n | vh

)

− τ−1
(

Ph(Ė
n+1 − Ėn

) | vh
)

.
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Using Taylor expansions, we can bound these errors as:

‖εnh‖0 and ‖ηnh‖0 .

∫ tn+1

tn−1

∥

∥

∥J̈(t)
∥

∥

∥

0
dt+

∫ tn+1

tn

∥

∥

∥

...
E(t)

∥

∥

∥

0
dt

+ τ−1

∫ tn+1

tn

∥

∥

∥(I − Ph) Ë(t)
∥

∥

∥

0
dt, (5.8)

for the totally implicit scheme, and

‖εnh‖0 . τ

∫ tn+1

tn−1

∥

∥

...
J (t)

∥

∥

0
dt+

∫ tn+1

tn

∥

∥

∥

...
E(t)

∥

∥

∥

0
dt

+ τ−1

∫ tn+1

tn

∥

∥

∥(I − Ph) Ë(t)
∥

∥

∥

0
dt, (5.9)

‖ηnh‖0 . τ

∫ tn+2

tn−1

∥

∥

...
J (t)

∥

∥

0
dt+ τ

∫ tn+1

tn

∥

∥

....
E (t)

∥

∥

0
dt

+ τ−1

∫ tn+1

tn

∥

∥

∥(I − Ph) Ë(t)
∥

∥

∥

0
dt, (5.10)

for the explicit centred scheme.

To obtain an estimate in L2 norm, one can use the following result, from Theo-

rem 8.6-1 of 38:

‖enh‖0 . ‖e0
h‖0 + ‖g0

h‖0 + τ
n−1
∑

ℓ=0

(

τ ‖εℓh‖0 + ‖ηℓh‖0

)

. (5.11)

In the EC case, this result holds under a CFL condition τ ≤ C h, where the con-

stant C is independent of τ , h and E (see below). The initial error is bounded

as:

‖e0
h‖0 . ‖e0

h‖X . ǫ(h) ‖E0‖X̃
, ‖g0

h‖0 . ǫ(h) ‖E1‖X̃
. (5.12)

Writing En
h −En = enh − (I − Ph)E

n, plugging (5.8) or (5.9–5.10) into (5.11), and

using the bound (5.3) for the operator Ph, we get:

‖En
h −En‖0 . ǫ(h) ‖E‖W 2,1(X̃) + τ

[

‖J‖W 2,1(L2(Ω)) + ‖E‖W 3,1(L2(Ω))

]

(5.13)

for the TI scheme, and

‖En
h −En‖0 . ǫ(h) ‖E‖W 2,1(X̃) + τ2

[

‖J‖W 3,1(L2(Ω)) + ‖E‖W 4,1(L2(Ω))

]

(5.14)

for the EC scheme, under the CFL condition.

We now adapt these arguments to obtain an estimate in energy norm. Let I =

I(h) be the dimension of Xh; we denote by λ1 ≤ λ2 ≤ . . . ≤ λI the eigenvalues of

aγ(wh,vh) = λ (wh | vh)0, ∀vh ∈ Xh ;

we shall often use ωi :=
√
λi and θi := ωi τ . The (wi)1≤i≤I are the corresponding

eigenfunctions, which are taken (as usual) orthonormal in L2 (and thus ‖wi‖X = ωi)

and orthogonal in X. For any vector uh ∈ Xh, we shall denote ui = (uh | wi).
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Let us take vh = wi in (5.6–5.7). Introducing the notations:

U
n
i :=

(

ωie
n
i

gni

)

, H
n
i :=

(

θiε
n
i

ηni

)

;

B(θi) :=









1 − θ2i
2(1 + β θ2i )

θi
1 + β θ2i

−θi
(

1 − δ θ2i
2(1 + β θ2i )

)

1 − δ θ2i
1 + β θ2i









, D(θi) :=







1

1 + β θ2i
0

−δ θi
1 + β θ2i

1






;

we obtain the recurrence relation

U
n+1
i = B(θi)U

n
i + τ D(θi)H

n
i ,

and finally

U
n
i = B(θi)

n
U

0
i + τ

n−1
∑

ℓ=0

B(θi)
n−ℓ+1

D(θi)H
ℓ
i . (5.15)

Because of the normalisation of the basis vectors wi, there holds: ‖enh‖2
X

+ ‖gnh‖2
0 =

∑I
i=1 |Uni |2, with the Euclidean norm in R

2. The method converges (cf. p. 200

ff. of Ref. 38) iff the spectral radius of B(θi) is less or equal to 1, and the block

corresponding to the eigenvalues of modulus one is diagonalisable. This condition is

satisfied by the TI scheme for any θi (suph maxi θi <∞), while for the EC scheme

it is true iff suph maxi θi ≤ 2 (1 − ǫ) for some ǫ > 0. And, given that

D(θi)H
ℓ
i =









θi
1 + θ2i

εℓi

− 3θ2i
2(1 + θ2i )

εℓi + ηℓi









(TI),

(

θiε
ℓ
i

−1

2
θ2i ε

ℓ
i + ηℓi

)

(EC),

one infers from (5.15) — assuming the CFL condition suph ωI τ ≤ 2 (1 − ǫ) in the

explicit case — that

‖enh‖X + ‖gnh‖0 ≃
(

I
∑

i=1

|Uni |2
)1/2

.

(

I
∑

i=1

|U0
i |2
)1/2

+ τ

n−1
∑

ℓ=0

(

I
∑

i=1

|εℓi |2 + |ηℓi |2
)1/2

. ‖e0
h‖X + ‖g0

h‖0 + τ

n−1
∑

ℓ=0

(

‖εℓh‖0 + ‖ηℓh‖0

)

. (5.16)

Finally, using the bounds (5.8) or (5.9–5.10), one obtains :

‖En
h −En‖

X
. ǫ(h) ‖E‖W 2,1(X̃) + τ

[

‖J‖W 2,1(L2(Ω)) + ‖E‖W 3,1(L2(Ω))

]

. (5.17)

Remark 5.1. Note that, contrary to the L2 estimate, the error bound is not better

in the explicit case than in the implicit one. Indeed, a power of τ is lost in front

of ‖εℓh‖0. Thus, in the TI case, terms in εℓh and ηℓh are of the same order in τ ; in

the EC case, it is the term εℓh that limits the order of convergence.

Remark 5.2. Assume we are given a series of quasi-uniform triangulations (Th)h.
Then the largest eigenvalue λI(h) behaves like O(h−2). So the CFL writes: τ ≤ C h.
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5.3. A la Ciarlet–Zou

The analysis has been carried out in §4.1 of Ref. 20 with edge elements and an

implicit time scheme. Here we present its adaptation to the augmented formulations

(UNEM, SCM and WRM) in both implicit and explicit cases. First, we estimate

the error eℓh := Eℓ
h − PhE

ℓ, for 1 ≤ ℓ ≤ n, in the implicit case. Let F = F h ∈ Xh.

Integrating (3.2) on the interval [tℓ−1, tℓ], we get:

τ
(

∂τ Ė
ℓ | F h

)

+

∫ tℓ

tℓ−1

aγ (E,F h) dt = −τ
(

∂τJ
ℓ | F h

)

+

∫ tℓ

tℓ−1

(̺ | divF h)0,γ dt.

Subtracting this from τ times (4.3) with ℓ = n+ 1, yields:

τ
(

∂τ (∂τE
ℓ
h − Ė

ℓ
) | F h

)

+

∫ tℓ

tℓ−1

aγ

(

Eℓ
h −E,F h

)

dt

=

∫ tℓ

tℓ−1

(

̺ℓ − ̺ | divF h
)

0,γ
dt. (5.18)

We remark that ∂τE
ℓ
h − Ė

ℓ
= ∂τe

ℓ
h + ∂τ (PhE

ℓ − Eℓ) + (∂τE
ℓ − Ė

ℓ
) and

aγ

(

Eℓ
h −E,F h

)

= aγ
(

eℓh,F h
)

+ aγ

(

Eℓ −E,F h
)

. Taking F h = ∂τe
ℓ
h in (5.18),

we have:

(∂τe
ℓ
h − ∂τe

ℓ−1
h | ∂τeℓh) + aγ(e

ℓ
h, e

ℓ
h − eℓ−1

h )

= τ
(

∂2
τE

ℓ − Ph∂
2
τE

ℓ | ∂τeℓh
)

+ τ
(

∂τ (Ė
ℓ − ∂τE

ℓ) | ∂τeℓh
)

+

∫ tℓ

tℓ−1

aγ

(

E −Eℓ, ∂τe
ℓ
h

)

dt+

∫ tℓ

tℓ−1

(

̺ℓ − ̺ | div ∂τe
ℓ
h

)

0,γ
dt

:= I1 + I2 + I3 + I4. (5.19)

Using (5.3) and the Taylor estimates 20 for the time derivatives, we find:

I1 ≤ τ

2

∥

∥∂τe
ℓ
h

∥

∥

2

0
+ ǫ(h)2

∫ tℓ

tℓ−2

∥

∥

∥Ë

∥

∥

∥

2

X̃

dt ;

I2 ≤ τ

2

∥

∥∂τe
ℓ
h

∥

∥

2

0
+ C τ2

∫ tℓ

tℓ−2

∥

∥

∥

...
E
∥

∥

∥

2

0
dt.

Then we rewrite

I3 + I4 =

∫ tℓ

tℓ−1

∫ tℓ

t

{

−aγ
(

Ė, ∂τe
ℓ
h

)

+
(

˙̺ | div ∂τe
ℓ
h

)

0,γ

}

ds dt.

But, differentiating (3.2) with respect to time yields:

(...
E | F

)

+ aγ

(

Ė,F
)

= −
(

J̈ | F
)

+ ( ˙̺ | divF )0,γ ;
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and thus:

I3 + I4 =

∫ tℓ

tℓ−1

(

∫ tℓ

t

{...
E + J̈

}

ds
∣

∣

∣ ∂τe
ℓ
h

)

dt

≤ τ

2

∥

∥∂τe
ℓ
h

∥

∥

2

0
+ τ2

∫ tℓ

tℓ−1

{

∥

∥

∥

...
E
∥

∥

∥

2

0
+
∥

∥

∥J̈
∥

∥

∥

2

0

}

dt.

Taking into account the above estimates, we now add the equalities (5.19) from

ℓ = 2 to n. To do so, we make use of the Abel summation formula, valid for any

scalar product 〈· | ·〉:

2

n1
∑

ℓ=n0

〈uℓ | uℓ − uℓ−1〉 = ‖un1‖2 − ‖un0−1‖2 +

n1
∑

ℓ=n0

‖uℓ − uℓ−1‖2. (5.20)

Thus, we obtain:

‖∂τenh‖2
0 + ‖enh‖2

X
≤ C′ τ2

{

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

}

+ 4 ǫ(h)2 ‖E‖2
H2(X̃)

+ ‖∂τe1
h‖2

0 + ‖e1
h‖2

X
+ 3 τ

n
∑

ℓ=2

∥

∥∂τe
ℓ
h

∥

∥

2

0
. (5.21)

To bound the error for ℓ = 1, we use (4.6) and proceed like in §5.2. Formulas (5.8–

5.12), with n = 1, yield:

‖e1
h‖X and

∥

∥∂τe
1
h

∥

∥ . ǫ(h) [‖E0‖X̃
+ ‖E1‖X̃

]

+

∫ t1

t−1

{

ǫ(h)
∥

∥

∥
Ë
∥

∥

∥

X̃

+ τ
∥

∥

∥

...
E
∥

∥

∥

0
+ τ

∥

∥

∥
J̈
∥

∥

∥

0

}

dt.

Applying the discrete Gronwall lemma to (5.21), we get:

‖∂τenh‖2
0 + ‖enh‖2

X
. ǫ(h)2 ‖E‖2

H2(X̃) + τ2
[

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

]

.

All together, the squared error between the continuous and discrete solutions is the

sum of the squared L2 norm of

∂τE
n
h − Ėn

= (∂τE
n
h − Ph∂τE

n) + (Ph∂τE
n − ∂τE

n) + (∂τE
n − Ėn

)

and the squared ‖ · ‖X norm of: En
h −En = (En

h − PhE
n) + (PhE

n −En).

Combining the above arguments, we finally obtain:

‖∂τEn
h − ∂tE

n‖2
0 + ‖En

h −En‖2
X

. ǫ(h)2 ‖E‖2
H2(X̃)

+ τ2
[

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

]

. (5.22)
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The adaptation to the explicit scheme goes as follows. We integrate (3.2) on the

interval [tℓ−1, tℓ+1] and subtract the result from 2τ times (4.4) (with n = ℓ). Then

we take F = ∂τe
ℓ
h ∈ Xh as test function; reasoning as above, we get:

‖∂τen+1
h ‖2

0 − ‖∂τe1
h‖2

0 −
n
∑

ℓ=1

‖∂τeℓ+1
h − ∂τe

ℓ
h‖2

0 + ‖enh‖2
X
− ‖e0

h‖2
X

+

n
∑

ℓ=1

‖eℓh − eℓ−1
h ‖2

X

≤ 3τ

n
∑

ℓ=1

‖∂τeℓh‖2
0 + C

∫ tn+1

0

[

ǫ(h)2
∥

∥

∥Ë
∥

∥

∥

2

X̃

+ τ2

(

∥

∥

∥

...
E
∥

∥

∥

2

0
+
∥

∥

∥J̈
∥

∥

∥

2

0

)]

dt;

while taking F h = ∂τe
ℓ+1
h yields the estimate:

‖∂τen+1
h ‖2

0 − ‖∂τe1
h‖2

0 +
n
∑

ℓ=1

‖∂τeℓ+1
h − ∂τe

ℓ
h‖2

0 + ‖en+1
h ‖2

X
− ‖e1

h‖2
X
−

n
∑

ℓ=1

‖eℓ+1
h − eℓh‖2

X

≤ 3τ

n
∑

ℓ=1

‖∂τeℓ+1
h ‖2

0 + C

∫ tn+1

0

[

ǫ(h)2
∥

∥

∥Ë

∥

∥

∥

2

X̃

+ τ2

(

∥

∥

∥

...
E

∥

∥

∥

2

0
+
∥

∥

∥J̈

∥

∥

∥

2

0

)]

dt.

Adding the two bounds, we obtain:

2 ‖∂τen+1
h ‖2

0 + ‖en+1
h ‖2

X
+ ‖enh‖2

X
− ‖en+1

h − enh‖2
X

≤ 2 ‖∂τe1
h‖2

0 + ‖e1
h‖2

X
+ ‖e0

h‖2
X
− ‖e1

h − e0
h‖2

X
+ 6τ

n+1
∑

ℓ=1

‖∂τeℓ+1
h ‖2

0

+ 2C

∫ tn+1

0

[

ǫ(h)2
∥

∥

∥Ë

∥

∥

∥

2

X̃

+ τ2

(

∥

∥

∥

...
E

∥

∥

∥

2

0
+
∥

∥

∥J̈

∥

∥

∥

2

0

)]

dt. (5.23)

First, we remark that: ‖en+1
h ‖2

X
+‖enh‖2

X
−‖en+1

h −enh‖2
X
≥ − 1

2 ‖e
n+1
h −enh‖2

X
. More-

over, on the finite-dimensional space Xh, the norms ‖ · ‖0 and ‖ · ‖X are equivalent,

namely, ‖vh‖X ≤ ωI ‖vh‖0 — see §5.2. Thus, the l.h.s. of (5.23) is greater or equal

to:

(2 − 1
2 (1 + η2) τ2 ω2

I ) ‖∂τen+1
h ‖2

0 + η2 ‖en+1
h ‖2

X
,

for η ∈ [0, 1]. Under a CFL condition suph τ
2 ω2

I(h) < 4 (1− ǫ)/(1 + η2), we deduce:

ǫ ‖∂τEn
h−∂tEn‖2

0+η
2 ‖En

h−En‖2
X

. ǫ(h)2 ‖E‖2
H2(X̃)+τ

2
[

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

]

.

Since ǫ and η are arbitrary, this inequality as well as the CFL are equivalent to

those of §5.2.

6. Numerical analysis with correction

We adopt the generic approach of §3.2, set in Q = H1
0(Ω), which we discretise.
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6.1. Definitions and assumptions

In addition to the hypotheses of §5.1, we now assume

(H0) There exists a subspace Q′ ⊂ Q′ (or Q ⊂ Q) such that, for any f ∈ Q, the

solution to the elliptic problem Find u ∈ Q such that, for all v ∈ Q,

(u | v)Q = Q′〈f, v〉Q,

belongs to Hs(Ω), for some s > 1.

In practice, we take Q = L2(Ω). Consider first the case where Ω is a non-convex

polyhedron. With the help of (1.1), we conclude that (H0) is fufilled for any s < σ∆.

Now, assume that we use Lagrange P1 elements to discretize the above equation.

Thanks to the usual approximation result for elliptic equations, one has an approxi-

mation error bounded by ǫc(h) = hσ∆−1−δ (times ‖f‖0), where δ > 0 is an arbitrary

small parameter. On the other hand, (H0) is fulfilled with s = 2 when Ω is convex,

which yields an error bounded by ǫc(h) = h (times ‖f‖0) in this case.

As far as the regularity of the data is concerned, we now suppose that J ∈
H1(−kτ, T + kτ ;H(div; Ω)) ∩ H2(−kτ, T + kτ ;L2(Ω)) and ̺ ∈ H2(−kτ, T +

kτ ;L2(Ω)) ∩ H3(−kτ, T + kτ ;H−1(Ω)). To obtain certain estimates for the

EC scheme, we will have to assume J ∈ H3(−kτ, T + kτ ;L2(Ω)) and ̺ ∈
H4(−kτ, T + kτ ;H−1(Ω)).

6.2. A la Raviart–Thomas

We already remarked that the formulations with correction, (4.9) resp. (4.11), only

differ from the uncorrected ones, (4.1) resp. (4.2), by a modified right-hand side.

Using the notations

d
′
τp
n
h = ∂τp

n
h (TI) or ∂τp

n+1/2
h (EC) ; ψnC = −dτJ

n−grad (w2
γ ̺

n)−grad (d′τp
n
h)

we rewrite the formulations with corrections as a system of first-order equations in

(En+1
h ,Gn+1

h ) similar to (5.4–5.5), but with the r.h.s. ψC instead of ψ∗. The errors

(enh, g
n
h) are solution to the variational schemes (5.6–5.7), where the consistency

errors are now given by:

(εnh | vh) =
(

β (J̇
n+1 − dτJ

n+1) + (1
2 − β) (J̇

n − dτJ
n) | vh

)

+
(

grad
(

β (ṗn+1 − d
′
τp
n+1
h ) + (1

2 − β) (ṗn − d
′
τp
n
h)
)

| vh
)

+
(

β Ë
n+1

+ (1
2 − β) Ë

n | vh
)

− τ−2
(

Ph(E
n+1 −En − τ Ė

n
) | vh

)

,

(ηnh | vh) =
(

δ (J̇
n+1 − dτJ

n+1) + (1 − δ) (J̇
n − dτJ

n) | vh
)

+
(

grad
(

δ (ṗn+1 − d
′
τp
n+1
h ) + (1 − δ) (ṗn − d

′
τp
n
h)
)

| vh
)

+
(

δ Ë
n+1

+ (1 − δ) Ë
n | vh

)

− τ−1
(

Ph(Ė
n+1 − Ėn

) | vh
)

.
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In each expression, only the second line (with p) does not appear in its counterpart

in §5.2. In order to analyse this part, we introduce the variable p∗, solution to a

continuous problem like (3.3) with the same r.h.s. as in the discrete formulation (4.8)

or (4.10): Find pn∗ , resp. p
n+1/2
∗ ∈ H1

0(Ω) such that, for all q ∈ H1
0(Ω):

TI: (grad pn∗ | grad q)0 = H−1 〈∂τ̺n + divJn, q〉H1
0
; (6.1)

EC: (grad p
n+1/2
∗ | grad q)0 = H−1 〈∂τ̺n+1 + div 1

2 (Jn+1 + Jn), qh〉H1
0
. (6.2)

Then, we write:
∣

∣ṗℓ − d
′
τp
ℓ
h

∣

∣

1
≤
∣

∣ṗℓ − d
′
τp
ℓ
∣

∣

1
+
∣

∣d
′
τp
ℓ − d

′
τp
ℓ
∗

∣

∣

1
+
∣

∣d
′
τp
ℓ
∗ − d

′
τp
ℓ
h

∣

∣

1
:= I1 + I2 + I3.

By a simple Taylor expansion, we estimate I1 in both cases:

TI: I1 .

∫ tℓ

tℓ−1

|p̈(t)|1 dt .

∫ tℓ

tℓ−1

{

‖...̺ (t)‖−1 + ‖J̈(t)‖0

}

dt ;

EC: I1 . τ

∫ tℓ+1/2

tℓ−1/2

|...p (t)|1 dt . τ

∫ tℓ+1/2

tℓ−1/2

{

‖....̺ (t)‖−1 + ‖
...
J (t)‖0

}

dt.

Now, the continuity estimate for the elliptic problems (3.3) and (6.1–6.2) leads to:

TI: I2 . ‖∂2
τ̺
ℓ − ∂τ ˙̺ℓ‖−1 .

∫ tℓ

tℓ−2

‖...̺ (t)‖−1 dt,

EC: I2 . ‖∂2
τ̺
ℓ+1 + div ∂2τJ

ℓ+1 − ∂τ ˙̺ℓ+1/2 − div ∂τJ
ℓ+1/2‖−1

. τ

∫ tℓ+1

tℓ−1

{

‖....̺ (t)‖−1 + ‖
...
J (t)‖0

}

dt.

Finally, I3 is bounded thanks to the usual approximation result for elliptic equations:

I3 . ǫc(h) ‖d′2τ ̺ℓ + div dτJ
ℓ‖0

. ǫc(h) τ
−1

{

∫ tℓ

tℓ−2

‖ ¨̺(t)‖0 dt+

∫ tℓ

tℓ−1

‖J̇(t)‖div ,0 dt

}

(TI),

resp. . ǫc(h) τ
−1

{

∫ tℓ+1

tℓ−1

‖ ¨̺(t)‖0 dt+

∫ tℓ+1

tℓ−1

‖J̇(t)‖div ,0 dt

}

(EC).

Adding the previous bounds (for ℓ = n and n+1) to those already obtained in (5.8),

(5.9) and (5.10), we obtain:

‖εnh‖0 and ‖ηnh‖0 .

∫ tn+1

tn−1

‖J̈(t)‖0 dt+

∫ tn+1

tn−2

‖...̺ (t)‖−1 dt

+ ǫc(h) τ
−1

{

∫ tn+1

tn−2

‖ ¨̺(t)‖0 dt+

∫ tn+1

tn−1

‖J̇(t)‖div ,0 dt

}

+

∫ tn+1

tn

∥

∥

∥

...
E(t)

∥

∥

∥

0
dt+ τ−1 ǫ(h)

∫ tn+1

tn

∥

∥

∥Ë(t)
∥

∥

∥

X̃

dt, (6.3)
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for the totally implicit scheme, and

‖εnh‖0 . τ

∫ tn+1

tn−1

{

‖
...
J (t)‖0 + ‖....̺ (t)‖−1

}

dt

+ τ−1 ǫc(h)

∫ tn+1

tn−1

{

‖ ¨̺(t)‖0 + ‖J̇(t)‖div ,0

}

dt

+

∫ tn+1

tn

∥

∥

∥

...
E(t)

∥

∥

∥

0
dt+ τ−1 ǫ(h)

∫ tn+1

tn

∥

∥

∥Ë(t)
∥

∥

∥

X̃

dt, (6.4)

‖ηnh‖0 . τ

∫ tn+2

tn−1

{

‖
...
J (t)‖0 + ‖....̺ (t)‖−1

}

dt

+ τ−1 ǫc(h)

∫ tn+2

tn−1

{

‖ ¨̺(t)‖0 + ‖J̇(t)‖div ,0

}

dt

+ τ

∫ tn+1

tn

∥

∥

....
E (t)

∥

∥

0
dt+ τ−1 ǫ(h)

∫ tn+1

tn

∥

∥

∥Ë(t)
∥

∥

∥

X̃

dt, (6.5)

for the explicit centred scheme. The above bounds can be plugged into the formu-

las (5.11) and (5.16); while the error (I − Ph)E
n and the error on the initial con-

ditions are estimated as in §5.2. Thus, we arrive at the error estimates in L2 norm:

TI: ‖En
h −En‖0 . ǫ(h) ‖E‖W 2,1(X̃) + ǫc(h)

[

‖̺‖W 2,1(L2) + ‖J‖W 1,1(H(div;Ω))

]

+ τ
[

‖J‖W 2,1(L2(Ω)) + ‖̺‖W 3,1(H−1(Ω)) + ‖E‖W 3,1(L2(Ω))

]

, (6.6)

EC: ‖En
h −En‖0 . ǫ(h) ‖E‖W 2,1(X̃) + ǫc(h)

[

‖̺‖W 2,1(L2) + ‖J‖W 1,1(H(div;Ω))

]

+ τ2
[

‖J‖W 3,1(L2(Ω)) + ‖̺‖W 4,1(H−1(Ω)) + ‖E‖W 4,1(L2(Ω))

]

,(6.7)

and at the estimate in X norms, for both schemes:

‖En
h −En‖

X
. ǫ(h) ‖E‖W 2,1(X̃) + ǫc(h)

[

‖̺‖W 2,1(L2(Ω)) + ‖J‖W 1,1(H(div;Ω))

]

+ τ
[

‖J‖W 2,1(L2(Ω)) + ‖̺‖W 3,1(H−1(Ω)) + ‖E‖W 3,1(L2(Ω))

]

. (6.8)

The estimates for the EC scheme are valid under the CFL condition suph ωI(h) τ ≤
2(1 − ǫ).

7. Numerical analysis with constraint

7.1. Definitions and assumptions

We make two hypotheses on the abstract problems:

(H1) If a vector field belongs to X̃, so do its longitudinal and transversal parts.

(H2) For any g ∈ L2(Ω) and µ ∈ H1(Ω), the solution (u, χ) ∈ X × Q to the

problem

a(u,v) + b(v, χ) = (g | v)0, ∀v ∈ X ; (7.1)

b(u, q) = 〈µ, q〉, ∀q ∈ Q ; (7.2)

belongs to X̃ ×H1(Ω), and ‖u‖
X̃

+ ‖χ‖H1 . ‖g‖0 + ‖µ‖H1 .
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As far as the approximation properties are concerned, we still make all the hypothe-

ses of §5.1, and we assume the ellipticity of a(·, ·) on the discrete kernel

Kh := {vh ∈ Xh : b(vh, qh) = 0, ∀qh ∈ Qh} , (7.3)

and the uniform discrete inf-sup condition of §4.1. Moreover, we add an approxi-

mation property:

∀q ∈ Q ∩H1(Ω), inf
qh∈Qh

‖q − qh‖Q . h1−γ ‖q‖H1 . (7.4)

For the SCM and the UNEM (γ = 0), this is a standard approximation property,

whereas, for the WRM, this result can be found in Ref. 14.

Remark 7.1. When γ is close to one, this estimate is rather poor for the WRM.

There exist several ways to improve it. Let us mention two of them. The first

one is to assume that the quantity of interest q vanishes over the set of points

Ωδ := {x ∈ Ω : wγ(x) ≤ δ}, where δ > 0 is given. For those elements, the

L2
−γ norm is equivalent to the usual L2 norm, and moreover one can choose discrete

fields qh that vanish over Ωδ, so one recovers a r.h.s. in (7.4) of the form h ‖q‖H1 .

Or, one can assume that q belongs to H2(Ω). Then, the standard approximation

property reads infqh∈Qh
‖q− qh‖H1 . h ‖q‖H2 . On the other hand, since γ ∈ (0, 1),

one has the continuous imbedding H1(Ω) ⊂ L2
−γ(Ω), so one recovers this time a

r.h.s. in (7.4) of the form h ‖q‖H2 . These improved estimates will be of use in §7.3.

Considering the discrete problem associated to (7.1–7.2), namely

a(uh,vh) + b(vh, χh) = (g | vh)0, ∀vh ∈ Xh ; (7.5)

b(uh, qh) = 〈µ, qh〉, ∀qh ∈ Qh ; (7.6)

we know from Theorem 1.1, page 114 of 26 that

‖u− uh‖X + ‖χ− χh‖Q . ǫ(h) ‖u‖
X̃

+ h1−γ ‖χ‖H1 . (7.7)

Let us take u ∈ K ∩ X̃; we recall that K = ker b = {u ∈ X : divu = 0}. The

solution to (7.1–7.2) with g = curl curlu and µ = 0 — the scalar product in (7.1)

being replaced with a duality pairing between H0(curl; Ω) and its dual — is (u, 0).

Moreover, the corresponding discrete solution (uh, χh) satisfies uh ∈ Kh. Thus, the

estimate (7.7) implies that the orthogonal projection PKh : X → Kh satisfies:

∀u ∈ K ∩ X̃, ‖u− PKh u‖0 . ‖u− PKh u‖X . ǫ(h) ‖u‖
X̃
. (7.8)

Conversely, let us take any g ∈ L2(Ω); we denote (φg, ξg) the solution to (7.1–7.2)

with µ = 0. As a consequence of (7.7), we have

sup
g∈L2(Ω)

1

‖g‖0

{

inf
φh∈Kh

∥

∥φg − φh
∥

∥

X
+ inf
ξh∈Qh

‖ξg − ξh‖Q
}

. ǫ(h) + h1−γ := ǫb(h).

(7.9)

This bound will be used for obtaining estimates in L2 norm. According to the above,

one has ǫb(h) = o(1) in all cases.
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7.2. A la Raviart–Thomas

We introduce a “pseudo-Hodge” decomposition of the numerical field: En
h = En

L,h+

En
T,h, P

n
h = PnL,h+PnT,h, where the “longitudinal” part is not discrete-curl-free, but

does satisfy a static formulation, at any time step tn:

aγ(E
n
L,h,F h) + b(F h, P

n
L,h) = (̺n | divF h)0,γ , ∀F ∈ Xh ; (7.10)

b(En
L,h, qh) = L2

γ
〈̺n, qh〉L2

−γ
, ∀q ∈ Qh. (7.11)

As for the “transversal” part, it is discrete-divergence-free by construction (En
T,h ∈

Kh). In the TI case, it is governed by the evolution equation:

(∂2
τE

n+1
T,h | F h) + aγ(E

n+1
T,h ,F h) + b(F h, P

n+1
T,h ) = −(∂τJ

n+1 + ∂2
τE

n+1
L,h | F h),

∀F h ∈ Xh ; (7.12)

b(En+1
T,h , qh) = 0, ∀qh ∈ Qh, (7.13)

with an evident adaptation in the EC case.

Longitudinal part. The saddle-point problem (7.10–7.11) appears as the usual

finite element approximation of (3.9–3.10). Applying the results of §7.1, we have:
∥

∥En
L,h −En

L

∥

∥

X
+
∥

∥PnL,h
∥

∥

Q
. ǫ(h) ‖En

L‖X̃
. (7.14)

Remember that PnL = 0. As En
L,h appears in the r.h.s. of the equation (7.12), we

have to obtain an estimate in L2 norm in order to analyse the effects of this error

on the transversal part. Theorem 1.2, page 119 of 26 and the bound (7.9) yield:
∥

∥En
L,h −En

L

∥

∥

0
. ǫb(h) ǫ(h) ‖En

L‖X̃
. (7.15)

We shall see later need estimates for
∥

∥

∥
∂2
τE

n+1
L,h − Ën

L

∥

∥

∥

0
and

∥

∥

∥
∂2
τE

n+1
L,h − Ën+1

L

∥

∥

∥

0
.

Using (7.15) and a simple Taylor estimate, we obtain:
∥

∥

∥∂2
τE

n+1
L,h − ∂2

τE
n+1
L

∥

∥

∥

0
. ǫb(h) ǫ(h) ‖∂2

τE
n+1
L ‖

X̃

. ǫb(h) ǫ(h) τ
−1

∫ tn+1

tn−1

∥

∥

∥ËL(t)
∥

∥

∥

X̃

dt.

Then, other Taylor expansions of the function EL(t) yield:

∥

∥

∥∂2
τE

n+1
L,h − Ën

L

∥

∥

∥

0
. τ

∫ tn+1

tn−1

∥

∥

....
E L(t)

∥

∥

0
dt

+ τ−1 ǫ(h) ǫb(h)

∫ tn+1

tn−1

∥

∥

∥ËL(t)
∥

∥

∥

X̃

dt. (7.16)

∥

∥

∥∂2
τE

n+1
L,h − Ën+1

L

∥

∥

∥

0
.

∫ tn+1

tn−1

∥

∥

∥

...
EL(t)

∥

∥

∥

0
dt

+ τ−1 ǫ(h) ǫb(h)

∫ tn+1

tn−1

∥

∥

∥ËL(t)
∥

∥

∥

X̃

dt. (7.17)

We conclude this paragraph by noting that similar estimates can be achieved for

the first order time-derivative of the longitudinal part of the electric field.
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Transversal part. As this part belongs to Kh, it suffices to study its coordinates

in a suitable basis of Kh. To this end, we consider the eigenvalue problem:

aγ(uh,vh) + b(vh, χh) = λ′ (uh | vh)0, ∀vh ∈ Xh ; (7.18)

b(uh, qh) = 0, ∀qh ∈ Qh. (7.19)

It is easy to check the following properties. There are J = J(h) := dimXh−dimQh
eigenvalues with repetition: 0 < λ′1 ≤ . . . ≤ λ′J . The corresponding (uj)1≤j≤J can

be chosen such as to constitute a basis of Kh, which is orthonormal in L2 and

orthogonal in X, and ‖uj‖X =
√

λ′j := ω′
j .

Then, we remark that En+1
T,h is solution to the variational formulation:

Find En+1
T,h ∈ Kh such that, for all F h ∈ Kh:

TI: (∂2
τE

n+1
T,h | F h) + aγ(E

n+1
T,h ,F h) = −(∂τJ

n+1 + ∂2
τE

n+1
L,h | F h) ; (7.20)

EC: (∂2
τE

n+1
T,h | F h) + aγ(E

n
T,h,F h) = −(∂2τJ

n+1 + ∂2
τE

n+1
L,h | F h). (7.21)

The above equations are completely similar to (4.1–4.2); they can be analysed by

following the lines of §5.2. With the notation:

d
2
τE

n
L,h = ∂2

τE
n
L,h (TI), ∂2

τE
n+1
L,h (EC) ; ψnT := −dτJ

n − d
2
τE

n
L,h,

we rewrite the second-order formulation as a system of first-order equations in

(En+1
T,h ,G

n+1
T,h ) ∈ Kh similar to (5.4–5.5). The errors

enh = En
T,h − PKh ET (tn), gnh = Gn

T,h − PKh ĖT (tn),

are solution of the variational schemes (5.6–5.7), where the consistency errors are

given by:

(εnh | vh) =
(

β (J̇
n+1 − dτJ

n+1) + (1
2 − β) (J̇

n − dτJ
n) | vh

)

+
(

β (Ë
n+1

L − d
2
τE

n+1
L,h ) + (1

2 − β) (Ë
n

L − d
2
τE

n
L,h) | vh

)

+
(

β Ë
n+1

T + (1
2 − β) Ë

n

T | vh
)

− τ−2
(

PKh (En+1
T −En

T − τ Ė
n

T ) | vh
)

,

(ηnh | vh) =
(

δ (J̇
n+1 − dτJ

n+1) + (1 − δ) (J̇
n − dτJ

n) | vh
)

+
(

δ (Ë
n+1

L − d
2
τE

n+1
L,h ) + (1 − δ) (Ë

n

L − d
2
τE

n
L,h) | vh

)

+
(

δ Ë
n+1

T + (1 − δ) Ë
n

T | vh
)

− τ−1
(

PKh (Ė
n+1

T − Ėn

T ) | vh
)

.

To bound these errors, we proceed as in (5.8–5.10). Using (7.8) and (7.17) or (7.16),
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we obtain:

‖εnh‖0 and ‖ηnh‖0 .

∫ tn+1

tn−1

∥

∥

∥J̈(t)
∥

∥

∥

0
dt+

∫ tn+1

tn−2

∥

∥

∥

...
EL(t)

∥

∥

∥

0
dt

+ τ−1 ǫ(h) ǫb(h)

∫ tn+1

tn−2

∥

∥

∥ËL(t)
∥

∥

∥

X̃

dt+

∫ tn+1

tn

∥

∥

∥

...
ET (t)

∥

∥

∥

0
dt

+ τ−1 ǫ(h)

∫ tn+1

tn

∥

∥

∥ËT (t)
∥

∥

∥

X̃

dt, (7.22)

for the totally implicit scheme, and

‖εnh‖0 . τ

∫ tn+1

tn−1

∥

∥

...
J (t)

∥

∥

0
dt+ τ

∫ tn+1

tn−1

∥

∥

....
E L(t)

∥

∥

0
dt

+ τ−1 ǫ(h) ǫb(h)

∫ tn+1

tn−1

∥

∥

∥ËL(t)
∥

∥

∥

X̃

dt+

∫ tn+1

tn

∥

∥

∥

...
ET (t)

∥

∥

∥

0
dt

+ τ−1 ǫ(h)

∫ tn+1

tn

∥

∥

∥ËT (t)
∥

∥

∥

X̃

dt, (7.23)

‖ηnh‖0 . τ

∫ tn+2

tn−1

∥

∥

...
J (t)

∥

∥

0
dt+ τ

∫ tn+2

tn−1

∥

∥

....
E L(t)

∥

∥

0
dt

+ τ−1 ǫ(h) ǫb(h)

∫ tn+2

tn−1

∥

∥

∥ËL(t)
∥

∥

∥

X̃

dt+ τ

∫ tn+1

tn

∥

∥

....
E T (t)

∥

∥

0
dt

+ τ−1 ǫ(h)

∫ tn+1

tn

∥

∥

∥ËT (t)
∥

∥

∥

X̃

dt, (7.24)

for the explicit centred scheme.

The computations follow as in §5.2, replacingwi and ωi with uj and ω′
j. We plug

the previous estimates into the formulas (5.11) and (5.16), use (7.8) to bound the

initial error on ET , and refer to the bounds (7.14) and (7.15) on the longitudinal

error. We recall that the longitudinal-transversal decomposition is continuous in

both L2 and X̃ norms, and that ǫb(h) = o(1). Finally, we get the estimates:

TI & EC: ‖En
h −En‖

X
. ǫ(h) ‖E‖W 2,1(X̃)

+ τ
[

‖J‖W 2,1(L2(Ω)) + ‖E‖W 3,1(L2(Ω))

]

; (7.25)

TI: ‖En
h −En‖0 . ǫ(h) ‖E‖W 2,1(X̃)

+ τ
[

‖J‖W 2,1(L2(Ω)) + ‖E‖W 3,1(L2(Ω))

]

; (7.26)

EC: ‖En
h −En‖0 . ǫ(h) ‖E‖W 2,1(X̃)

+ τ2
[

‖J‖W 3,1(L2(Ω)) + ‖E‖W 4,1(L2(Ω))

]

. (7.27)

The estimates for the EC scheme are valid under a CFL condition suph ω
′
J(h) τ ≤

2(1−ǫ). For a series of quasi-uniform triangulations (Th)h, one expects λ′J to behave

like O(h−2), so the CFL should be once more: τ ≤ C h.
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7.3. A la Chen et al

We focus on the implicit case (with constraint). Let F = F h ∈ Xh. Integrating (3.5)

on the interval [tℓ−1, tℓ], we get:

τ
(

∂τ Ė
ℓ | F h

)

+

∫ tℓ

tℓ−1

{aγ (E,F h) + b(F h, P )} dt

= −τ
(

∂τJ
ℓ | F h

)

+

∫ tℓ

tℓ−1

(̺ | divF h)0,γ dt.

Subtracting this from τ times (4.14) with ℓ = n+ 1, yields:

τ
(

∂τ (∂τE
ℓ
h − Ė

ℓ
) | F h

)

+

∫ tℓ

tℓ−1

{

aγ(E
ℓ
h −E,F h) + b(F h, P

ℓ
h − P )

}

dt

=

∫ tℓ

tℓ−1

(

̺ℓ − ̺ | divF h

)

0,γ
dt. (7.28)

To continue, let us introduce an orthogonal projection operator with constraint,

denoted Ph : X×Q→ Xh×Qh. Namely, for all (u, χ) ∈ X×Q, (uh, χh) = Ph(u, χ)

is such that
{∀vh ∈ Xh, aγ(uh,vh) + b(vh, χh) = aγ(u,vh) + b(vh, χ)

∀qh ∈ Qh, b(uh, qh) = b(u, qh).
(7.29)

According to (7.7), for all (u, χ) ∈ X̃ ×H1(Ω), one has the error estimate

‖u− uh‖X + ‖χ− χ
h
‖Q . ǫ(h) ‖u‖

X̃
+ h1−γ ‖χ‖H1 . (7.30)

By linearity, one has ∂τPh(Eℓ, P ℓ) = Ph(∂τEℓ, ∂τP
ℓ), so ∂τ (E

ℓ)h = (∂τE
ℓ)h.

Now, let eℓh = Eℓ
h − (Eℓ)h. After some elementary computations, we find that

∂τE
ℓ
h − Ė

ℓ
= ∂τe

ℓ
h + ∂τ ((E

ℓ)h −Eℓ) + (∂τE
ℓ − Ėℓ

) ; (7.31)

aγ(E
ℓ
h −E,F h) + b(F h, P

ℓ
h − P ) = aγ(e

ℓ
h,F h) + b(F h, P

ℓ
h − (P ℓ)h) +

aγ(E
ℓ −E,F h) + b(F h, P

ℓ − P ), ∀F h ∈ Xh ; (7.32)

b(eℓh, qh) = 0, ∀qh ∈ Qh . (7.33)

Now, taking F h = ∂τe
ℓ
h in (7.28) and using (7.31)-(7.33) yields

(∂τe
ℓ
h − ∂τe

ℓ−1
h | ∂τeℓh) + aγ(e

ℓ
h, e

ℓ
h − eℓ−1

h )

= τ
(

∂2
τE

ℓ − (∂2
τE

ℓ)h | ∂τeℓh
)

+ τ
(

∂τ (Ė
ℓ − ∂τE

ℓ) | ∂τeℓh
)

+

∫ tℓ

tℓ−1

aγ

(

E −Eℓ, ∂τe
ℓ
h

)

dt+

∫ tℓ

tℓ−1

(

̺ℓ − ̺ | div ∂τe
ℓ
h

)

0,γ
dt

+

∫ tℓ

tℓ−1

b(∂τe
ℓ
h, P − P ℓ) dt := J1 + J2 + J3 + J4 + J5. (7.34)

There is one main difference with the expression (5.19), due to the presence of an

additional term, J5.
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The first term, J1, can be estimated as in §5.3, with the help of (7.30), thus intro-

ducing an extra term in the upper bound, which now writes

J1 ≤ τ

2

∥

∥∂τe
ℓ
h

∥

∥

2

0
+ C ǫ(h)2

∫ tℓ

tℓ−2

∥

∥

∥
Ë
∥

∥

∥

2

X̃

dt+ C h2(1−γ)

∫ tℓ

tℓ−2

‖P̈‖2
H1 dt. (7.35)

The second term, J2, is bounded as before.

Then, one takes J5 into account together with J3 + J4. Indeed, one has

J3 + J4 + J5 =

∫ tℓ

tℓ−1

∫ tℓ

t

{

−aγ
(

Ė, ∂τe
ℓ
h

)

− b(∂τe
ℓ
h, Ṗ ) +

(

˙̺ | div ∂τe
ℓ
h

)

0,γ

}

ds dt.

Now, differentiating (3.5) with respect to time yields:

(...
E | F

)

+ aγ

(

Ė,F
)

+ b(F , Ṗ ) = −
(

J̈ | F
)

+ ( ˙̺ | divF )0,γ ;

and thus:

J3 + J4 + J5 =

∫ tℓ

tℓ−1

(

∫ tℓ

t

{...
E + J̈

}

ds
∣

∣

∣ ∂τe
ℓ
h

)

dt.

In other words, the same expression as for I3+I4 in §5.3. The only difference with the

computations of §5.3 is the addition of one term (see (7.35)) in the r.h.s.. Therefore,

one can carry out the computations as before, to reach

‖∂τEn
h − ∂tE

n‖2
0 + ‖En

h −En‖2
X

. ǫ(h)2 ‖E‖2
H2(X̃) + h2(1−γ) ‖P‖2

H2(H1)

+τ2
[

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

]

. (7.36)

In the case of the WRM, we note that according to remark 7.1 we can obtain

‖∂τEn
h − ∂tE

n‖2
0 + ‖En

h −En‖2
X

. ǫ(h)2 ‖E‖2
H2(X̃) + h2 ‖P‖2

H2(H2)

+τ2
[

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

]

. (7.37)

The adaptation to the explicit scheme is no difficulty. Under a CFL condition which

writes suph τ
2 (ω′

J(h))
2 < 4 (1 − ǫ)/(1 + η2), with arbitrary ǫ and η, one obtains

ǫ ‖∂τEn
h − ∂tE

n‖2
0 + η2‖En

h −En‖2
X

. ǫ(h)2 ‖E‖2
H2(X̃) + h2(1−γ) ‖P‖2

H2(H1)

+τ2
[

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

]

in all cases, and

ǫ ‖∂τEn
h − ∂tE

n‖2
0 + η2‖En

h −En‖2
X

. ǫ(h)2 ‖E‖2
H2(X̃) + h2 ‖P‖2

H2(H2)

+τ2
[

‖E‖2
H3(L2(Ω)) + ‖J‖2

H2(L2(Ω))

]

for the WRM.
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dependent Maxwell equations in axisymmetric singular domain: The Singular Com-
plement Method, J. Comput. Phys. 191, pp. 147-176 (2003).
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36. J.-C. Nédélec, A new family of mixed finite elements in R
3, Numer. Math. 50, pp.

57-81 (1986).
37. F. Rapetti, High order edge elements on simplicial meshes, Math. Mod. Num. Anal.

41, pp. 1001-1020 (2007).
38. P.-A. Raviart, J.-M. Thomas, Introduction à l’analyse numérique des équations aux
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Appendix A. The plane polygon and the SCM

The setting is the same as in 7,8 and we briefly recall the results of those articles. In

dimension 2, there is a vector curl operator, which takes a scalar and is nothing but

a rotated gradient, and a scalar curl or rotational operator which takes a vector:

curlφ = ∂yφ ex − ∂xφ ey, rotv = ∂xvy − ∂yvx.

In this case, X0 = H0(rot; Ω) ∩ H(div; Ω), with obvious notations; this space

will be denoted X in this appendix. The bilinear form a reads: a(u,v) =

(rotu | rotv)0 + (divu | div v)0.

The domain Ω is a polygon. The opening of the corner c is denoted π/αc; in a

neighbourhood Ωc of this corner, one defines local polar coordinates (rc, θc), with

0 < θc < π/αc. When αc > 1, the corner is salient (locally convex) and the elements

of X are regular (i.e. H1(Ωc)) in its neighbourhood; when 1/2 < αc < 1, the corner

is reentrant and the fields can be locally decomposed into u = uc∗ + λc Sc, where

uc∗ ∈ H1(Ωc) and Sc = rαc−1
c [sin(αcθc) er + cos(αcθc) eθ]. Globally, there holds:

∀u ∈ X, u = u∗ +
∑

r.c.

λc Sc = uR +
∑

r.c.

λc x
c
S , (A.1)

where: u∗ ∈ H1(Ω), uR ∈ Xreg,

xcS ∈ X, xcS = Sc on Ωc, and is smooth elsewhere.

For instance, one can take xcS as Sc minus a lifting of its tangential trace, which is

smooth.

A.1. The space X̃ and the related approximation inequality

We begin by checking the conditions of §4.1 and §5.1. For any s ≥ 1, we define the

space Xs as:

Xs =

(

Hs(Ω) ⊕
⊕

r.c.

spanSc

)

∩ X = (Hs(Ω) ∩ X) ⊕
⊕

r.c.

spanxcS . (A.2)

In other words, it appears as the space of fields in X whose regular parts u∗ or uR,

as defined in (A.1), belong to Hs(Ω). We endow it with the norm:

‖u‖2
Xs = ‖uR‖2

Hs(Ω) +
∑

r.c.

|λc|2. (A.3)

Of course, there holds X1 = X; the norm ‖ · ‖X1 is equivalent to the usual one,

thanks to well-known equivalence of the norms ‖·‖X and ‖·‖1 on Xreg. The relevance

of this scale stems from the following result, whose proof we postpone to §A.3. Let

s⋆ ∈ (1, 2) be

s⋆ = min{αc, c is a salient corner ; 2αc, c is a reentrant corner}. (A.4)
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Then we have:

∀u ∈ X, ∀s ∈ [1, s⋆), (rotu, divu) ∈ Hs−1(Ω)2 ⇐⇒ u ∈ Xs. (A.5)

As will appear in the proof, the condition s < s⋆ is sharp. Thus, we set:

X̃ := Xs⋆−δ, where δ > 0 is arbitrary.

We continue by establishing the approximation inequality (5.1). To begin with,

let us examine the case of regular fields. If we use Lagrange Pk elements, they will

be approximated within the space

Xh
reg =

{

vh ∈ C0(Ω)2 ∩X : vh|T ∈ Pk(T )2, ∀T ∈ Th
}

. (A.6)

Even with very smooth data, the regular part of the electric field will not be gener-

ically smoother than Hs⋆(Ω) :=
⋂

s<s⋆
Hs(Ω). According to the geometry, s⋆ can

be very close to 1; this condition requires the use of a Clément regularisation op-

erator.b We now briefly explain its construction, which follows §IX.3 of 12. For

each node ai in the principal lattice of the triangulation, one selects a triangle Ti
which contains ai. Then, one introduces πi, the L2-orthogonal projection operator

onto Pk(Ti): for any w ∈ L1(Ti), πiw ∈ Pk(Ti) and

∀p ∈ Pk(Ti),

∫

Ti

(w − πiw) p dΩ = 0.

In order to enforce the boundary condition, one classifies the nodes into three cat-

egories:

(1) the interior nodes, which do not stand on ∂Ω;

(2) the nodes standing on the sides of ∂Ω, excluding the corners;

(3) the corners, at the intersection of two sides of ∂Ω;

one denotes Kℓ = {i : the node ai is of category ℓ}, for ℓ = 1, 2, 3. Notice that:

(i) the outgoing normal vector νi is unambiguously defined at each node of cat-

egory 2, since the sides are straight; (ii) the regular fields vanish at the nodes of

category 3. Denoting by ϕi the basis function associated with ai, one defines the

regularisation operator Πν
h : L2(Ω) 7→ Xh

reg as:

Πν
hu(x) :=

∑

i∈K1

{πiux(ai) ex + πiuy(ai) ey} ϕi(x)

+
∑

i∈K2

πiuν(ai)νi ϕi(x). (A.7)

bFurthermore, s⋆ < 2 unless all angles are less or equal to π/2, i.e., Ω is either a rectangle, or
an acute-angle or right-angle triangle. Thus, for correction methods, P1 will be sufficient in most
situations. When using mixed element formulations, however, one might consider higher-degree
elements in order to have the theoretical framework for proving convergence.
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As in 12 — and interpolating for the non-integral values of s— one gets the estimate,

valid for s ∈ [1, k + 1]:

∀u ∈ Hs(Ω) ∩ X, h−1 ‖u−Πν
hu‖0 + |u−Πν

hu|1 . hs−1 ‖u‖s. (A.8)

Now we proceed with the general case. Near a reentrant corner c, the numerical

space Xh is spanned by the finite elements plus the singular field Sc; away from

it, the singular field is generally (according to the details of the numerical method)

represented by an interpolate, or a lifting of its trace. This is of no importance,

since Sc is C∞ there, so the approximation will be as good as the finite elements

allow. Globally, Xh can be thus described as:

Xh = Xh
reg ⊕

⊕

r.c.

spanxc,hS , where:

xc,hS ∈ X, xc,hS = Sc on Ωc,
∥

∥

∥
xc,hS − xcS

∥

∥

∥

X

. hk.

Consequently, we can define a modified operator Πh on X as follows:

Πh : u = uR +
∑

r.c.

λc x
c
S 7−→ Πν

huR +
∑

r.c.

λc x
c,h
S . (A.9)

Given the definition (A.3) of the norm in Xs, and the estimate (A.8) for regular

fields, one immediately obtains:

∀u ∈ Xs, ‖u− Πhu‖X
. hmin(s−1,k) ‖u‖Xs . (A.10)

For s = s⋆−δ, we have obtained the approximation inequality (5.1) in X̃ := Xs⋆−δ,

with ǫ(h) = hs⋆−1−δ.

To improve this bound, one can choose to use locally graded meshes (towards

corners of ∂Ω), as analysed in Ref. 2. An alternative improvement to the SCM has

been studied in 29 and is summarised in §A.4 below.

A.2. Corrector and multiplier spaces

For correction methods, Hypothesis (H0) of §6.1 is satisfied with Q′ = L2(Ω)

or Hαmin−1(Ω) and ǫc(h) = hαmin−δ, where αmin = min{αc} on all corners c. The

numerical space of correctors will be a space of Pk′ elements:

Qh = P 0
k′,h :=

{

vh ∈ C0(Ω) : vh|T ∈ Pk′(T ), ∀T ∈ Th and vh|∂Ω = 0
}

. (A.11)

Note that there is no use doing SCM to solve (4.8). Indeed, as soon as there is at

least one reentrant corner, there holds σ∆ = 1 + αmin > 2αmin ≥ s⋆; the rate of

convergence of the usual nodal element method for this problem will be better than

that of the SCM for the field. In other words, ǫc(h) = o(ǫ(h)). (However, it may be

necessary to implement the SCM for the corrector if the improved SCM of §A.4 is

used for the field.)
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To solve the formulation with constraint, mixed element methods are used. The

space of multipliers can be taken as Qh = {vh ∈ C0(Ω) : vh|T ∈ Pk′(T ), ∀T ∈ Th};
the degrees (k, k′) of the elements defining Xh and Qh must be chosen so as to have

the usual conditions on these spaces. Typically, for k ≥ k′ +1 the theory developed

by Stenberg 39 (see also 13) for Taylor-Hood finite elements applies: the couples

of finite spaces satisfy a uniform discrete inf-sup condition. An alternative is the

P2-iso-P1 Taylor-Hood element, as described in 7, and analysed in 17. In all cases,

the approximation inequality (7.4) is standard since Q = L2(Ω).

A.3. Proof of (A.5) and Hypotheses (H1) & (H2)

We begin by proving (A.5). Assume u ∈ Xs; as div Sc = rotSc = 0, there holds

(divu, rotu) = (divu∗, rotu∗) ∈ Hs−1(Ω)2. Conversely, assume (rotu, divu) ∈
Hs−1(Ω) × Hs−1(Ω). We perform the Helmholtz decomposition: u = curlψn −
gradϕd, where the potentials (ϕd, ψn) are solution in H1(Ω) respectively to the

Poisson problems:

−∆ϕd = divu in Ω, ϕd = 0 on ∂Ω ; (A.12)

−∆ψn = rotu in Ω, ∂νψ
n = 0 on ∂Ω,

∫

Ω

ψn = 0. (A.13)

Suppose that for all corners c, s/αc /∈ N; we then set mc = ⌊s/αc⌋. The asymptotic

expansion 34 of ϕd and ψn reads:

ϕd = ϕd[s+1] +
∑

c

∑

1≤ℓ≤mc

λϕℓ,c S
d
ℓ,c , ψn = ψn[s+1] +

∑

c

∑

1≤ℓ≤mc

λψℓ,c S
n
ℓ,c , (A.14)

with:
{

Sdℓ,c, S
n
ℓ,c

}

:= rℓαc
c {sin(ℓαcθc), cos(ℓαcθc)} and (ϕd[s+1], ψ

n
[s+1]) ∈ Hs+1(Ω)×

Hs+1(Ω). Thus, near a salient corner, the potentials belong to Hs+1(Ω) as long as

s < αc; near a reentrant corner, the parts which remain after removing the first

singular functions λϕ1,c S
d
1,c or λψ1,c S

n
1,c belong to Hs+1(Ω) as long as s < 2αc. We

conclude by noting that −gradSd1,c = curlSn1,c = −αc Sc.

The verification of Hypothesis (H1) of §7.1 follows immediately. Let us now

examine (H2). For g ∈ L2(Ω) and µ ∈ Hsµ(Ω) (sµ ≥ 0), let (u, χ) be the solution

to (7.1)–(7.2). From (cf. (7.2)), it follows first that divu = µ in L2(Ω). Then, (7.1)

becomes

(rotu | rotv)0 + (div v | χ+ µ)0 = (g | v)0, ∀v ∈ X. (A.15)

To characterize χ, one can proceed as follows. For any f ∈ L2(Ω), let ϕ ∈ H1
0(Ω)

be (uniquely) defined by ∆ϕ = f in Ω. The field v := gradϕ belongs to X by

construction, so it can be plugged in (A.15), which yields

(f | χ+ µ) = (g | gradϕ)0.

To carry on, let us perform the Helmholtz decomposition g = curlψg − grad ξg ,

with ξg ∈ H1
0(Ω) and ψg ∈ H1(Ω),

∫

Ω
ψg = 0. Then, one can apply integration by
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parts formulas to the right-hand side of the previous equation:

(g | gradϕ)0 = (curlψg | gradϕ)0 − (grad ξg | gradϕ)0 = 0 + (ξg | f)0.

In other words, one has

(f | χ+ µ− ξg)0 = 0, ∀f ∈ L2(Ω),

so χ = ξg − µ in L2(Ω).

To end the characterization of u, let us focus on its rotational. For any f ′ ∈ L2(Ω),

with
∫

Ω
f ′ = 0, let ϕ′ ∈ H1(Ω) be defined by ∆ϕ′ = f ′ in Ω, with ∂nϕ

′ = 0 on ∂Ω

(Laplace problem with Neumann boundary condition; the compatibility condition

on the data f ′ is fulfilled). The field v := curlϕ′ belongs to X by construction, so

it can be plugged in (A.15), which yields by integration by parts

−(f ′ | rotu) = (curlψg | curlϕ′)0 − (grad ξg | curlϕ′)0 = −(ψg | f ′)0 + 0.

In other words, one has

(f ′ | rotu− ψg)0 = 0, ∀f ′ ∈ L2(Ω),

∫

Ω

f ′ = 0.

Since by construction rotu+ψg belongs to L2(Ω) and
∫

Ω(rotu+ψg) = 0, it follows

that rotu = ψg in L2(Ω).

To conclude, recall that according to (A.4), one has s⋆ − 1 ∈ (0, 1). If one assumes

that sµ ≥ s⋆ − 1, the property (A.5) yields

rotu = ψg ∈ H1(Ω)

divu = µ ∈ Hsµ(Ω)

}

=⇒ u ∈ Xs⋆ :=
⋂

s<s⋆

Xs ; χ = ξg − µ ∈ Hmin(1,sµ)(Ω).

Assumption (H2) follows, considering finally sµ = 1.

A.4. Principle of an impoved SCM

If we go back to the expansion (A.14) of the potentials, we see that, if (rotu, divu) ∈
Hs−1(Ω)2 for some s > s⋆, then the part of u which remains after removing the first

mc = ⌊s/αc⌋ terms of the expansions of −gradϕd and curlψn near each corner c,

belongs to Hs(Ω). Thus, it is possible to improve the approximation rate of such

fields, provided: (i) the finite elements are of sufficient degree; (ii) one can compute

precisely enough the “weakly singular parts” which are in H1(Ω) but not in Hs(Ω).

Indeed, the corresponding singularity coefficients can be extracted by dual singular

functions, much like in 5,6,7,8.

As an example : suppose we are using P1 elements, and the electric field is such

that rotE and divE ∈ H1(Ω), and regular enough in time. Then one can achieve

optimal convergence in h1, see 29. The dimension of the local singular space is

mc = 0 near an acute salient corner (αc > 2), mc = 1 near an obtuse salient corner

(1 < αc < 2), mc = 2 near an obtuse reentrant corner (2/3 < αc < 1), and mc = 3

near an acute reentrant corner (1/2 < αc < 2/3).
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In the limiting cases of right angles (αc = 2 or 2/3), one has a convergence

in h1−δ for any δ > 0, with the help of 0 and 2 singular fields respectively.

When implementing a correction method, one should then do “ordinary SCM”

(one singular function for each reentrant corner) for the corrector, so that it con-

verges in h1 and does not deteriorate the overall convergence rate.

Appendix B. The convex polyhedron and the UNEM

In this section, we suppose that Ω is a convex polyhedron. It is well-known, in

this case, that the space X is algebraically and topologically included in H1(Ω).

Moreover, we have the following result, which is a consequence of Theorem 5.2

of 21. There is a s⋆ > 1 such that:

∀u ∈ X, ∀s ∈ [1, s⋆),
curlu ∈ Hs−1(Ω)

divu ∈ Hs−1(Ω)

}

⇐⇒ u ∈ Hs(Ω). (B.1)

The limiting exponent s⋆ depends on the openings of the edges of Ω and of the

exponents of singularity of the Laplacian (with Dirichlet and Neumann boundary

conditions) at the vertices. The point is that s⋆ is always greater than one when Ω

is convex, though it may be arbitrarily close to one.

As a consequence, one defines Xs := Hs(Ω)∩X and ‖u‖Xs := ‖u‖s. The space

Xh is the 3D version of that defined in (A.6); and the construction of the opera-

tor Πh is similar to (A.7), taking into account the fact that the fields vanish a.e. on

the edges and vertices of Ω. All this leads to the approximation inequality (5.1),

with X̃ := Xs⋆−δ and ǫ(h) = hmin(s⋆−1−δ,k). To improve the value of ǫ(h), one can

choose to use locally graded meshes (towards corners and edges of ∂Ω), as analysed

in Ref. 3.

The corrector and multiplier spaces, too, are the 3D versions of those defined

in §A.2. Hypothesis (H0) holds true with Q = L2(Ω) and s = 2; since the domain

is convex, one has ǫc(h) = h. The verification of (H1) and (H2) follows, once more,

from 21. For g ∈ L2(Ω) and µ ∈ Hsµ(Ω) (sµ ≥ 0), let (u, χ) be the solution to

(7.1)–(7.2). Then, one goes along the lines of the end of Appendix A, with the help

of the Helmholtz decomposition26,1 g = curlψg − grad ξg , with ξg ∈ H1
0(Ω) and

ψg ∈ H1(Ω), divψg = 0 in Ω. One finds successively that divu = µ in L2(Ω),

χ = ξg −µ in L2(Ω), and finally curlu = ψg in L2(Ω). We conclude that, provided

s⋆ − 1 ≤ min(1, sµ), property (B.1) leads to

u ∈ Xs⋆ :=
⋂

s<s⋆

Xs ; χ ∈ Hmin(1,sµ)(Ω).

Appendix C. The polyhedron and the WRM

In order to obtain error estimates, we need to consider a well-suited subspace of Xγ .

This analysis has been carried out in 23,24 for divergence-free fields, and more re-

cently in 18 for fields of Xγ with non-vanishing divergence. The chosen subspace is
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defined by

X̃ = {u ∈ Xγ : curl curlu ∈ L2(Ω) and divu ∈ H1(Ω)}. (C.1)

For elements of this subspace, one has an approximation inequality (5.1), with

ǫ(h) = hmin(γ−γmin−δ,k), for the approximation space

Xh :=
{

vh ∈ C0(Ω)3 ∩ Xγ : vh|T ∈ Pk(T )3, ∀T ∈ Th
}

. (C.2)

The limiting value γmin ∈ (0, 1
2 ) depends only on the geometry of Ω, and δ > 0 is

an arbitrary small parameter. Recall that γmin = 2 − σ∆, with σ∆ defined in (1.1),

and that one must choose γ ∈ (γmin, 1). Again, to improve the value of ǫ(h), one

can use locally graded meshes.

For the approach with correction, we note that Hypothesis (H0) holds true with

Q = L2(Ω) and ǫc(h) = h1−γmin−δ
′

, where δ′ > 0 is an arbitrary small parameter.

Interestingly, since γ < 1, one has always the property ǫc(h) = o(ǫ(h)), so the

introduction of a corrector does not deteriorate the accuracy of the method (see the

estimates at the end of §6).

For the multiplier space, it is advised in Ref. 18 to discard the obvious Taylor-

Hood finite elements. In the same Ref., a suitable space for multipliers is introduced,

considering Zero Near Singularity finite elements, namely

Qh = P †
k,h := {vh ∈ C0(Ω) : vh|T ∈ Pk′(T ), ∀T ∈ Th, vh|Eh

= 0}, (C.3)

where Eh denotes the set of all tetrahedra of Th that intersect one or several reen-

trant edges of the boundary ∂Ω. Indeed, if one chooses k ≥ k′ + 1, the couples of

finite spaces (Xh, Qh) satisfy a uniform discrete inf-sup condition. Finally, Hypoth-

esis (H1) is easily checked, and Hypothesis (H2) can be inferred as in the previous

Appendices. Consider g ∈ L2(Ω) and µ ∈ H1(Ω), and let (u, χ) be the solution

to (7.1)–(7.2). One uses the Helmholtz decomposition26 g = Ag − grad ξg, with

ξg ∈ H1
0(Ω) and Ag ∈ L2(Ω), divAg = 0 in Ω. The successive results are then

divu = µ in L2
γ(Ω), χ = ξg − (wγ)

2µ in L2
−γ(Ω), and finally curl curlu = Ag.

According to (C.1), we conclude that u ∈ X̃ and χ ∈ H1(Ω).

Evidently, one can use the WRM in a 2D polygon. However, the regularity

requirements are more stringent, since transposing (C.1) yields

X̃ = {u ∈ Xγ : rotu ∈ H1 and divu ∈ H1(Ω)} (C.4)

(The rotational of elements of X̃ must be more regular in 2D than in 3D).

Also, these requirements are more restrictive than those imposed for the SCM, see

(A.5) in Appendix A where s⋆ < 2. When the solution belongs to the space (C.4),

the WRM converges better than the SCM (since γ − γmin − δ = σ∆ − 1 − δ′ =

αmin − δ′ > 2αmin − 1 − δ′ ≥ s⋆ − 1 − δ′), but not as well as the improved SCM

of §A.4.


