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Abstract— Wireless sensor networks hold a great potential in multipath routing feature for congestion control. The &drg
the deployment of several applications of a paramount impor gpplication is video transmission and in order to keep tdewi
tance in our daily life. Video sensors are able to improve a q 5jity unchanged, we avoid decreasing the transmissien ra
number of these applications where new approaches adaptedI tead ideo fl . lit ltiol ths i th
to both wireless sensor networks and video transport speci nstead, 6_1 video Tiow IS split on multipie patns 1t there ar_e
characteristics are required. The aim of this work is to proide ~SOme available. There have been many work on load balancing
the necessary bandwidth and to alleviate the congestion pptem or repartition but none for the best of our knowledge has
to video streaming. In this paper, we investigate various lad specifically been addressed for or been used on wirelesersens
repartition strategies for congestion control mechanism 0 t©0p  atworks. This paper tries to show whether load repartiton

of a multipath routing feature. Simulations are performed in ful t d if h th ted qai
order to get insight into the performances of our proposals. userul or not, and I so, where are the expected gains.

Keywords : Congestion control, Multipath routing, Sensor "€ work presented recently in [6] is the closest to our
networks, Video transport. proposition since their End-to-end Packet Scatter (EPH) sp

traffic on multiple paths, in an attempt to spread networklloa
|. INTRODUCTION on a wider area based on the Biased Geographical Routing pro-
This paper addresses the problem of congestion controlticol. However, the complexity of BGR that requires locatio
wireless sensor networks (WSN). Congestion control in WSidatures and of the congestion control mechanism that adds
is particularly difficult as a WSN can usually remain idle foan In-Network-Packet-Scatter prior to the EPS mechanism is
a long period of time and then suddenly become active imuch higher than our proposition. EPS also is much more
response to a detected event, generating a large amountastly in terms of control messages. We only split the flows at
information from the sources (sensors) to a sink. Even if dhe source and need less control feedback messages. We think
event is a few bytes long, the high number of events due ttwat simplicity is of prime importance and should serve as a
high reporting rates will rapidly create shortage of resesr guideline when designing congestion control on WMSN.
(buffer space, battery life) in the WSN leading to congestio The load repartition strategies vary from the simplest one
and consequently packet/event drops. which distributes uniformly the traffic on all available pat
In addition to traditional sensing network infrastrucsira simultaneously to more complex strategies with explicih-co
wide range of emerging wireless sensor network applicatiogestion notifications (CN) from congested nodes towards the
for object detection, surveillance, recognition, locafian, and sources. In these cases, on reception of a CN, a source will
tracking can be strengthened by introducing a visioningaeagry to balance its traffic on available paths in order to keep
bility. Nowadays, such applications are possible since-lovts sending rate unchanged while reducing the amount of
power sensors equipped with a visioning component [8], [8ta sent on the current active paths. Congestion infesence
already exist. In these Wireless Multimedia Sensor Networkould be based on the queue length at intermediary nodes
(WMSN) [5], congestion control is of prime importance dusuch as in CODA or ESRT. At this point, we must state that
to the inherently high rate of injection of multimedia patke the proposed solutions does not seek to obtain the optimal
in the network (video traffic is in the order of 250 kbit/s tdoad repartition on all existing paths, but rather to reast a
500 kbit/s). quickly as possible to congestion to avoid packet losses in
The problem of congestion control have been addressedviery resource-constrained devices. Therefore we plaidafor
many works along with a transport layer protocol propositio simple mechanism that limits both the number of exchanged
CODA [2], ESRT [10], RMST [9] are some of those proposieontrol messages and the complexity at the sources.
tions to name a few. We believe that cross-layer design holdsThe proposed mechanisms can be used with any multipath
great potential for addressing video transport challengeis routing layer where explicit congestion notification, pbbs
work is a first step in this direction by addressing congestiomplemented at a higher layer than the network layer, are
control with a multi-path routing facility. In this paper,ew available from intermediary nodes. However, in this paper,
investigate various load repartition strategies on top of study and propose the usage of SLiM (Simple Lifetime-based
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Multipath routing protocol) that was previously describied
[7] and that provides multipath routing from a set of sources 2lole
to a given sink with a path’s lifetime criterion.

The paper is organized as follows. Sect@n Il presents the
network model with the different assumptions considered in g 4
this work. The SLiM multipath routing protocol is also briefl e ““““
presented for the purpose of making the paper self-reading.
Sectionm presents the various load repartition strasdor

o
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congestion control on top of SLiIM. Some simulation results 2]0]7]0
are presented in sectign]|IV before concluding.
Il. NETWORK MODEL se oo inUse Nhop
21119 0 21119 0
. . . . 0|10 |0
We consider a wireless sensor network with video sensors 1 2 1‘1’ g nEETRn

located in strategic locations and other non visual sensors
distributed randomly in a field. A video sensor is asleep and i
only waked up when alerted by other non visual sensors upon
target detection or as a response to a request. In this paper
we consider the case of multiple video sensors (referred to a Figure[l shows a configuration typically built by SLiM. This
the sources) being reporting video information to the sink §cenario shows 15 sensor nodes and 1 sink. Among the 15
relatively the same time. sensor nodes, there are 4 sources identified as S1, S2, S3 and
Video applications are considered as semi-reliable ongg. We can see that there are 3 different paths with path id 1, 2

where some losses are tolerated but a minimum data ratéf¢l 3, named after the first crossed node’s id from the sink. S1
required from the beginning of the transmission. In order @'d S2 have path id 1 and 2 in their forwarding table. S3 and
be able to satisfy this requirement, we investigate the tise 3+ "ave pathid 1,2, and 3 in their forwarding table. The right

multiple paths so a maximum bandwidth can be supplie@OSt column keeps the ratg repartition as Wi.|| be explained
Therefore, we assume that a multipath routing protocol later on. Note that SLiM avoids constructing different path
available. In this paper, we use SLiM [7] but any othefit @ source with the same predecessor. This was done in order

multipath routing protocol able to build and maintain at th# limit congestion when no congestion control was defined

same time more than one path can be used by our congesf8ri©P ©f SLIM. o .
control scheme. For what follows, the sink is never the bottleneck nor in

SLiM, with only local topology knowledge, provides toterm of bandwidth nor in term of energy. It can have its bgtter

a source and all intermediary nodes the knowledge of gﬁcharged or r(_ep!aced in real applications. In contrab_thal
available paths to the sink. It adopts the sink-initiateprapch sensors have limited energy, are supposed to be stationary b

where the sink is the originator of a request. The sink flooa\gth the ability to dynamically yary their trgnsm@smn Pexy
the network with a request until the sensor, referred to asVVe assume that an addressing scheme is available. Globally

the source, having the target in its field of view is reachelnidue addresses can be very expensive in terms of bandwidth
With one flooding, multiple paths are built and maintaine_@nd power consumption. Instead we consider a local address-
at intermediate nodes towards the sink. In SLiM, a requdB@ scheme as the one proposed in [1]. We use an address for
is identified using a path id that corresponds to the fir§Sensor thatcan be reused by an other one located sufficientl
crossed sensor's id from the sink to the source. Paths aite b{a" 2Way- We assume, however, a uniquely assigned address
with respect to a quality metric specified by the applicatioﬁo the sink in order to distinguish it from the other sensors.
This metric can be the path length, its available energy, an
estimation of its lifetime or any other metric depending on Ill. L OAD REPARTITION FOR CONGESTION CONTROL
the application requirements.

Each sensor is able to create, maintain and update a pate
table that records the different paths to the sink. The tata(]a
contains an entry for each path with the following fields : £’

Fig. 1. Network model with multiple paths to the sink.

hn this paper we investigate the use of load repartition
chanisms for the purpose of congestion control. In figure
after SLIM has constructed the path configuration and
forwarding tables, we assume that S1 and S2 use path id 1

« pid, the path id, as the default path whereas S3 and S4 use path id 2. This
e inUse, a flag, when set indicates that the correspondirigformation is stored in the source’s forwarding table vitile
path is currently in use, inUse field. An additional field in the forwarding table keeps

« nextNode, the next hop towards the sink on this path, the current data rate (or an estimation if the exact data rate
« quality, an estimation of the associated quality metric fas not known) sent on the path. We assume that each source
this path. stores paths in the order of decreasing quality.



A. Load repartition strategies

We define 3 load repartition strategies for congestion con- 2jojs o
trol, from mode 1 to mode 3. For the purpose of comparison,
mode O refers to the no load repartition scenario in which a
source uses the same path (the best path in term of lifetime
with SLiM) without any congestion control concerns. In mode
1 the source uses all the available paths to a sink from the
beginning of the transmission. The traffic is then uniformly
load-balanced on these paths. Mode 0 and mode 1 therefore
represent the 2 end-points in the load repartition stragegi
design space.

In modes 2 and 3, explicit congestion notifications are
used. At every intermediary node, when the reception queue T T

. . 21119 90
occupancy is greater than a given threshold (80% of total oo ol70 [0
buffer space for instance) or when the collision rate is abov ol 7 To | <eves— e Rrlolar Jo
a given threshold, a Congestion Notification (CN) message is cnea oN(s.2)
sent back to the sources for each path id known by the nodeF._ 2 nitial confiquration. th i tification de 5
A CN message contains the node id and the path id: CN(nid, 9. Infial configuration, fhen congestion NOTicatibom Node .
pid). For simplicity, we assume that each source sends 1 data

flow identified by the source id. A sourcg should react to S; will load-balance its current traffic omon all the available

a CN message if the path id contained in the CN messaggg | the scenario of figuf 2, S1 and S2 will use path id
correspo_nds_to_an active path in its local f(_)_rwardmg F"_“bl "in addition to path id 1 on reception of CN(5,1), ignoring
The basic principle behind these load repartition stratedg CN(5,2), and will send on each of these paifig2 = 25kbit/s

to mgke ea_lch source aware of a congestion_on paﬂhd of data. S3 and S4 will use 3 paths on reception of CN(5,2),
reacting to it by load-balancing the current traffic on thadhp and ignoring CN(5,1), by sending0/3 — 30kbit/s of data

on alarger number_of p"’?ths- Selected paths at the SOUrCe @€ ach of those. Finally, we will end up with the data rate
then marked as active with thelUse flag, and the data rate o, iion shown in tabld I. Node 5 sees a total data rate
repartition for each path is kept in the forwarding tabletia of 25 + 25 + 25 4+ 25 + 30 + 30 + 30 + 30 — 220Kbit/s

following paragraphs, we will des_cripe mOP'e 2 and 3. instead of 280kbit/s. Nodes 3, 4 and 10 (on path id 3) relay
« Mode 2. The source starts initially with one path. For, , 30 — gokbit/s from sources S3 and S4 (figLI]e 3). At this

each CN(nid, pid) message received, the source add§igge with this scenario, mode 3 gives the same repartition
new path (the first available path different frgmil thatis  {han mode 2.

non active) until all available paths are marked as active.
The load is uniformly distributed on the number of active

inUse Nhop

pathid [ S1] S2] S3] S4] total |

path. It is therefore an incremental approach. pathid 1] 25 | 25 | 30 | 30 | 110

« Mode 3. The source starts initially with one path. Upon pathid2| 25 | 25 | 30 | 30 | 110
reception of a CN(nid, pid) message the source will path id 3 30 | 0] 60
uniformly balance the traffiof path pid on all available [foal [50]50]90]90] 280 |
paths (including pathpid). Therefore depending on the TABLE |

number of CNs received for each path, the transmission
rate is not the same on all the active paths as opposed to
mode 2.

RATE REPARTITION AFTER PROCESSINEN(5,1)AND CN(5,2).

B. Detailed example of mode 3 Now, in figure[B, let us continue to assume that for some
In the scenario depicted by figuﬂa 2, each source sendseason node 2 becomes congested (not shown in the figure). At
flow of events/messages to the sink. Therefore, accordingthis point, node 2 is relaying0+30+25+25 = 110kbit/s from
the forwarding tables in each source, node 5 sees 4 flowsflows. In this case, S1 to S4 will receive a CN(2,2) that will
Assuming that flows from S1 and S2 are 50kbit/s flows artdgger a new rate repartition. S1 and S2 will then load-beda
flows from S3 and S4 are 90kbit/s flows as shown in figﬂjre Aniformly their current traffic on path id 25 for each from
node 5 has to relay a total data rate of 280kbit/s. previous steps) on the 2 available paths. S3 and S4 will also
If we assume that such a data rate triggers 2 CN messadead-balance uniformly their current traffic on path id(20
CN(5,1) and CN(5,2), from node 5, sources S1 to S4 wilbr each from previous steps) on the 3 available paths. We
receive them by means of the intermediate routing nodéemve now the repartition illustrated in talﬁ Il. Node 5 that
Upon reception of CN messages, each source will determimeviously sent a CN message now have a total data rate of
which CN message, if any, announces a congestion on Zii-12.5+25+12.54+12.5+12.54+40+40+10+10 = 200kbit/s
active path in its local forwarding table. For each activthpa instead of 220kbit/s without issuing any CN message. We see
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Fig. 3. After congestion notification from node 5.

largest compared to the other modes. Mode 1 gives the best
_ _ _ _ performances with a dropping rate not more than 35%. This
that path id 3 now carries a total traffic 0 + 40 = 80kbit/s s gue to the fact that the sources distribute their flows on
instead of 60kbit/s. all available paths from the beginning hence reducing the
probability of overloaded queues. The other modes appears t

ath id S1 S2 S3 | S4 | total L L
Lp . | | | | | | have similar performances but less than mode 1. This is due to
path id 1| 25+12.5| 25+12.5| 40 | 40 | 155
pathid 2| 125 5 T 10 10 45 the fact that a source sends data on an other path only when
path id 3 40 | 40 | 80 it receives a CN. Meanwhile some packets can be dropped.
total 50 50 90 | 90 | 280 However, we see that mode 3 that tries to balance the load

of a congested path on the other paths does not succeed in
reducing the drop rate when compared to a simpler approach
such as mode 2, at least for small network size.

We also looked at the fairness among the sources in term
IV. SIMULATION RESULTS of transmission rate when performing congestion contrbe T
following commonly used formula:

TABLE Il
RATE REPARTITION AFTER PROCESSINEN(2,2).

The routing protocol and the different load repartitiorastr
gies were implemented with TOSSIM, the bit level simulator (Zfiﬁ )2
for TinyOS platform. We considered a square sensor field of m (1)
size 1000 x 1000m? where a given number of static sensor 8=l
nodes ranging from 50 to 250 with a step of 50 are randomgjves a fairness metric whergis the success rate achieved by
deployed. Each node has a maximum radio range. All tiseurcei and N, is the number of sources. Figie 5 shows the
sensors have same processing capability. We adopted alchieved fairness among the sources for the different modes
energy model of [4] for transmission. The energy dissipaticas a function of the number of nodes. It appears that when
due to processing was neglected in our simulations. The simging only one path per source (mode 0), fairness among
is located at the upper right corner (coordinates 1000,10G®urces is the worst. This is due to the fact that every source
and an event occurrence is simulated at the opposite quasends without any coordination since there is no congestion
of the field. Every video sensor located close enough to thentrol. When distributing the flows on all available paths
event will start sensing and transmitting information totg from the beginning (mode 1) without assessing the congestio
the sink. Experiments were performed and averaged over Igiiation, we eliminate any coordination between the seairc
simulations with different randomly generated topolodiesh and fairness among them is difficult to achieve. In modes 2
radio range of 400m) and initial energies at the sensor nodex 3, a form of implicit coordination is created among the
which are generated following a uniform distribution be@iwe sources since a congestion control mechanism using CN is
0 and0.4 Joules. carried out. We see that in mode 2 for example we achieve a

Figure [4 shows the mean drop rate at the sensor quetaigness of more than 80% even for a large number of nodes.
as a function of the number of sensors for the various loadWe also evaluated the load distribution among active sensor
repartition modes. In mode 0, the different sources transriie. those taking part in data forwarding). We used the same
data with a fixed rate using only one path without anfairness metric but replaced the transmission rate by the
congestion control. Intermediate nodes, when overloadteq, amount of processed data at a given node. Fiﬁpre 6 draws the
packets and hence the number of dropped packets is thad fairness among active sensors for the different modes.
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mission rate. Various load repartition strategies areetfoee
proposed and evaluated. The preliminary results showdhalt |
repartition does improve congestion control by reducing th
packet drop probability. Regarding fairness, which is a key
factor in congestion control, the preliminary results sttbat
even simple load repartition strategies can have a very high
impact on performances. However, depending on the targeted
video applications on the sensor network, one may choose
to prefer either rate fairness among sources or load farnes
among active sensors. More importantly, it has been shown
that distributing the traffic on all the available path frohet
beginning is not efficient in term of energy nor in term of
fairness.
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