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Abstract— The interface for the next generation of Un-
manned Vehicle Systems should be an interface with multi-ndal
displays and input controls. Then, the role of the interfacewill
not be restricted to be a support of the interactions betweerthe
ground operator and vehicles. Interface musttake part in the
interaction management too.

In this paper, we show that recent works in pragmatics and
philosophy [ provide a suitable theoretical framework fa the
next generation of UV System’s interface. We concentrate on
two main aspects of the collaborative model of interaction bsed
on acceptance: multi-strategy approach for communicativeact
generation and interpretation and communicative alignmer.

INTRODUCTION

008

O\l At the moment, most Unmanned Vehicle (UV) Systems a
Csingle vehicle systems whose control mode is teleoperati
Several ground operators are needed in order to operat

vehicle. Besides, vehicles have limited autonomous céipabi

ties. Consequently, controlling vehicle is such a hard task
it may lead to an untractable cognitive load for the grou
I operator[[2]. In order to make this task more feasible and
«—jorder to reduce the cost of UV Systems in term of hum
resource, several areas of reflection are explored:

O . drifting from UV system with a single vehicle to UV
— system with multiple vehicles]3],

< e increasing vehicle's autonomyl[4].
q>)As a result, control mode will shift to a more flexible contro
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of such interface. Moreover, multi-modal controls aims at
reducing cognitive workload as well as at making operator's
control more efficient([[7]. For example, a data entry funetio
based on vocal keyword recognition may require a single
vocal utterance in the next generation of interface, while
it may require over twenty separate manual actions in the
current generation of interface. Furthermore, human obntr
of MAS, such as control-by-policy or playbook, may require
highly flexible and less constrained language interacfifjn [
Then, the role of the interface is not restricted to be
a support of interactions between the ground operator and
vehicles. The interface must alsanscribethe communicative
irréformation in the suitable presentation mode for eachodjal

rgalrtner. Besides, future interfaces must also providestool

or%er to make the interaction management easier. For egampl
€ management of interactions with several vehicles by the

ground operator at the same time is quite complex. Intesface

nra;usttake partin the interaction management too. Actually,

jnnon-understandings are frequent in "natural” multi-modal
interaction. An utterance of the ground operator may noehav
een perceived because of background noise, an utterance
may be not-understood because of an unknown word, a

gesture or an utterance may be ambiguous or incoherent, etc.

A control input can be transmitted to vehicles by the integfa

only if this control input has been understood. Thus, the
Interface has to manage such non-understandings. Inyersel

mode such as control/supervision in the next generation tbe interface has to manage ground operator’'s attempts for

“UV Systems. Moreover, the role of the operator will shift telarification of non-understood multi-modal display.

controlling/supervising aystemof several cooperating UVs
oOperforming a joint mission.e. a Multi-Agent System (MAS)
<6l
00)
AN

The collaborative nature of interaction (or dialogue) have

been brought into the forefront by research in pragmatiosesi
mid-90s [8]. Basing an interface’s interaction management
In the same time, current works aim at enhancingn such a model gives the interface and its users the capacity

Othe flexibility and the naturalness of interface rather thao interactively refine their understanding until a point

Oonly improving the mission’s

realization and controlof intelligibility is reached. Thus, such interface manage

—In particular, human-centered approaches introduce neen-understandings This approach have been used within
modalities (gesture, spoken or written language, haptic

display, etc.),[[?],[[5]. The interface for the next genaratof

UV Systems should be an interface with multi-modal displayg,

INon-understanding is commonly set apart misunderstandimgx mis-

derstanding, the addressee succeeds in communicatigenderpretation,

and input controls. Actually, multi-modal displays aim aihereas in a non-understanding he fails. But, in a misutateting, ad-

making up for the "sensory isolation” of ground operator, &g_essee’s interpretation is incorrect. For example, naishg may lead to

I duci .. d ld 4s (6], T misunderstanding. Misunderstandings are considered derie only kind
well as reducing cognitive and perceptual demands [6]. I'HIE"’"communicative errors” (c.f. sectiofIA). Thus, theyeahandled by a

is especially important considering the high visual demametovery process, which is not supported by the interactiadel.



the WITAS dialog system [9]. possible strategies. Existing methods are interpretdiased

In this paper, we show that recent works in pragmatics aod keyword recognition[12], statistical methods based on
philosophy [1] provide a suitable theoretical framework foheuristics[[1B], more pragmatics-based approach [14], etc
the next generation of UV System’s interface. We conceatrdh this paper (sectiohI[3C), we present an interaction nhode
on two main aspects of the collaborative model of interactiavhich is coherent with each type of method. Thus, an interac-
based on acceptance: multi-strategy approach for geamration manager based on such a model can support multi-sgrateg
and interpretation of communicative acts and communieatimethods of communicative acts generation and interpogtati
alignment.

|. PRELIMINARY DISTINCTIONS B. Interaction model versus Interaction management

A. Task level versus Interaction level For methodological reasons, the distinction between in-

While using an UV System’s interface, the ground Ope}gralctlon model (d'ilOgLie k;nodel; anlti |'ntfga(_:;:ton rrtl_anager
ator is at least engaged within two activities: mission coﬁ-Ia ogue manager) has to be made clgar [15]ilaraction

trol/supervision and interaction. This is the general aafsall tthd?"S ?i::e;)re;tilcil xqgtelrWht'iC?] arlr']m;' at prowdlnrgr;]a %er:ﬁral
goal-oriented interaction (or dialogue): eory ofinteraction. Annteraction managers a compone

s L of an interface, as shown by the Fig. 1.

Dlglpgues, therefore, divide into two pllanes O_f An interface perceives events such as control input (com-
activity [8]. On one p_Ia_ne, pqule create dialogue in by hicative act). After the perception of an event, the fiaizz
service of the basic joint activities they are engaged  jerhrets it. The role of the interaction manager is to deci
in-making dinner, dealing with the emergency, oper-  hich i the suitable reaction. Following a control inpudrfr
ayng the.sh|p. On_gsecond plane, they manage the the ground operator, a possible reaction is to transmit the
@alogue itself-deciding who speaks when, establish- command to the proper vehicle, if the control input has been
ing that an utteranc_e has been understood, etc._ These understood. Another possible reaction is to ask for clatifmn
two planes are not independent, for problems inthe 1, w6 ground operator if the control input is ambiguous.
dialogue may have their source in the joint activity |, ersely following an ambiguous display, requests fariel
the dialogue is in service of, and vice versa. Still,  feationg by the ground operator have to be supported by the
in this view, basic joint activities are primary, and

. - interaction manager.
dialogue is created to manage them.”I[10].

Interaction is defined by dialog partner's goals ti FemmaET
understand each other, in other words to reach a cert e
degree of intelligibility,sufficient for the current purpose _) ' il Interpretation e
( ! I i 4 '
4 | 1 . .
H H . ' e 1 raction :
The crucial points here are that : [HfL ekl P q::> * 4.

1) perfect understanding is not required, the level of unde , ~ = |
standing required is directed by the basic activity. the Dperatorr\
mission) and the situational contexte( time pressure '
for example); Lo !

2) as ground operator’s cognitive load is "divided” be
tween the cognitive load induced by each activity, the
interaction’s complexity must vary depending on the Fig. 1. Architecture of an interface.
complexity involved by the missioril[2]. For example,

as t|r_’ne pressure rls?r?], the co_gi_mnvle Iodad md_ucsdbbyttheThere are several kind of technological tools dedicated to
MISSION Increases. 1he cognitive foad required by r?ﬁteraction management. Each kind of technological tool is
interaction must decrease in order to carry through ﬂﬂ)%sed on a model of interaction, as shown by Fig. 2

generation

Vehicles
(MAS)

Ground Operator Interface

mission.
All in all, a model of interaction dedicated to UV System’s Manager Model
interface has to support multi-strategy methods for commu- Dialog Grammar Adjacent Pairs[[16]
nicative acts generation and interpretation. Plan-based managef Speech Acts Theory [17]
However, one may bring together generation and inter- “Agent-based managérCognitive models[[18],[19]

pretation methods in two main types: methods following
pragmatics fundameni§. interaction model), such as the sin-

cerity hypothesis or the maxim of mann&ri[11], and methods
which do not. The first type aims at reaching high quality The choice of an interaction manager is mainly based on
of understanding but are complex. The second type aimstla¢ task (mission) underlying the interactidnl[20]. Howeve

efficiency but quality of understanding is not ensured. Ea&ach kind of interaction model captures a particular aspect
kind of methods is mono-strategic or support a little set aff interaction and may have consequences on each kind of

Fig. 2. Interaction managers and corresponding interactiodels.



User: Go to the building.

System: Which building do you mean?
System: | can see a blue car at the tower.
System: It is driving on Creek Lane.
System: Warning my fuel is low.

User: | mean the school.

interaction manager. Cognitive models of interaction aim,
for instance, at defining a symbolic and explanatory model
of interaction, whereas Adjacent Pairs provide a desedpti
model of interaction. Cognitive models may be considereal as
logical reformulation of plan-based models. Cognitive misd
integrate, in more, a precise formalization of dialog parsh
mental states (their beliefs, choices (or desires) andiiates), Fig. 3. An example of interpretation negotiatiof,][22].
of the rational balance which relates mental attitudes betw
them and relates mental attitudes with agents’ acts.
Consequently, the production of a suitable communicative
Il. COLLABORATIVE MODEL OF INTERACTION act can be divided between several exchanges and between

Basing interaction management on a collaborative mofl dialog partners. The complexity of such process must be

of interaction gives the interface the ability to manage-no
understandings, as shown in the first part of this section.

ess complex than in the traditional view of interaction][21
esides, the addressee has an active role, explicit andcitmpl

A formal collaborative model of interaction is generall eedbacks are required in order to publicly signal sucabssf

based on a psycholinguistic model of interaction. Howevqud%r]standlngsl. Fmaljy, nor:r;understandmgs ?r? hemtdegd b
existing psycholinguistic models of interaction do not soit a € hormal case’, so ftheir mahagement IS captured by

multi-strategy approach for communicative act generaaiot collaborative model of interaction
interpretation. We propose to base interaction managerioent g o complementary models
the next generation of UV Systems, on a formal interaction
model supporting such a multi-strategy approach. This &rm ; X N
model mixes and enhances the two main and complement%?dsls of |I?teéract2|(3n aHr_e basidh_or;]lyhre] pSKChO“ITgk;“St H. H.
psycholinguistic models of interaction. The second part Gelark's work [8], [23]. His work highlights the collaborart

this section introduces these two psycholinguistic mogéls nature of. interaction, its realization through a negatiati
interaction. process, its success warranted by the use of the common

ground {.e. mutual beliefs) among dialog partners, conceptual
pacts {.e. temporary, partner-specific alignment among dialog
partners on the description chosen for a particular object)

The traditional view of interaction [11]LT16][117]LI18], Basing interaction management on this model is interesting
[19] defines it as amnidirectionalprocess resulting from two pecause:

individual activities: the generation of a communicativet a
by the "speaker” and the understanding and interpretatfon o
this communicative act by the addressee. Interaction'sessc

is: War_ranteq by the cooperative attitude of the ”speak_eiS’ (h terface’s robustness and flexibility are enhanced.
sincerity, his relevance, etc.). Consequently, the prodoc 3) Positive and negative signals of understandings are

of a suitable communlcatlve act is concgntrated on a single consistently required, as part of the negotiation process.
exchange and a single agent. The complexig; the cognitive

load) of such a process is high because of the necess r(}/ o . :

restrictive hypothesis[[21]. Moreover, the set of possibfg wever, there are several limitations against this mdie! [
strategies to produce and understand a communicative act) The systematic use of common ground leads to mono-
is highly limited. Besides, the addressee having a passive Strategic and complex generation and interpretation of
role, positive feedbacks such as ”Okay”, "Mhm”, "Uhuh”, communicative acts. In Human-Human interactions, di-
head nodes, etc., signalling successful understandirmgs, a  @log partners rely on different strategies. The complexity
not necessary. Finally, non-understandings are regarded a Of the strategy vary depending on the context, depending
"communicative errors” which have to be handled by extra 0N time pressure for example.

1) Clark’s Intentional model:Most of formal collaborative

A. Traditional view vs. Collaborative view of interaction

1) Designing interaction as a collaborative process en-
hances mixed-initiative interaction.
2) Non-understandings are interactively managed, thus in-

complex mechanisms. 2) Considering common ground as a set of mutual beliefs

leads to computational limitations and paradoxes, as

In contrast with the traditional view, collaborative model ~ human beings tends to have selfish and self-deceptive
of interaction defines it as hidirectional process resulting attitudes.

from a single social activity. Interaction is considered aas

collaborative activity characterized by the goal of reaghi To sum up, this model is suitable for modeling non-
mutual understanding, shared by dialog partners. Mutuahderstandings management  through interpretation
understanding is reached through interpretation’s natjoti. negotiation. Nevertheless, interpretation negotiatioas
That is an interactive refinement of understanding until defined in this model, is too restrictive. This is due to
sufficient point of intelligibility is reached, illustrateby the systematic use of common ground and defining common
example shown in Fig. 3. ground as a set of mutual belief. a stronger definition of



the sincerity hypothesis. supposed to be rational while interacting. Their ratidyali
is partly defined by their sincerityi.e. they have to use

2) The Interactive Alignment ModeAnother model of the (mutually) true statements in order to be understood. This
collaborative nature of interaction has been proposed by.M.sincerity hypothesis highly limits the set of possible t&gies
Pickering and S. Garro@[24]: the Interactive Alignment Mbd for communicative acts generation and interpretation.sThu
(IAM). 1AM claims that dialog partners become aligned aselfish or self-deceptive attitudes are considered as being
several linguistics aspects. In the particular case of spokirrational, automatic processes such as priming are not
dialog, there is an alignment, for example, of the situaticailowed, etc.
model, of the lexical and the syntactic levels, even of tfari In preceding works, the incoherence of the systematic

of articulation, of accent and of speech rate. use of the sincerity hypothesis has been demonstrated
For example, syntactic alignment is frequent in questiofif], [26]. In fact, interaction is a goal-oriented process
answer, such as in Fig. 4. which aims here at transmitting informations and control

. ) orders. A particular communicative act aims at contribmtior
User: Is there a vehicle near the hospital?

System: Yes, there are three vehicles near the hospital. i i i
1) enabling the addressee to interpret it,

Fig. 4. An example of syntactic alignment. 2) ensuring the correctness of his interpretation,
3) contributing to mission’s realization. Thus, its gertiema
Reference alignment corresponds to the notion of "concep- and interpretation has to be more or less efficient
tual pacts” in Clark’s model: an alignment on the descriptio depending on the current task and situational context
chosen to refer to a particular object during interactios, a (ex. time pressure), cf. sectign1-A.
shown in Fig. 5.

The problem with the sincerity hypothesis is not that true
statement can not enable to reach these goals. The problem
: is that there is a confusion between what is the aim of
User: There are intruders in the zone near the hospitathe interaction and what is the suitable strategy to use.
Distinguishing these two aspects avoid to impose a paaticul
and single strategy.

User: Keep watch at the big zone near the hospital

Fig. 5. An example of reference alignment.

Thelsel a"gnm.ems result; fror_n a“m“.‘atic processes baseH] order to introduce the distinction in a collaborative
on priming. anmg consists in reusing the .result of odel of interaction, the philosophical notion of acceptn
preced_mg _cognmve Process, .SUCh as perception Or.acngnused [1], [ZB]. Thus, the suitable type of interaction mlod
execut|on_, in-a fpllowmg c_ognmve Process. In J.[he parkgu is cognitive model. Acceptance is the contextual mental
case O.f |nteract|or_1, priming consists in reusing words lttitude underlying a goal-oriented activity, whereasidfel
syntactic cqnstructlons r?‘“ﬁ‘”t'y understo_od or gener:ﬂed_ is the contextual mental attitude underlying a truth-aiéen
an automatic process, priming does not induce any Cogn't'ggtivity [26].
load. Besides, these alignments facilitate communicadiste
generation and interpretation, as well as facilitate 900ig00

relationship (confidence, rapport, etcl),1[25]. i(,¢) stands for’the agent i accepts in order

to bring aboutg” .

To sum  up, this modgl IS sqltable for_ enhancmg_lere’ ¢ is the complex goal defined in the preceding
communicative act generation and interpretation. It aﬂo‘%aragrapmp is an association between anmteractive tool
reusing results of preceding successful interactions fer t '
treatment of following communicative acts. Such resul
are part of the common ground among dialog partniees,
co-construction of "interactive” tools during interaatiol AM
is viewed here as a complementary model of Clark’s worg —  communicate_by(IM, IT) stands for"using IT
That is, each model provides an alternative strategy whéch %o communicatd M ’
be used to generate or interpret a particular communicative '
act. In addition, negotiation interpretation, as desctilie
Clark’s model, manages non-understandings.

IT (a gesture, a multi-modal display, an utterance, etc.) and
Eﬁe intended meaningM (a particular object, an order, an
information, etc.):

Generation is viewed as choosing an interactive tool

knowing the intended meaning to convey. Interpretation is

C. Collaborative interaction model based on acceptance viewed as identifying the intended meaning knowing the
S. Garrod and M. J. Pickering claim that considerin@teracnve tool. Su_ch definitio_ns do not set t_he strategy to

interaction as a collaborative activity must lead to avoidSe- Thus, all possible strategies can be considered:

or to modify fundamental hypothesis responsible of several

limitations [2]1]. Generally speaking, dialog partners are « priming,



« selfish attitude: considering solely their own belief, [3]
« cooperative attitude: considering solely the addressee’s
beliefs or knowledge, 4]
« basing interpretation on keywords recognition,
« etc.
(5]
The proper strategy depends on the task, time pressure,
interaction’s historyi.e. depends on existing conceptual pacts,[6
etc.

Concerning the interaction manager, the interactiof’]
model defines interpretation as a reactive process within a
cognitive model of interaction. Following a communicative
act and its interpretation, the addressee (i.e. the igerta
the ground operator) is obliged to react by:

(8]
El

. signalling_ _his understanding through an implicit or eXryq]
plicit positive feedback,

« requesting a refinement.€ a clarification) of a non- [11]
understood IT or asking for a "recasting”, (12]

« proposing a refinement or a "recasting”,

« postponing his reaction because of a top-priority goal to

C. Johnson, “Inverting the control ratio : Human controd large,
autonomous teams,” iRroceedings of AAMAS’03 Workshop on Humans
and Multi-Agent System2003.

S. Dixon and C. Wickens, “Control of multiple-uavs : A vikboad
analysis,” in Proceedings of the 12th International Symposium on
Aviation Psychology2001.

F. Legras and G. Coppin, “Autonomy spectrum for a muéiplavs
system,” inCOGIS’ 07 - COgnitive systems with Interactive Sensors
2007.

] D. Gunn, W. Nelson, R. Bolia, J. Warm, D. Schumsky, and Krc@ran,

“Target acquisition with uavs: Vigilance displays and athed cueing
interfaces,” in Proceedings of the Human Factors and Ergonomics
Society 46th Annual Meetin@002, pp. 1541-1545.

D. Williamson, M. Draper, G. Calhoun, and T. Barry, “Corerial
speech recognition technology in the military domain: Rssaf two
recent research effortsfhternational Journal of Speech Technology
vol. 8, no. 1, pp. 9-16, 2005.

H. H. Clark, Using language Cambridge, UK: Cambridge University
Press, 1996.

O. Lemon, A. Gruenstein, L. Cavedon, and S. Peters, ‘dbaoltative
dialogue for controlling autonomous systems,”Rroceedings of AAAI
Fall Symposium2002.

A. Bangerter and H. Clark, “Navigating joint projectsti dialogue,”
Cognitive Sciencevol. 27, pp. 195-225, 2003.

H. P. Grice, “Logic and conversation3yntax and Semantics, Speech
Acts vol. 3, pp. 43-58, 1975.

K. Shimada, T. Endo, and S. Minewaki, “Speech undeditan based
on keyword extraction and relations between wordsgmputational
Intelligence vol. 23, no. 1, pp. 45-60, 2007.

: [13] Y.-Y. Wang, “Robust language understanding in mipadfi
bring about. EUROSPEECH-20Q12001.
[14] C. Gardent and K. Striegnitz, “Generating bridging di¢d descrip-

This is a social law, closed to the notion of negotiation
protocol, which models interpretation negotiation hamglli ;5
non-understanding. Based on H.H. Clark’s work, this social
law provides different ways of reacting following a non-
understanding. Thus, the model of interaction presentee hL.\lG]
provide multi-strategy approach for communicative acésg
eration and interpretation, as well as for interaction ngana a7
ment.

CONCLUSION (18]

Interface of the next generation of UV Systems must support
multi-strategy approach of communicative act generatiwh alt®
interpretation. Moreover, the interface has to take path&
interaction management through non-understanding hamdIi20]
in particular. Our goal is to provide a suitable theoretical
framework for future interaction managers. We present (&
collaborative model of interaction mixing and enhancing th
two main psychological collaborative of interaction. 2

Further studies will hold on extending and applying
our collaborative model of interaction to the particulasea
of topological and tactical references used in UV Systems.
First at all, we will focus on analyzing and modeling strateg
choices and on defining a suitable representation of thél
“interactive tool”. [25]
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