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Abstract. This paper presents a real time face tracking and head pose
estimation system which is included in an attention aware game frame-
work. This fast tracking system enables the detection of the player’s
attentional state using a simple attention model. This state is then used
to adapt the game unfolding in order to enhance user’s experience (in the
case of adventure game) and improve the game attentional attractiveness
(in the case of pedagogical game).

1 Introduction

Usually, computer software has a very low understanding of what the user is
actually doing in front of the screen. It can only collect information from its
mouse and keyboard inputs. It has no idea of whether the user is focused on
what it is displaying, it doesn’t even know if the user is in front of the screen.
One of the first steps to making computer software more context aware is to
make it attention aware. In [1] attention aware systems are defined as

Systems capable of supporting human attentional processes.

From a functional point of view, it means that these systems are thought as be-
ing able to provide information to the user according to his estimated attentional
state. This definition shares some objectives with the definition of adaptive sys-
tems [2] which are system that are able to adapt their behaviour according to
the context. An attention aware system must be an adaptive system.
According to [1], one of the best ways to estimate user’s attention is using gaze
direction. Consequently, building good adaptive attention aware system requires
estimating reliably user’s gaze, but in an unconstrained environment this is a
very difficult task. To overcome this problem we propose, in a first step, to use
head pose as an estimator for gaze direction. Head pose provides less accurate
but more robust gaze estimation.
In this paper, we present a real time vision based face tracking and head pose
estimation system coupled with a simple inattention model that will allow an
adaptive game to detect attentional shifts and adapt its unfolding accordingly.
This model is implemented in two different types of systems (see 1):



– A pedagogical game in which information about the user’s attention is used
to adapt the game unfolding in order to refocus the player’s attention. It is
used as a tool for pedo-psychiatrists working with children with autism in
the pedo-psychiatric hospital of La Rochelle in order to improve children’s
attention.

– An adventure game in which user’s attentional state helps modifying the
game scenario in order to make the game more immersive and fun to play.

In the next section we introduce the attention aware adaptive game framework
which is using our head pose based gaze estimation algorithm.

Fig. 1. Left: A screen capture of the adventure game prototype. Right: a screen capture
of the pedagogical game together with a preview of the head tracking system.

2 An attention aware adaptive game framework

Adaptive game is a subcategory of adaptive systems that can take good ad-
vantage of being attention aware. They are designed to react and adapt their
unfolding according to the players (explicit) actions. Thus, being able to see
if the player is facing the screen and is attentive allows the game to adapt its
actions to the situation.

2.1 Attention

Attention is historically defined as follows [3]:

Everyone knows what attention is. It is the taking possession by the
mind in clear and vivid form, of one out of what seem several simultane-
ously possible objects or trains of thought...It implies withdrawal from
some things in order to deal effectively with others.

Thus, attention is the cognitive process of selectively concentrating on one thing
while ignoring other things. In spite of this single definition, it exists several types
of attention [4]: awakening, selective attention, maintained attention, shared at-
tention, internal or external absent-mindedness and vigilance. For an interactive



task, we are mainly interested in selective and maintained attention. The anal-
ysis of the first one allows knowing whether people are involved in the activity.
The second one enables us to assess the success of the application.
It has been proven that the same functional brain area were activated for at-
tention and eye movements [5]. Consequently, the best attention marker we can
measure is undoubtedly eyes and gaze behaviour. A major indicator concern-
ing another type of attention, vigilance, named PERCLOS [6] is also using such
markers. In continuity of such studies, we based our markers on gaze behaviour,
approximated by head pose, to determine selective and maintained attention.
A weak hypothesis is that a person involved in an interesting task focuses
his/her eyes on the salient aspect of the application (screen, avatar, car, en-
emy, text...) and directs his/her face to the output device of the interactive
application (screen). Nevertheless, if a person does not watch the screen, it does
not necessarily mean that he/she is inattentive; he/she can be speaking with
someone else about the content of the screen [7].
In order to treat these different aspects, we have decided to adopt the following
solutions: if the user does not watch the screen during a time t, we conclude
to inattention. In the following subsection, we present how t is determined. If
inattention is detected, we inform the application.

A simple model of human inattention. The goal of this model is to define
the delay after which the application tries to refocus the user on the activity.
Actually, we easily understand that in this case, an interactive application does
not have to react the same way if people play chess, role player game or a car
race. Until now, this aspect of the game was only directed by the time during
which nothing was done on the paddle or the keyboard.
We based our model of what could be named inattention on two parameters:

1. the type of application;
2. the time spent using the application.

The last parameter depends itself on two factors:

1. a natural tiredness after a long time
2. a disinterest more frequent during the very first moments spent using the

application than once attention is focused, this time corresponds to the delay
of immersion.

Once the parameters are defined, we propose the following model in order to
define the time after which the application try to refocus the player who does
not look at the screen.

Potential of attention. As we mentioned, potential of attention depends mainly
on two parameters, tiredness and involvement. We have decided to model arousal
(the opposite of tiredness), or potential of attention, by a sigmoid curve param-
eterized by a couple of real number β1 and β2. β2 represents the delay after



which the first signs of fatigue will appear and β1 is correlated to the speed of
apparition of tiredness (Figure 2).

Parousal =
exp−β1t+β2

1 + exp−β1t+β2
, (1)

where β1 and β2 are two real parameters.
For the second parameter, we have once again modelled involvement, or interest
probability, by a sigmoid. We started from the fact that activity is a priori fairly
interesting, but if the person is involved after a certain time ruled by α2, we can
consider that interest is appearing at a speed correlated to α1 (Figure 2).

Pinterest =
1

1 + exp−α1t+α2
. (2)

For our global model of potential of attention, we couple both previous models
in order to obtain:

Pattention = Pinterest ∗ Parousal, (3)
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Fig. 2. Left: model of tiredness evolution. Middle: model of interest probability. Right:
model of potential of attention. Abscissa represents time in minutes. Each curve is
designed for a single person involved in an unique activity. (α1 = 1, α2 = 3, β1 = 0.3,
β2 = 12)

Delay of inattention. Once this model is defined, we are able to determine the
time after which the software has to react (if the person still does not look at
the screen). Here, it is an arbitrary threshold γ guided by experience, which
characterizes each application. The more the application requires attention, the
higher this coefficient is. The model we have adopted is an exponential function.

Dgame = expγ(t)∗Pattention , (4)

γ is a function of time because we have estimated that it can exist several tempo
in an application (intensive, stress, reflection, action ...). As a conclusion, we can
summarize our model of inattention by the two following steps (Figure 3):

– depending on the time elapsed from the beginning of the application, we
estimate the potential of attention Pattention(t);
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Fig. 3. Curves used to determine the delay of software interaction.

– depending on this potential and the application, we estimate the delay
Dγ(t)(Pattention(t)) after which the software has to refocus the inattentive
player.

Please note that this model was validated on only five children and still need to
be validated on more people. Nevertheless, the first tests are quite promising.

2.2 An adaptive framework

As we already mentioned, our objective is to implement a system that interacts
in a smart way with the person using the application. It consists in establishing
a multi-mode and multimedia dialogue between the person and the system.
Consequently, the conception of the platform, represented Figure 4, was guided
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Fig. 4. General architecture.

by the following constraints:

– it must track gaze behaviour, determined as the best markers of attention;



– it must allow to focus user attention and be able to refocus it if necessary;
– it must not perturb the user by inopportune interaction.

The system can be divided into three sub-parts:

– the system of observation and behaviour analysis: monitors the player’s at-
tention;

– the decision system: adapts the execution of games;
– the action system: runs the game.

This architecture needs a fast and robust gaze estimation system in order to
respond to its environment in an adaptive and dynamic manner. To achieve this
goal, we have built a fast tracking system dedicated to adaptive systems. This
system is described in the following section.

3 Face tracking for adaptive games

3.1 Constraints

As the system is designed to be used by a wide range of applications and users
(from educational games for children with autism to adventure games for ”com-
mon gamers”), some constraints have emerged:

– non invasive material;
– low cost;
– single user;
– recordable information;
– standard computer;
– unconstrained environment.

Our system is based on a low cost ieee-1394 camera connected to a standard
computer. Despite its low cost, this camera captures video frames of size 640x480
at 30 frames per second which are suitable characteristics for both accurate face
features localization and efficient face features tracking. The choice of a grayscale
camera instead of a more common colour camera is driven by the fact that
most of the aimed applications are performed in an indoor environment. In such
an environment, the amount of light available is often quite low, as grayscale
cameras usually have more sensitivity and have a better image quality (as they
don’t use Bayer filters), they are the best choice. Another advantage of grayscale
cameras is that they can be used with infra-red light and optics that don’t have
infra-red coating in order to improve the tracking performance by the use of a
non invasive more frontal and uniform lightning.

3.2 Architecture

The tracking algorithm we have developed is built upon four modules which
interoperate together in order to provide a fast and robust face tracking system
(see Figure 5). The algorithm contains two branches: one for face detection and
a second for face tracking. At run time, the choice between the two branches
is made according to a confidence threshold, evaluated in the face checking and
localization module.
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Fig. 5. Architecture of the face tracking and pose estimation system.

Pre-processing. Before face or radial symmetry detection, the input image must
be pre-processed in order to improve face and face feature detection performance.
The main pre-processing steps are image rescaling and lightning correction, also
called contrast normalization. The input image is rescaled so that low resolution
data is available for radial symmetry detection algorithms. Contrast normal-
isation consists in adapting each pixel intensity according to the local mean
intensity of its surrounding pixel. As this task is performed by humans retina,
several complex models have been developed to mimic this processing [8]. As
our system needs to be real-time, we have chosen to approximate this retinal
processing by a very simple model which consists in the following steps:

1. For each image pixel, build a weighted mean Mx,y of its surrounding pixels.
In our implementation we used first order integral filtering (Bartlett Filter)
in order to achieve fast filtering. Note that first order integral filters are an
extension of the commonly used zero order integral filters (box filters). For
more information about generalized integral images see [9]

2. Calculate the normalized pixel intensity:

Ix,y =
Sx,y

(Mx,y +A)

with S the source image, I the normalized image, and A a normalization
factor.

Figure 6 shows the result of our simple contrast normalization algorithm on a
side lit scene.

Radial symmetry detection for face shape and eye detection. Once the image is
pre-processed, we use a set of radial symmetry detector in order to localize a
face region candidate that will be further checked by the face checking and lo-
calization module. Once again our real-time constraint guided the choice of the
algorithms we used.
Face ovoid shape is detected in low resolution version of the input image (typ-
ically 160x120) using an optimized version of the Hough transform (Fig. 6.c)
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Fig. 6. a) Tracking result of a side lit scene. b) Source image after lightning correction.
c) Result of face ovoid detection (Hough Transform). d) Result of eyes detection (Loy
and Zelinsky Transform).

whereas eyes are detected using an optimized version of the Loy and Zelinsky
transform [10](Fig. 6.d). In order to speed up both transforms, the following
improvements have been made: only pixels with a gradient magnitude above a
pre-defined threshold are processed, the algorithms vote in only one accumula-
tor for all radius and accumulators are smoothed only once at the end of the
processing. Using these two symmetry map and a set of face geometry based
rules we define the face candidate area.

Face checking and localization. This module serves two purposes:

– When called from the face detection branch, it checks if the face candidate
area really contains a face and outputs the precise localization of this face.

– In the case of face tracking, it only finds the new position of the face.

In both cases, the module outputs a confidence value which reflects the similarity
between the interface face model and the real face image.
Face checking and localization is based on the segmentation of the face candidate
image into several blobs. The source frame is first filtered by a DoG filter; the
result image is then adaptively thresholded. The resulting connected components
(blobs) are then matched on a simple 2D face model in order to check and localize
the face.

Head pose estimation. Similarly to previous research we use triangle geometry
for modelling a generic face model. For example, [11] resolves equations derived
from triangle geometry to compute head pose. Since we favour speed against
accuracy, we use a faster and simpler direct approximation method based on
side length ratios.

3.3 Performance and robustness

Processing time. We measured the processing time of he algorithm on a lap-
top PC equipped with a 1,83GHz Intel Core Duo processor. We obtained the
following mean processing times:

– Face detection: 30 milliseconds (first detection or detection after tracking
failure).



– Face tracking: 16 milliseconds

Processing time include all processing steps, from pre-processing to head pose
estimation. Since image capture is done at 30fps and the algorithm is using
only one of the two processor cores, our system uses 50% of processor time for
face detection and 25% of processor time for face tracking. Consequently, the
algorithm is fast enough to enable running a game in parallel on a standard
middle-end computer.

Robustness. As can be seen from the tracking example shown on figure 7, the al-
gorithm can handle a broad range of head orientation and distance. The contrast
normalization step also allows the algorithm to run under different illumination
conditions. However, this algorithm is designed to be fast, as a consequence
tracking performances still need to be improved under some lightning condi-
tions (backlit scene, directional lighting casting hard shadows, etc.). A future
version of the algorithm may use a colour camera and skin colour detection al-
gorithms (as in [12] or [13]) to improve face detection and tracking robustness.
This modification would however prevent us from using infra-red light to improve
the algorithm performances under poor lightning conditions. Another possibility
would be to add an infra-red lightning and adapt the current algorithm to this
new lightning in order improve the robustness of the system.

Fig. 7. Left: Result of the tracking algorithm for different face distances and orienta-
tion.

4 Discussion and future work

We described a complete framework for attention aware adaptive games. This
framework uses a fast face tracking and head pose estimation algorithm cou-
pled with a simple model of human inattention in order to generate feedback
information about the attentional state of the player. This system is currently
implemented in an adventure and a pedagogical game.
In order to improve this framework, we are currently working at building a more
complex and realistic attentional model which would not only react to atten-
tional shifts but could also predict them. We are also working at using colour
information to enhance the accuracy and robustness of our face tracking sys-
tem as it can provide performance improvements without impacting too much
processing time.
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13. Séguier, R.: A very fast adaptive face detection system. In: International Confer-
ence on Visualization, Imaging, and Image Processing (VIIP). (2004)


