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Abstract

The reachability problem for Vector Addition Systems

(VAS) is a central problem of net theory. The general prob-

lem is known decidable by algorithms exclusively based

on the classical Kosaraju-Lambert-Mayr-Sacerdote-Tenney

decomposition. This decomposition is used in this pa-

per to prove that Parikh images of languages accepted by

VAS are semi-pseudo-linear; a class of sets that can be

precisely over-approximated by sets definable in the Pres-

burger arithmetic. We provide an application of this result;

we prove that if a final configuration is not reachable from

an initial one, there exists a Presburger inductive invariant

proving this property. Since we can decide with any deci-

sion procedure for the Presburger arithmetic if formulas de-

note inductive invariants, we deduce that there exist check-

able certificates of non-reachability. In particular, there ex-

ists a simple algorithm for deciding the general VAS reach-

ability problem based on two semi-algorithms. A first one

that tries to prove the reachability by non-deterministically

selecting finite sequences of actions and a second one that

tries to prove the non-reachability by non-deterministically

selecting Presburger formulas.

1 Introduction

Vector Addition Systems (VAS) or equivalently Petri

Nets are one of the most popular formal methods for the

representation and the analysis of parallel processes [2].

The reachability problem is central since many computa-

tional problems (even outside the parallel processes) reduce

to the reachability problem. Sacerdote and Tenney provided

in [9] a partial proof of the decidability of this problem.

The proof was completed in 1981 by Mayr [8] and sim-

plified by Kosaraju [6] from [9, 8]. Ten years later [7],

Lambert provided a more simplified version based on [6].

This last proof still remains difficult and the upper-bound

complexity of the corresponding algorithm is just known

non-primitive recursive. Nowadays, the exact complexity of

the reachability problem for VAS is still an open-problem.

Even an elementary upper-bound complexity is open. In

fact, the known general reachability algorithms are ex-

clusively based on the Kosaraju-Lambert-Mayr-Sacerdote-

Tenney (KLMST) decomposition.

In this paper, by using the KLMST decomposition we

prove that Parikh images of languages accepted by VAS

are semi-pseudo-linear, a class of sets that can be precisely

over-approximated by Presburger sets, or equivalently by

semi-linear sets [3]. We provide an application of this re-

sult; we prove that if a final configuration is not reach-

able from an initial one, there exists a Presburger induc-

tive invariant proving this property. Since we can decide

with any decision procedure for the Presburger arithmetic if

Presburger formulas denote inductive invariants, we deduce

that there exist checkable certificates of non-reachability.

In particular, there exists a simple algorithm for deciding

the general VAS reachability problem based on two semi-

algorithms. A first one that tries to prove the reachability by

non-deterministically selecting finite sequences of actions

and a second one that tries to prove the non-reachability by

non-deterministically selecting Presburger formulas. Note

[5] that in general, reachability sets are not definable in

the Presburger arithmetic. Presburger inductive invariants

are obtained by observing that reachability sets are semi-

pseudo-linear.

Outline of the paper: In Section 2 we introduce the class

of Vector Addition Systems (VAS). In section 3 we intro-

duce a dimension function used in the sequel. In Section 4

we provide properties satisfied by additive sub-monoïds of

integer vectors. In section 5 we introduce the class of semi-

pseudo-linear sets. In section 6 Parikh images of languages

accepted by VAS are proved semi-pseudo-linear. Finally in

section 7 we deduce that if a final configuration is not reach-

able from an initial one, there exists a Presburger inductive

invariant proving this property.
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2 Vector Addition Systems

In this section Vector Addition Systems are recalled.

Some notations. We denote by ◗,◗+,❩,◆ respec-

tively the set of rational values, non-negative rational val-

ues, the set of integers and the set of non-negative inte-

gers. The components of a vector x ∈ ◗n are denoted by

(x[1], . . . ,x[n]). The sum x + y of two vectors x,y ∈ ◗n

is naturally defined component wise. An alphabet is a non-

empty finite set Σ. The set of words over Σ are denoted

by Σ∗. The empty word is denoted by ǫ. The concatena-

tion of two words σ1 and σ2 is simply denoted by σ1σ2.

Moreover the concatenation of n ≥ 1 times a word σ is

denoted by σn. We denote by σ0 the empty word. The

number of occurrences of an element a ∈ Σ in a word

σ ∈ Σ∗ is denoted by |σ|a. Functions in Σ → ❩n are

called displacement functions. These functions are natu-

rally extended to functions Σ∗ → ❩n satisfying δ(ǫ) = 0

and δ(σ) =
∑k

i=1 δ(ai) for any word σ = a1 . . . ak of

k ≥ 1 elements ai ∈ Σ. A Parikh image of a language

L ⊆ Σ∗ is a set X = {(|σ|a1
, . . . , |σ|an

) | σ ∈ L} where

a1, . . . , an is a finite sequence in Σ.

s

s′

a
a
a
a

b

b

b

with

δ(a) =

δ(b) =

Figure 1. A Vector Addition System.

A Vector Addition System (VAS) is a tuple V = (Σ, n, δ)
where Σ is an alphabet, n ∈ ◆ is the dimension, and δ :
Σ → ❩n is the displacement function. A configuration is a

vector in ◆n. The binary relation
a
−→V where a ∈ Σ over

the set of configurations is defined by s
a
−→V s′ if and only

if s′ = s + δ(a). Let k ≥ 1. Given a word σ = a1 . . . ak of

elements ai ∈ Σ, we denote by
σ
−→V the concatenation

a1−→V

· · ·
ak−→V . We also denote by

ǫ
−→V the identity binary relation

over the set of configurations. We also denote by
∗
−→V the

reachability binary relation over the set of configurations

defined by s
∗
−→V s′ if and only if there exists σ ∈ Σ∗ such

that s
σ
−→V s′. The reachability problem for a tuple (s,V, s′)

where (s, s′) are two configurations of a VAS V consists to

decide if s
∗
−→V s′. The language accepted by such a tuple

(s,V, s′) is the set L(s,V, s′) = {σ ∈ Σ∗ | s
σ
−→V s′}.

Given two sets S, S′ of configurations, the set post∗V(S) of

reachable configurations from S and the set pre∗V(S′) of co-

reachable configurations from S′ are formally defined by:

post∗V(S) = {s′ ∈ ◆n | ∃s ∈ S s
∗
−→V s′}

pre∗V(S′) = {s ∈ ◆n | ∃s′ ∈ S′ s
∗
−→V s′}

Example 2.1 A VAS V = (Σ, n, δ) with Σ = {a, b}, n = 2,

δ(a) = (1, 1) and δ(b) = (−1,−2) is depicted in Figure 1.

Observe that s
a4b3

−−−→V s′ with s = (0, 2) and s′ = (1, 0).
Note that post∗V({s}) = {x ∈ ◆2 | x[2] ≤ x[1] + 2} and

pre∗V({s′}) = {x ∈ ◆2 | x[2] ≥ 2(x[1] − 1)}.

p q

(0, 0, 0)

(−1, 1, 0)

(0, 0, 1)

(2,−1, 0)

Figure 2. A VASS taken from [5].

Example 2.2 Recall [5] that sets post∗V(S) and pre∗V(S′)
are definable in the Presburger arithmetic FO (◆,+,≤)
when S and S′ are definable in this logic and n ≤ 5. More-

over from [5] we deduce an example of 6-dim VAS V and a

pair of configurations (s, s′) such that neither post∗V({s})
nor pre∗V({s′}) are definable in the Presburger arithmetic.

This example is obtained by introducing the class of Vec-

tor Addition Systems with States (VASS). Let us recall [5]

that n-dim VASS can be simulated by (n+ 3)-dim VAS. In-

formally, VASS are VAS equipped with control-flow graphs.

Let us consider the VASS depicted at Figure 2. This VASS

has a loop on state p and another loop on state q. Intuitively

iterating loop on state p transfers the content of the first

counter to the second counter whereas iterating the loop on

state q transfers and multiply by two the content of the sec-

ond counter to the first counter. The third counter is incre-

mented each time we come back to state p. In [5] the set of

reachable configurations from (p, (1, 0, 0)) is proved equal

to ({p} × {x ∈ ◆3 | x[1] + x[2] ≤ 2x[3]}) ∪ ({q} × {x ∈
◆3 | x[1] + 2x[2] ≤ 2x[3]+1}). From this VASS we easily

deduce a 6-dim VAS V and a pair of configuration (s, s′)
such that neither post∗V({s}) nor pre∗V({s′) are definable

in the Presburger arithmetic.

3 Dimension

In this section, we recall the classical (mass) dimen-

sion function. We associate to any set X ⊆ ❩n the se-

quence (rk)k∈◆ defined by the following equality (note that

ln(0) = −∞ by convention):

rk =
ln(|X ∩ {−k, . . . , k}n|)

ln(2k + 1)
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Observe that rk is either −∞ or a real value such that

0 ≤ rk ≤ n. We denote by dimL(X) and dimU (X) re-

spectively the limit-inf and the limit-sup of (rk)r∈◆. In this

paper we consider the dimension function dim = dimL.

Note that the other choice is also possible since the sets con-

sidered in this paper satisfy dimL(X) = dimU (X).
Let us show some immediate properties satisfied by the

dimension function. Observe that dim(X) = −∞ if and

only if X is empty. The dimension function is monotonic

dim(X1) ≤ dim(X2) for any X1 ⊆ X2. Moreover it

satisfies dim(X1 ∪ X2) = max{dim(X1),dim(X2)} and

dim(X1 + X2) ≤ dim(X1) + dim(X2). In particular

dim(v +X) = dim(X) for any v ∈ ❩n.

dim(X0) = 0 dim(X1) = 1 dim(X2) = 2

Figure 3. Dimension of some sets.

Example 3.1 Let X0 = {(0, 0)}, X1 = {x ∈ ◆2 |
x[1] = x[2]} and X2 = {x ∈ ◆2 | x[2] ≤ x[1]} be the

sets depicted in Figure 3. As |X0 ∩ {−k, . . . , k}2| = 1,

|X1 ∩ {−k, . . . , k}2| = k+ 1, and |X2 ∩ {−k, . . . , k}2| =
1
2 (k + 1)(k + 2) we get dim(X0) = 0, dim(X1) = 1 and

dim(X2) = 2.

4 Monoïds

A sub-monoïd of (❩n,+) is simply called a monoïd in

the sequel. In this section we provide some properties satis-

fied by the monoïds.

Additional notations. Given a function f : E → F

whereE,F are sets, we denote by f(X) = {f(x) | x ∈ X}
for any subsetX ⊆ E. This definition naturally defines sets

X1 + X2 where X1, X2 ⊆ ◗n. With slight abuse of nota-

tion, {x1} + X2 and X1 + {x2} are simply denoted by

x1 +X2 andX1 +x2. The total order ≤ over ◗ is extended

component-wise to the partial order ≤ over ◗n satisfying

x ≤ x′ if and only if x[i] ≤ x′[i] for any 1 ≤ i ≤ n.

The set of minimal elements for ≤ of a set X ⊆ ◆n is de-

noted by min(X). As (◆n,≤) is a well partially ordered

set, note that min(X) is finite and X ⊆ min(X) + ◆n for

any X ⊆ ◆n.

The monoïd generated by a set X ⊆ ❩n is denoted by

X∗ = {0} ∪ {
∑k

i=1 xi | k ≥ 1 xi ∈ X}. A finite set

P ⊆ ❩n is called a set of periods. A monoïd is said finitely

generated if it can be generated by a set of periods.

with
p1 =

p2 =

Figure 4. Monoïd P ∗ with P = {p1,p2}.

Example 4.1 Figure 4 depicts the monoïd P ∗ generated by

the set of periods P = {p1,p2} where p1 = (1, 1) and

p2 = (−1, 1).

4.1 Dimension

In this section, dimensions of monoïds are characterized

by introducing the class of vector spaces.

A vector space V of ◗n is a subset V ⊆ ◗n that contains

the zero vector 0 ∈ V , that is stable by addition V +V ⊆ V

and that is stable by product λv ∈ V for any λ ∈ ◗ and

for any v ∈ V . Observe that for any set X ⊆ ◗n the set

V = {0} ∪ {
∑k

i=1 λixi | k ≥ 1 λi ∈ ◗ xi ∈ X} is the

unique minimal for the inclusion vector space that contains

X . This vector space is called the vector space generated by

X . Recall that for any vector space V of ◗n there exists a fi-

nite setB ⊆ V that generates V . The minimal for ≤ integer

d ∈ ◆ such that there exists a finite set B that generated V

is called the rank of V and it is denoted by rank(V ). Note

that for any set X ⊆ ◗n there exists a finite set B ⊆ X

such that the vector space V generated by B is equal to the

vector space generated by X and such that |B| = rank(V ).

Proposition 4.2 We have dim(M) = rank(V ) where V is

the vector space generated by a monoïd M .

The previous Proposition 4.2 shows that dim(M) is an

integer for any monoïd M .

4.2 Interiors

We introduce interiors of monoïds in this section. This

definition is used in the sequel to define the class of semi-

pseudo-linear sets. The interior of a monoïd M is the set

I(M) of vectors a ∈ M such that for any x ∈ M there

exists an integer N ≥ 1 such that Na ∈ x+M . We denote

by I(M) the interior of M .

Example 4.3 Let us consider the vectors p1 = (1, 1) and

p2 = (−1, 1) depicted in Figure 4. The monoïds {p1,p2}
∗

and {p1}
∗ and their interiors are depicted in Figure 5.

The following Lemma 4.4 characterizes the set I(P ∗)
where P is a set of periods.

3



Figure 5. On left monoïd M . On right its inte
rior I(M).

Lemma 4.4 Let P = {p1, . . . ,pk} be a set of periods with

k ∈ ◆. We have I(P ∗) = {0} if k = 0 and I(P ∗) =
P ∗ ∩ ((◗+\{0})p1 + · · · + (◗+\{0})pk) if k ≥ 1.

5 Semi-pseudo-linear Sets

A set L ⊆ ❩n is said linear [3] if there exists a vector

b ∈ ❩n and a finitely generated monoïd M ⊆ ❩n such

that L = b + M . A semi-linear set S ⊆ ❩n is a finite

union of linear sets Li ⊆ ❩n. Recall [3] that sets defin-

able in FO (❩,+,≤) are exactly the semi-linear sets and

sets definable in FO (◆,+,≤) also called Presburger sets

are exactly the non-negative semi-linear sets.

We introduce in this section the class of pseudo-linear

sets and semi-pseudo-linear sets. Intuitively, pseudo-linear

sets are sets that can be precisely over-approximated by lin-

ear sets, and a semi-pseudo-linear sets are finite unions of

pseudo-linear sets. We provides properties satisfied by these

sets in Sections 5.2 and 5.3.

x[1] = 2x[2]

x[1] = x[2]

x[2] = 0

x[1] = x[2]

Figure 6. On top a pseudolinear set, on bot
tom a linearization.

A set X ⊆ ❩n is said pseudo-linear if there exists b ∈
❩n and a finitely generated monoïdM ⊆ ❩n such thatX ⊆
b +M and such that for any finite set R of interior vectors

of M , there exists x ∈ X such that x + R∗ ⊆ X . In this

case, M is called a linearizator for X and the linear set

L = b +M is called a linearization of X . A semi-pseudo-

linear set is a finite union of pseudo-linear sets.

Example 5.1 The set X = {x ∈ ❩2 | 0 ≤ x[2] ≤ x[1] ≤
2x[2]} is depicted in Figure 6. Observe that X is included

in the linear set L = 0 + M where M = {x ∈ ❩2 | 0 ≤
x[2] ≤ x[1]}. Note that M is the monoïd generated by

P = {(1, 1), (1, 0)}. The interior ofM is equal to I(M) =
{x ∈ ❩2 | 0 < x[2] < x[1]}. In particular for any finite set

R ⊆ I(M) there exists x ∈ X such that x + R∗ ⊆ X . We

deduce that X is pseudo-linear, M is a linearizator for X

and L is a linearization of X .

Remark 5.2 Any linear set L = b +M is pseudo-linear :

M is a linearizator for L and L is a linearization of L.

Remark 5.3 A pseudo-linear set X is non empty. Let M

be a linearizator forX , Lemma 4.4 shows that I(M) is non

empty. In particular there exists a vector a ∈ I(M). As X

is pseudo-linear there exists x ∈ X such that x + {a}∗ ⊆
X . Therefore X is non-empty.

5.1 Dimension

From Proposition 4.2 we deduce that dimensions of

semi-linear sets are integral values. As expected, the di-

mension of a pseudo-linear set is equal to the dimension of

any linearization.

Lemma 5.4 We have dim(X) = dim(L) for any lineariza-

tion L of a pseudo-linear set X ⊆ ❩n.

5.2 Pseudolinear set images

In this section, the class of pseudo-linear sets is proved

stable by linear function images. A function f : ❩n → ❩n′

is said linear if there exists a matrixA ∈ ❩n×n′

and a vector

v ∈ ❩n′

such that f(x) = Ax + v for any x ∈ ❩n.

Proposition 5.5 Images X ′ = f(X) of pseudo-linear sets

X by a linear function f are pseudo-linear. Moreover the

linear set L′ = f(L) is a linearization of X ′ for any lin-

earization L of X .

5.3 Pseudolinear intersections

In this section we prove that linearizations L1, L2 of

two pseudo-linear sets X1, X2 with an empty intersection
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X1 ∩X2 = ∅ satisfy the strict inequality dim(L1 ∩ L2) <
dim(X1 ∪X2). Note that even if X1 ∩X2 = ∅, the inter-

section L1 ∩ L2 may be non empty since L1, L2 are over-

approximation of X1, X2.

x[1] = 2x[2]

x[1] = x[2]

Figure 7. Two pseudolinear sets with an
empty intersection.

Example 5.6 Let us consider the pseudo-linear set X

described in Example 5.1 and a linearization L =
{(1, 1), (1, 0)}∗ of X . These two sets are depicted in Fig-

ure 6. We also consider the linear set X ′ = (8, 2) +
{(1, 0), (3,−1)}∗. Sets X and X ′ are depicted together

in Figure 7. Note that L′ = X ′ is a linearization of the

linear set X ′. Observe that X ∩ X ′ = ∅ and L ∩ L′ 6= ∅.

The set L∩L′ is depicted in gray in Figure 7. Observe that

L ∩ L′ = {(8, 2), (11, 1), (14, 0)} + {(1, 0)}∗. Therefore

dim(L ∩ L′) = 1. Since dim(X) = dim(X ′) = 2 we have

dim(L ∩ L′) < dim(X ∪X ′).

We say that two linear sets L1, L2 have a non-degenerate

intersection if dim(L1) = dim(L1 ∩ L2) = dim(L2).

Lemma 5.7 Let L1 = b1 + M1 and L2 = b2 + M2 be

two linear sets with a non-degenerate intersection. There

exists finite sets R1 ⊆ I(M1) and R2 ⊆ I(M2) such that

(x1 +R∗
1) ∩ (x2 +R∗

2) 6= ∅ for any (x1,x2) ∈ L1 × L2.

Proposition 5.8 Let L1, L2 be linearizations of pseudo-

linear sets X1, X2 ⊆ ❩n with an empty intersection X1 ∩
X2 = ∅. We have:

dim(L1 ∩ L2) < dim(X1 ∪X2)

Proof : Let us consider linearizations L1, L2 of two pseudo-

linear setsX1, X2 such that dim(L1∩L2) ≥ dim(X1∪X2)
and let us prove that X1 ∩X2 6= ∅.

We first show that L1, L2 have a non-degenerate inter-

section. Lemma 5.4 shows that dim(X1) = dim(L1) and

dim(X2) = dim(L2). Observe that dim(X1 ∪ X2) ≥
dim(X1) sinceX1 ⊆ X1∪X2. From dim(X1) = dim(L1)
and dim(L1 ∩ L2) ≥ dim(X1 ∪ X2) we deduce that

dim(L1 ∩ L2) ≥ dim(L1). As L1 ∩ L2 ⊆ L1 we also

have dim(L1 ∩ L2) ≤ dim(L1). Therefore dim(L1 ∩
L2) = dim(L1). Symmetrically we deduce the equality

dim(L1 ∩ L2) = dim(L2).
As L1, L2 are two linear sets, there exists b1,b2 ∈ ❩n

and two finitely generated monoïds M1,M2 such that L1 =
b1 + M1 and L2 = b2 + M2. As the linear sets L1, L2

have a non-degenerate intersection, Lemma 5.7 shows that

there exist finite sets (R1, R2) ⊆ I(M1)×I(M2) such that

(x1+R∗
1)∩(x2+R∗

2) 6= ∅ for any (x1,x2) ∈ L1×L2. As

L1, L2 are linearizations of the pseudo-linear sets X1, X2

there exists (x1,x2) ∈ X1 ×X2 such that x1 + R∗
1 ⊆ X1

and x2 +R∗
2 ⊆ X2. From (X1, X2) ⊆ (L1, L2) we deduce

that (x1,x2) ∈ L1 × L2. In particular (x1 + R∗
1) ∩ (x2 +

R∗
2) 6= ∅. We have proved that X1 ∩X2 6= ∅. �

6 Parikh Images

Let V be a VAS and let s, s′ be two configurations. In

this section, we prove that Parikh images of L(s,V, s′) are

semi-pseudo-linear. In sub-section 6.1 we recall the clas-

sical Kosaraju-Lambert-Mayr-Sacerdote-Tenney (KLMST)

decomposition. This decomposition is used in the next sub-

section 6.2 to establish the semi-pseudo-linearity of Parikh

images of L(s,V, s′).

6.1 The KLMST decomposition

We recall the KLMST decomposition by following nota-

tions introduced by Lambert [7].

We first extend the set of integers ❩with an additional el-

ement ⊤. The addition function + : ❩×❩→ ❩ is extended

to the totally-defined function in (❩∪ {⊤})× (❩∪ {⊤} →
(❩ ∪ {⊤}) satisfying x1 + x2 = ⊤ if x1 = ⊤ or x2 = ⊤.

With slight abuse of notation we denote by ⊤ − x the ele-

ment ⊤ when x ∈ ❩.

In the sequel, the element ⊤ is either interpreted as a

“very large integer” or a “don’t care integer”. More for-

mally, we denote by ◆⊤ the set ◆ ∪ {⊤}. The total order

≤ over ◆ is extended over ◆⊤ by x1 ≤ x2 if and only if

x2 = ⊤ ∨ (x1, x2 ∈ ◆ ∧ x1 ≤ x2). The equality = over ◆

is also extended to a partial order ✂ over ◆⊤ by x1 ✂ x2 if

and only if x2 = ⊤ ∨ (x1, x2 ∈ ◆ ∧ x1 = x2). Intuitively

element ⊤ denotes a “very large integer” for the total order

≤ whereas it denotes a “don’t care integer” for the partial

order ✂.

We also extends the semantics of VAS. A vector in ◆n
⊤

is called an extended configuration of V . With slight abuse

of notation, the binary relation
a
−→V where a ∈ Σ is ex-

tended over the set of extended configurations by x
a
−→V x′

if and only if x′ = x + δ(a). Let k ≥ 1. Given a word

σ = a1 . . . ak of k elements ai ∈ Σ, we denote by
σ
−→V
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the concatenation
a1−→V · · ·

ak−→V . We also denote by
ǫ
−→V

the identity binary relation over the set of extended config-

urations. Given an extended configuration x we denote by

x
σ
−→V if there exists an extended configuration x′ such that

x
σ
−→V x′ and symmetrically for any extended configuration

x′ we denote by
σ
−→V x′ if there exists an extended config-

uration x such that x
σ
−→V x′.

Additional notations. A graph G is a tuple G =
(Q,Σ, T ) where Q is a non-empty finite set of state, Σ is

an alphabet, and T ⊆ Q × Σ × Q is a finite set of tran-

sitions. Given a state q ∈ Q we denote by < q, T >

the set of transitions T ∩ ({q} × Σ × Q). Symmetri-

cally, given a state q′ ∈ Q we denote by < T, q′ > the

set of transitions T ∩ (Q × Σ × {q′}). A path π is a

word π = t1 . . . tk of k ∈ ◆ transitions ti ∈ T such that

there exists q0, . . . , qk ∈ Q and a1, . . . , ak ∈ Σ such that

ti = (qj−1, aj , qj) for any 1 ≤ j ≤ k. In this case we say

that π is a path from q0 to qk labelled by σ = a1 . . . ak and

we denote π by q0
σ
−→G qk or simply q0

∗
−→G qk. When

the states q0 and qk are equal, the path π is called a cycle

on this state. In this following we simply denote by |π| the

sequence (|π|t)t∈T that counts the number of occurences of

transitions t ∈ T in π.

A graph vector G = (Q,Σ, T ) for V is a strongly con-

nected graph such that Q ⊆ ◆n
⊤ is a non-empty finite set of

extended configurations, and T ⊆ Q×Σ×Q is a finite set

of transitions (q, a, q′) such that q
a
−→V q′. Note that q, q′

are two extended configurations in the previous relation.

A marked graph vector M = (m,x, G,x′,m′) for V
is a tuple such that G = (Q,Σ, T ) is a graph vector for V ,

such that x,x′ are two states in Q satisfying x = x′ (we

use both notations x and x′ for the same element in order

to keep results symmetrical), and such that m,m′ are two

extended configurations satisfying m✂x, m′✂x′ and both

the following symmetrical conditions (i) and (i’):

(i) there exists a cycle θ = (x
w
−→G x) such that m

w
−→V

and such that m + δ(w) ≥ m and δ(w)[i] > 0 if

m[i] ∈ ◆ and x[i] = ⊤, and

(i’) there exists a cycle θ′ = (x′ w′

−→G x′) such that
w′

−→V

m′ and such that m′−δ(w′) ≥ m′ and −δ(w′)[i] > 0
if m′[i] ∈ ◆ and x′[i] = ⊤.

A marked graph vector sequences (MGVS) U for

(s,V, s′) is a sequence U = M0a1M1 . . . akMk that al-

ternates elements aj ∈ Σ and marked graph vectors Mj =
(mj,xj, Gj ,x

′
j,m

′
j) such that m0 = s and m′

k = s′.

In the sequel we denote by θj = (xj

wj

−−→Gj
xj) and

θ′j = (x′
j

w′

j

−−→Gj
x′
j) cycles satisfying conditions (i) and (i’)

for each marked graph vector Mj .

The language accepted by a MGVS U is the set L(U)
of words of the form σ = σ0a1σ1 . . . akσk such that there

exists a cycle πj = (xj

σj

−→Gj
x′
j) and such that there exist

sequences (sj, s
′
j)j of configurations pair such that sj ✂ mj

and s′j ✂ m′
j for any 0 ≤ j ≤ k and such that :

s0
σ0−→V s′0

a1−→V s1
σ1−→V s′1 . . . s

′
k−1

ak−→V sk
σk−→V s′k

Observe that L(U) ⊆ L(s,V, s′) since (s0, s
′
k) = (s, s′).

Now, we associate integers sequences to accepted words

and we show that they are solutions of a linear system.

We still use notations introduced in the previous paragraph.

We denote by (µj,t)t the sequence |πj |. The sequence

ξ = (sj, (µj,t)t, s
′
j)j indexed by 0 ≤ j ≤ k is said as-

sociated to σ. We observe that ξ is a non-negative inte-

gral solution of the linear system given in Figure 8 where

δ(t) denotes δ(a) for any transition t = (q, a, q′). This

linear system is called the characteristic system of U .The

homogeneous form of the characteristic system, obtained

by replacing constant terms by zero is called the homoge-

neous characteristic system of U . In the sequel, a solu-

tion of the homogeneous characteristic system is denoted

by ξ0 = (s0,j, (µ0,j,t)t, s0,j
′)j . The homogeneous charac-

teristic system of U is also given in Figure 8.
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:

for all 1 ≤ j ≤ k

s
′

j−1 + δ(aj) = sj

for all 0 ≤ j ≤ k

sj +
X

t∈Tj

µj,tδ(t) = s
′

j

for all 0 ≤ j ≤ k, 1 ≤ i ≤ n

sj[i] = mj[i] if mj[i] ∈ ◆

s
′

j[i] = m
′

j[i] if m
′

j[i] ∈ ◆

for all 0 ≤ j ≤ k, qj ∈ Qj
X

t∈<T,qj>

µj,t =

X

t∈<qj ,T>

µj,t
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:

for all 1 ≤ j ≤ k

s
′

0,j−1 = s0,j

for all 0 ≤ j ≤ k

s0,j +
X

t∈Tj

µ0,j,tδ(t) = s
′

0,j

for all 0 ≤ j ≤ k, 1 ≤ i ≤ n

s0,j[i] = 0 if mj[i] ∈ ◆

s
′

0,j[i] = 0 if m
′

j[i] ∈ ◆

for all 0 ≤ j ≤ k, qj ∈ Qj
X

t∈<T,qj>

µ0,j,t =

X

t∈<qj ,T>

µ0,j,t

Figure 8. On left the characteristic system. On
right the homogenous characteristic system.

Naturally there exists non-negative integral solutions ξ

of the characteristic system that are not associated to ac-

cepted words. In particular even if there exists non-negative

integral solutions of the characteristic linear system we can-

not conclude that L(U) 6= ∅. However, under the following

perfect condition [7], we can prove that L(U) 6= ∅.

A MGVS U is said perfect [7] (equivalent to the θ-

condition of [6]) if its characteristic system has an inte-
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gral solution and if there exists a non-negative rational solu-

tion (s0,j, (µ0,j,t)t, s0,j
′)j of its homogeneous characteris-

tic system satisfying the following additional strict inequal-

ities for any 0 ≤ j ≤ k and 1 ≤ i ≤ n:

• s0,j[i] > 0 if mj[i] = ⊤, and

• s′0,j[i] > 0 if m′
j[i] = ⊤, and

• µ0,j,t > 0 for any t ∈ Tj .

Let us recall without proof the fundamental decomposi-

tion theorem.

Theorem 6.1 (Fundamental Decomposition[7]) For any

tuple (s,V, s′), we can effectively compute a finite sequence

of perfect MGVS U1, . . . ,Ul for (s,V, s′) such that:

L(s,V, s′) = L(U1) ∪ . . . ∪ L(Ul)

In the remaining of this section, we assume that U is a

perfect MGVS. We show that there exists a non-negative

integral solution ξ of the characteristic system and a non-

negative integral solution ξ0 of the homogeneous charac-

teristic system that explains why L(U) 6= ∅. These two

solutions ξ and ξ0 are respectively defined in Lemma 6.2

and Lemma 6.3.

Lemma 6.2 There exist a sequence (πj)j of cycles πj =

(xj

σj

−→Gj
x′
j) and a sequence (sj, s

′
j)j of configurations

pairs such that ξ = (sj, |πj |,s
′
j)j is solution of the charac-

teristic system of U and such that sj
wj

−−→V and
w′

j

−−→V s′j for

any 0 ≤ j ≤ k.

Lemma 6.3 There exist a sequence (π0,j)j of cycles π0,j =

(xj

σ0,j

−−→Gj
x′
j) and a sequence (s0,j, s

′
0,j)j of configura-

tions pairs such that ξ0 = (s0,j, |θj | + |π0,j | + |θj′ |, s′0,j)j

is a solution of the homogeneous characteristic system, such

that s0,j + δ(wj) ≥ 0 and s′0,j − δ(w′
j) ≥ 0 for any

0 ≤ j ≤ k, and such that for any 1 ≤ i ≤ n and for

any 0 ≤ j ≤ k:

• s0,j[i] > 0 if and only if mj[i] = ⊤.

• s′0,j[i] > 0 if and only if m′
j[i] = ⊤.

• (s0,j + δ(wj))[i] > 0 if and only if xj[i] = ⊤.

• (s0,j
′ − δ(w′

j))[i] > 0 if and only if x′
j[i] = ⊤.

Let us fix notations satisfying both Lemma 6.2 and

Lemma 6.3. We now provide technical lemmas that prove

together that L(U) 6= ∅. These lemmas are also used in the

next sub-section 6.2.

Lemma 6.4 For any c ≥ 0 we have:

sj + cs0,j

wc
j

−−→V sj + c(s0,j + δ(wj))

s′j + c(s′0,j − δ(w′
j))

(w′

j)
c

−−−→V s′j + cs′0,j

Lemma 6.5 There exists c0 ≥ 0 such that for any c ≥ c0:

sj + c(s0,j + δ(wj))
σc
0,j

−−→V sj + c(s′0,j − δ(w′
j))

Lemma 6.6 There exists c′ ≥ 0 such that for any c ≥ c′:

sj + c(s′0,j − δ(w′
j))

σj

−→V s′j + c(s′0,j − δ(w′
j))

Now, let us consider an integer c ≥ 0 satisfying c ≥
c0 and c ≥ c′ where c0 and c′ are respectively defined by

Lemma 6.5 and Lemma 6.6. Note that we have proved the

following relation:

sj + cs0,j

wc
jσc

0,jσj(w
′

j)
c

−−−−−−−−−→V s′j + cs′0,j

Therefore there exists a word in L(U) associated to ξ+cξ0.

In particular we have proved that L(U) 6= ∅.

6.2 Parikh images of perfect MGVS

Parikh images of L(U) are proved pseudo-linear for any

perfect MGVS U for (s,V, s′). From Theorem 6.1 we

deduce that Parikh images of L(s,V, s′) are semi-pseudo-

linear.

Let us consider a perfect MGVS U for (s,V, s′):

(m0,x0, G0,x
′
0,m

′
0), a1, . . . , ak, (mk,xk, Gk,x

′
k,m

′
k)

We denote by H the non-negative integral solutions of the

characteristic system of U and we denote by H ′ the subset

of H corresponding to sequences ξ associated to words in

L(U). Observe that Parikh images of L(U) are images by

linear functions of H ′. From Proposition 5.5 it is sufficient

to prove thatH ′ is pseudo-linear. We are going to prove that

the set H0 of non-negative integral solutions of the homo-

geneous characteristic system is a linearizator for H ′. First

of all observe that H0 is a monoïd finitely generated since

H0 = P ∗
0 where P0 = min(H0\{0}).

Let us consider ξ ∈ H and ξ0 ∈ H0 satisfying the fol-

lowing Lemma 6.7. Observe that H ′ ⊆ H implies that H ′

is included in the linear set ξ − ξ0 +H0.

Lemma 6.7 There exists ξ ∈ H and ξ0 ∈ H0 such that

ξ0 +H ⊆ ξ +H0.
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Now, let us consider a set R0 = {ξ1, . . . , ξd} included

in the interior of H0. We are going to prove that there ex-

ists ξ′ ∈ H ′ such that ξ′ + R∗
0 ⊆ H ′. We first prove the

following lemma.

Lemma 6.8 For any ξi = (si,j, (µi,j,t)t, s
′
i,j)j interior vec-

tor of H0 there exists a cycle πi,j = (xj

σi,j

−−→Gj
x′
j) such

that (µi,j,t)t = |πi,j | for any 0 ≤ j ≤ k.

Now, let us fix notations satisfying both Lemma 6.2 and

Lemma 6.3.

Lemma 6.9 There exists ci ≥ 0 such that for any 0 ≤ j ≤
k and c ≥ ci:

sj + c(s0,j + δ(wj)) + si,j
σi,j

−−→V

sj + c(s0,j + δ(wj)) + s′i,j

Now, let us consider an integer c ≥ 0 such that c ≥ c0,

c ≥ c′ and c ≥ ci for any 1 ≤ i ≤ d where c0, c
′, ci are

respectively defined in Lemma 6.5, Lemma 6.6 and Lemma

6.9. From these lemmas and Lemma 6.4 we deduce that

for any sequence n1, . . . , nd ∈ ◆ we have the following

relation:

sj + cs0,j +

d
∑

i=1

nisi,j

wc
jσ

n1

1,j
...σ

nd
d,j

σc
0,jσj(w

′

j)
c

−−−−−−−−−−−−−−−−→V

s′j + cs′0,j +
d

∑

i=1

nis
′
i,j

We have proved that there exists a word in L(U) associated

with ξ + cξ0 +
∑d

i=1 niξi. Let ξ′ = ξ + cξ0. We deduce

that ξ′ + R∗
0 ⊆ H ′. Thus H ′ is pseudo-linear and H0 is a

linearizator for H ′. That means Parikh images of L(U) are

pseudo-linear for any perfect MGVS U for (s,V, s′). From

Theorem 6.1, we get the following Theorem 6.10.

Theorem 6.10 Parikh images of L(s,V, s′) are semi-

pseudo-linear.

7 Easy Algorithm With Separators

In this section, we prove that if a final configuration is not

reachable from an initial one, there exists a Presburger in-

ductive invariant proving this property. Since we can decide

with any decision procedure for the Presburger arithmetic if

formulas denote inductive invariants, we deduce that there

exist checkable certificates of non-reachability. We deduce

a simple algorithm for deciding the general VAS reacha-

bility problem based on two semi-algorithms. A first one

that tries to prove the reachability by non-deterministically

selecting finite sequences of actions and a second one that

tries to prove the non-reachability by non-deterministically

selecting Presburger formulas.

The reachability problem can be reformulated by intro-

ducing the definition of separators. A pair (S, S′) of config-

uration sets is called a separator for V if (S×S′)∩
∗
−→V= ∅.

Naturally, a pair (s, s′) is in the complement of the reach-

ability relation
∗
−→V if and only if the pair ({s}, {s′}) is a

separator.

Let us introduce the inductive separators. We first define

the following sets for any pair (S, S′) of configurations sets

and for any action a ∈ Σ:

posta
V(S) = {s′ ∈ ◆n | ∃s ∈ S s

a
−→V s′}

prea
V(S′) = {s ∈ ◆n | ∃s′ ∈ S′ s

a
−→V s′}

A set I ⊆ ◆n is called a forward invariant if posta
V(I) ⊆ I

for any a ∈ Σ. A set I ′ ⊆ ◆n is called a backward in-

variant if prea
V(I ′) ⊆ I ′ for any a ∈ Σ. Observe that a

pair (I, I ′) of configurations sets such that I ∩ I ′ = ∅, I

is a forward invariant and I ′ is a backward invariant is a

separator. Such a separator (I, I ′) is said inductive. As

(post∗V(S),pre∗V(S′)) is an inductive separator for any sep-

arator (S, S′), we deduce that separators are included into

inductive separators.

We are interested in inductive separators definable in the

Presburger arithmetic FO (◆,+,≤). Let us consider a pair

(ψ(x), ψ′(x)) of Presburger formulas denoting a pair (I, I ′)
of configurations sets. Note that (I, I ′) is an inductive sepa-

rator if and only if ψ(x)∧ψ′(x) and the following formulas

are unsatisfiable for any a ∈ Σ.

ψ(x) ∧ x′ = x + δ(a) ∧ ¬ψ(x′)
ψ′(x′) ∧ x′ = x + δ(a) ∧ ¬ψ′(x)

In particular we can effectively decide if (ψ(x), ψ′(x))
denotes an inductive separator. That means pairs

(ψ(x), ψ(x′)) of Presburger formulas denoting induc-

tive separators provide checkable certificates of non-

reachability for any pair (s, s′) of configurations satisfying

(ψ(x), ψ(x′)).

In the following we prove that Presburger separators

are included in Presburger inductive separators. We de-

duce that the following algorithm Reachability(s,V ,s′) de-

cides the reachability problem. The termination is guar-

anteed by the previous result. Note [5] that in general

(post∗V(S),pre∗V(S′)) is not Presburger (see also Exam-

ple 2.2). That means, this inductive separator must be
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over-approximated by another inductive separator. Intu-

itively, the approximation is obtained by observing that

for any Presburger sets S, S′ of configurations, the sets

post∗V(S) ∩ S′ and S ∩ pre∗V(S′) are semi-pseudo-linear.

This property is proved in section 7.1. In the next section

7.2, we provide an induction to compute Presburger induc-

tive separators.

1 Reachability( s , V , s′ )

2 repeat forever

3 non deterministically select σ ∈ Σ∗

4 if s
σ
−→V s′

5 return ‘‘reachable’’

6 non deterministically select (ψ(x), ψ′(x))
7 formulas in FO (◆,+,≤)
8 if (ψ(x), ψ′(x))
9 inductive separator for ({s}, {s′})

10 return ‘‘unreachable’’

7.1 Reachability sets

We prove that post∗V(S)∩S′ and S∩pre∗V(S′) are semi-

pseudo-linear for any semi-linear sets S, S′ ⊆ ◆n.

Since semi-linear sets are finite unions of linear sets we

only prove this result for the special case of two linear sets

S = s + P ∗ and S′ = s′ + (P ′)∗ where s, s′ ∈ ◆n and

where P, P ′ are two sets of periods of ◆n. We consider two

alphabets ΣP ,ΣP ′ disjoint of Σ and a displacement func-

tion δ̄ defined over Σ̄ = ΣP ∪ Σ ∪ ΣP ′ that extends δ such

that:

P = {δ̄(a) | a ∈ ΣP } P ′ = {−δ̄(a) | a ∈ ΣP ′}

We consider the VAS V̄ = (Σ̄, n, δ̄). Intuitively, since

δ̄(ΣP ) ⊆ ◆n and δ̄(ΣP ′) ⊆ −◆n, words in L(s, V̄, s′)
can be reordered into words in (Σ∗

P Σ∗Σ∗
P ′) ∩ L(s, V̄, s′).

Let us consider the displacement functions f and f ′ de-

fined over Σ̄ by:

f(a) =

{

δ̄(a) if a ∈ ΣP

0 otherwise

f ′(a) =

{

−δ̄(a) if a ∈ ΣP ′

0 otherwise

Lemma 7.1 We have post∗V(S)∩S′ = s′ + f ′(L(s, V̄, s′))
and S ∩ pre∗V(S′) = s + f(L(s, V̄, s′)).

Observe that sets s′ + f ′(L(s, V̄, s′)) and s +
f(L(s, V̄, s′)) are images by linear functions of Parikh im-

ages of L(s, V̄, s′). Theorem 6.10 shows that Parikh images

of L(s, V̄, s′) are semi-pseudo-linear. From Proposition 5.5

we deduce the following theorem:

Theorem 7.2 For any semi-linear sets S, S′ ⊆ ◆n, the sets

post∗V(S) ∩ S′ and S ∩ pre∗V(S′) are semi-pseudo-linear.

7.2 Induction with domains

Given a pair (S, S′) ⊆ (◆n,◆n) of disjoint sets, the set

D = ◆n\(S∪S′) is called the domain of (S, S′). Note that

there exists inductive separators with non-empty domains.

However, a separator with an empty domain is necessary

inductive.

A Presburger inductive separator that over-approximate

a Presburger separator (S0, S
′
0) is obtain inductively. We

build a non-decreasing sequence (Sj , S
′
j)j≥0 of Presburger

separators starting from the initial Presburger separator

(S0, S
′
0) such that the dimension of the domain Dj =

◆n\(Sj ∪ S′
j) is strictly decreasing. In order to obtain

this sequence, observe that it is sufficient to show that for

any Presburger separator (S0, S
′
0) with a non-empty domain

D0, there exists a Presburger separator (S, S′) ⊇ (S0, S
′
0)

with a domain D such that dim(D) < dim(D0).

Remark 7.3 (S, S′) ⊆ (◆n,◆n) is a separator if and only

if post∗V(S)∩pre∗V(S′) = ∅ if and only if post∗V(S)∩S′ = ∅
if and only if S ∩ pre∗V(S′) = ∅.

We first define a set S′ that over-approximates S′
0 and

such that (S0, S
′) is a separator. As S0 and D0 are Pres-

burger sets, Theorem 7.2 shows that post∗V(S0) ∩ D0 is

equal to a finite union of pseudo-linear setsX1, . . . , Xk. Let

us consider some linearizationsL1, . . . , Lk of these pseudo-

linear sets and let us define the following Presburger set S′.

S′ = S′
0 ∪ (D0\(

k
⋃

j=1

Lj))

We observe that post∗V(S0) ∩ S′ = ∅ since post∗V(S0) ∩

S′
0 = ∅ and post∗V(S0) ∩D0 ⊆

⋃k

j=1 Lj . We have proved

that S′ contains S′
0 and (S0, S

′) is a separator.

Now we define symmetrically a set S that over-

approximates S0 and such that (S, S′) is a separator. As

D0 and S′ are Presburger sets, Theorem 7.2 shows that

D0 ∩ pre∗V(S′) is equal to a finite union of pseudo-linear

sets X ′
1, . . . , X

′
k′ . Let us consider some linearizations

L′
1, . . . , L

′
k′ of these pseudo-linear sets and let us define the

following Presburger set S.

S = S0 ∪ (D0\(
k′

⋃

j′=1

L′
j′))

Once again, note that S ∩ pre∗V(S′) = ∅. Thus S contains

S0 and (S, S′) is a separator.
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Let D be the domain of the separator (S, S′). From

D0 = ◆n\(S0 ∪ S
′
0), we get the following equality.

D = D0 ∩









⋃

1≤j≤k
1≤j′≤k′

(Lj ∩ L
′
j′)









From Xj , X
′
j′ ⊆ D0 we get dim(Xj ∪ X ′

j′) ≤ dim(D0).
As Xj ⊆ post∗V(S0) ⊆ post∗V(S) and X ′

j′ ⊆ pre∗V(S′) and

(S, S′) is a separator, we deduce that Xj and X ′
j′ are two

pseudo-linear sets with an empty intersection. Proposition

5.8 provides dim(Lj ∩L
′
j′) < dim(Xj ∪X

′
j′). We deduce

dim(D) < dim(D0).

Since the dimension of non-empty Presburger sets are

non-negative integers (see Proposition 4.2), we have proved

the following theorem.

Theorem 7.4 Presburger separators are included in Pres-

burger inductive separators.

8 Conclusion

Thanks to the classical KLMST decomposition we have

proved that Parikh Images of languages accepted by VASs

are semi-pseudo-linear.

As application, we have proved the termination of a

simple algorithm for deciding the reachability problem for

VAS. Even tough the proof of termination is based on the

classical KLMST decomposition, the complexity of the al-

gorithm does not depend on this decomposition. In fact,

the complexity depends on the size of the minimal pair of

Presburger formulas denoting an inductive separator when

({s}, {s′}) is separable and the size of a minimal σ ∈ Σ∗

such that s
σ
−→V s′ otherwise. This algorithm is the very first

one that does not require the KLMST decomposition for its

implementation.

We left as an open question the problem of computing

a lower bound and a upper bound of the size of a pair of

Presburger formulas denoting an inductive separator. Note

that the VAS exhibiting a large (Ackermann size) but fi-

nite reachability set given in [4] does not directly provide

a lower-bound for this size since inductive separators can

over-approximate reachability sets.

We also left as an open question the problem of adapting

Counter Example Guided Abstract Refinement approaches

[1] to obtain an algorithm for the VAS reachability problem

with termination guaranty. In practice, such an algorithm

should be more efficient than the enumeration-based algo-

rithm provided in this paper.
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A Proof of Proposition 4.2

Proposition 4.2 We have dim(M) = rank(V ) where V is

the vector space generated by a monoïd M .

Proof : Since M ⊆ ❩n ∩ V it is sufficient to prove that

dim(M) ≥ rank(V ) and dim(❩n ∩ V ) ≤ rank(V ). Let

us denote by ||x||∞ = max{|x[1]|, . . . , |x[k]|} the usual

∞-norm of a vector x ∈ ◗n. As M generates the vector

space V , there exists a sequence m1, . . . ,md ∈ M with

d = rank(V ) that generates V . Since the case d = 0 is

immediate we assume that d ≥ 1. We denote by f : ◗d →

V the rational linear function f(x) =
∑d

i=1 x[i]mi.

Let us first prove that dim(M) ≥ d. By minimality of

d = rank(V ) note that f is injective. In particular the car-

dinal of f({0, . . . , k}d) is equal to (1 + k)d. Observe that a

vector m in this set satisfies ||m||∞ ≤ k
∑d

i=1 ||mi||∞ and

m ∈M . We deduce that dim(M) ≥ d.

Now, let us prove that dim(❩n ∩ V ) ≤ d. Since for any

matrix, the rank of vector space generated by the column

vectors is equal to the rank of the vector space generated

by the line vectors, there exists a sequence 1 ≤ j1 < · · · <
jd ≤ n such that the linear function g : ◗n → ◗d defined by

g(x) = (x[j1], . . . ,x[jd]) satisfies h = g ◦ f is a bijective

linear function. In particular we deduce that for any v ∈
❩n ∩ V ∩ {−k, . . . , k}n there exists a vector x = g(v) ∈
{−k, . . . , k}d such that v = f ◦ h−1(x). Therefore |❩n ∩
V ∩{−k, . . . , k}n| ≤ (1 + 2k)d for any k ∈ ◆. We deduce

that dim(❩n ∩ V ) ≤ d. �

B Proof of Lemma 4.4

Lemma 4.4 Let P = {p1, . . . ,pk} be a set of periods with

k ∈ ◆. We have I(P ∗) = {0} if k = 0 and I(P ∗) =
P ∗ ∩ ((◗+\{0})p1 + · · · + (◗+\{0})pk) if k ≥ 1.

Proof : Since the case k = 0 is immediate, we as-

sume that k ≥ 1. Let us first consider an interior vector

a ∈ I(P ∗). As
∑k

j=1 pj ∈ P ∗ and a ∈ I(P ∗), there

exists N ≥ 1 such that Na ∈ (
∑k

j=1 pj) + P ∗. Let

p ∈ P ∗ such that Na =
∑k

j=1 pj + p. As p ∈ P ∗,

there exists a sequence (Nj)1≤j≤k of elements in ◆ such

that p =
∑k

j=1Njpj. Combining this equality with the

previous one provides a =
∑k

j=1
1+Nj

N
pj. Thus a ∈

(◗+\{0})p1 + · · ·+ (◗+\{0})pk. Conversely, let us con-

sider a ∈ P ∗ ∩ ((◗+\{0})p1 + · · · + (◗+\{0})pk). Ob-

serve that there exists an integer d ≥ 1 large enough such

that da ∈ (◆\{0})p1 + · · ·+ (◆\{0})pk. In particular for

any x ∈ P ∗ there exists N ≥ 1 such that Nda ∈ x + P ∗.

�

C Proof of Lemma 5.4

Lemma 5.4 We have dim(X) = dim(L) for any lineariza-

tion L of a pseudo-linear set X ⊆ ❩n.

Proof : There exists b ∈ ❩n and a linearizator M for X

such that L = b + M . From X ⊆ L we deduce that

dim(X) ≤ dim(L). Let us prove the converse. Let us

consider an interior vector a ∈ I(M). Since M is finitely

generated, there exists a set of periods P such thatM = P ∗.

Observe that R = {a} ∪ (a + P ) is a finite subset of

I(M). As X is pseudo-linear, there exists x ∈ X such

that x + R∗ ⊆ X . Note that the vector space generated by

R is equal to the vector space generated by P . Thus, from

Proposition 4.2 we deduce that dim(R∗) = dim(P ∗). As

dim(x+R∗) = dim(R∗) and dim(b+P ∗) = dim(P ∗) we

deduce that dim(x + R∗) = dim(L). Since x + R∗ ⊆ X

we deduce that dim(L) ≤ dim(X). �

D Proof of Proposition 5.5

Proposition 5.5 Images X ′ = f(X) of pseudo-linear sets

X by a linear function f are pseudo-linear. Moreover the

linear set L′ = f(L) is a linearization of X ′ for any lin-

earization L of X .

Proof : Let us consider a linear function f : ❩n → ❩n′

defined by a matrix A ∈ ❩n×n′

and a vector v ∈ ❩n′

. Let

us consider a pseudo-linear set X ⊆ ❩n. As X is pseudo-

linear, there exists a linearizator M of X and a vector b ∈
❩n such that X ⊆ b +M . As M is finitely generated there

exists a set of periods P such that M = P ∗. We are going

to prove that L′ = f(L) is a linearization of X ′ = f(X).
Let us consider b′ = f(b) and P ′ = {Ap | p ∈ P}
and observe that L′ = b′ + (P ′)∗. In particular L′ is a

linear set. Since X ⊆ L we deduce that X ′ ⊆ L′. Let us

consider a set R′ = {r′1, . . . , rd
′} included in the interior

of (P ′)∗. As r′i ∈ (P ′)∗ there exists pi ∈ P ∗ such that

r′i = Api. Lemma 4.4 shows that r′i is a sum of vectors

of the form λi,pAp over all p ∈ P where λi,p > 0 is a

rational value. There exists an integer ni ≥ 1 large enough

such that niλi,p ∈ ◆\{0} for any p ∈ P . We deduce that

ri =
∑

p∈P niλi,pp is a vector in P ∗. Moreover, form

Lemma 4.4 we deduce that ri is in the interior of P ∗. Let

us consider the set R of vectors ri + kipi where ki is an

integer such that 0 ≤ ki < ni. As ri is in the interior of

P ∗ and pi ∈ P ∗ we deduce that ri + kipi is also in the

interior of P ∗. We have proved that R ⊆ I(P ∗). As L is a

linearization of X , there exists x ∈ X such that x + R∗ ⊆
X . We deduce that f(x)+AR∗ ⊆ X ′. Let us consider x′ =

f(x) +A(
∑d

i=1 ri) and let us prove that x′ + (R′)∗ ⊆ X ′.

Consider r′ ∈ (R′)∗. There exists a sequence (µ′
i)1≤i≤d

of integers in ◆ such that r′ =
∑d

i=1 µ
′
ir

′
i. The Euclid

11



division of µ′
i by ni shows that µ′

i = ki + niµi where µi ∈
◆ and 0 ≤ ki < ni. From nir

′
i = Ari we deduce that

x′+r′ = f(x)+A(
∑d

i=1(ri+kipi)+
∑d

i=1 µiri). Observe

that ri + kipi and ri are both in R. We have proved that

x′ + r′ ∈ f(x) + AR∗. Since f(x) + AR∗ = f(x + R∗)
and x +R∗ ⊆ X we deduce that f(x) +AR∗ ⊆ X ′. Thus

x′ + (R′)∗ ⊆ X ′. We have proved that L′ is a linearization

of X ′. �

E Proof of Lemma 5.7

A sub-group of (❩n,+) is simply called a group in the

sequel. Note that G = X∗ −X∗ is the group generated by

X ⊆ ❩n. Now, let us consider the group G = M − M

generated by a monoïd M and a ∈ ❩n. Observe that a ∈
I(M) if and only if for any g ∈ G there exists an integer

N ≥ 1 such that g +Na ∈M .

Lemma E.1 For any vector v ∈ V where V is the vector

space generated by a group G, there exists an integer d ≥ 1
such that dv ∈ G.

Proof : A vector v ∈ V can be decomposed into a sum

v =
∑k

i=1 λigi with k ∈ ◆, λi ∈ ◗ and gi ∈ G. Let us

consider an integer d ≥ 1 such that dλi ∈ ❩ and observe

that dv ∈ G. �

Lemma E.2 ([3]) For any set of periods P1, P2 there exists

a set of periods P such that P ∗
1 ∩ P ∗

2 = P ∗. Moreover, for

any b1,b2 ∈ ❩n, there exists a finite set B ⊆ ❩n such that

(b1 + P ∗
1 ) ∩ (b2 + P ∗

2 ) = B + (P ∗
1 ∩ P ∗

2 ).

Proof : Let us consider an enumeration pi,1, . . . ,pi,ki
of

the ki ≥ 0 vectors in Pi where i ∈ {1, 2}. If k1 = 0 or

if k2 = 0 then P ∗
1 = {0} or P ∗

2 = {0} and the lemma is

immediate. Thus, we can assume that k1, k2 ≥ 1.

Let us consider the set X of vectors (λ1, λ2) ∈

◆k1 × ◆k2 such that b1 +
∑k1

j=1 λ1[j]p1,j = b2 +
∑k2

j=1 λ2[j]p2,j. Let us also consider the set X0 of vec-

tors (λ1, λ2) ∈ ◆k1 × ◆k2 such that
∑k1

j=1 λ1[j]p1,j =
∑k2

j=1 λ2[j]p2,j. Observe that X = Z +X0 where Z is the

finite set Z = min(X) and X0 = Z∗
0 where Z0 is the finite

set Z0 = min(X0\{0}).

Let us denote by B the finite set of vectors b ∈ ❩n

such that there exists (λ1, λ2) ∈ Z satisfying b1 +
∑k1

j=1 λ1[j]p1,j = b = b2 +
∑k2

j=1 λ2[j]p2,j. Let us also

denote by P the finite set of vectors p ∈ ❩n such that there

exists (λ1, λ2) ∈ Z0 satisfying
∑k1

j=1 λ1[j]p1,j = p =
∑k2

j=1 λ2[j]p2,j. Remark that (b1 + P ∗
1 ) ∩ (b2 + P ∗

2 ) =
B + P ∗ and P ∗

1 ∩ P ∗
2 = P ∗. �

Lemma 5.7 Let L1 = b1 + M1 and L2 = b2 + M2 be

two linear sets with a non-degenerated intersection. There

exists finite sets R1 ⊆ I(M1) and R2 ⊆ I(M2) such that

(x1 +R∗
1)∩ (x2 +R∗

2) 6= ∅ for any (x1,x2) ∈ L1 ×L2.

Proof : As M1,M2 are finitely generated, there exists some

sets of periods P1, P2 such that M1 = P ∗
1 and M2 = P ∗

2 .

From Lemma E.2 there exists a set of periods P and a finite

setB ⊆ ❩n such that P ∗
1 ∩P

∗
2 = P ∗ andL1∩L2 = B+P ∗.

Note that L1 ∩ L2 = ∅ is not possible since in this case

dim(L1 ∩ L2) = −∞. Thus there exists a vector b ∈ B.

Let us denote by V1, V, V2 the vector spaces generated re-

spectively by P1, P, P2 and let us prove that V1 = V = V2.

Proposition 4.2 shows that dim(L1) = V1, dim(L1∩L2) =
rank(V ) and dim(L2) = rank(V2). From dim(L1∩L2) =
dim(L1) we deduce that rank(V ) = rank(V1). Moreover

as P ∗ ⊆ P ∗
1 we deduce that V ⊆ V1. The inclusion V ⊆ V1

and the relation rank(V ) = rank(V1) prove together that

V = V1. Symmetrically we deduce that V = V2.

We denote by G1, G,G2 the groups generated respec-

tively by P1, P, P2. Note that the vector spaces generated

by G1, G,G2 are equal to V1, V, V2.

Let a be an interior vector of P ∗ and let us prove that

a ∈ I(P ∗
1 ) ∩ I(P ∗

2 ). Let j ∈ {1, 2}. Note that a ∈ P ∗ ⊆
P ∗

j . Let p ∈ I(P ∗
j ). Since −p ∈ V and V is the vector

space generated by G, Lemma E.1 shows that there exists

an integer d ≥ 1 such that −dp ∈ G. From a ∈ I(P ∗) we

deduce that there exists N ≥ 1 such that −dp +Na ∈ P ∗.

From P ∗ ⊆ P ∗
j we deduce that a ∈ 1

N
(dp + P ∗

j ). From

p ∈ I(P ∗
j ) and Lemma 4.4 we get a ∈ I(P ∗

j ).

We define R1 and R2 by Rj = {a} ∪ (a + Pj) for j ∈
{1, 2}. From a ∈ I(P ∗

j ), Lemma 4.4 shows that Rj ⊆
I(P ∗

j ). Let us consider x1 ∈ L1 and x2 ∈ L2 and let us

prove that (x1 +R∗
1) ∩ (x2 +R∗

2) 6= ∅.

From b,xj ∈ bj + P ∗
j we deduce that xj − b ∈ Gj .

As the group generated by Rj is equal to Gj , there exists

rj, r
′
j ∈ R∗

j such that xj + rj = b + r′j.

As V is the vector space generated byG1 and r′2 ∈ R∗
2 ⊆

V2 = V , Lemma E.1 shows that there exists an integer d1 ≥
1 such that d1r

′
2 ∈ G1. As a ∈ I(P ∗

1 ), there exists an

integer N1 ≥ 1 such that d1r
′
2 + N1a ∈ P ∗

1 . As P ∗
1 ⊆

R∗
1 − ◆a, we deduce that there exists an integer N ′

1 ≥ 0
such that d1r

′
2 + (N1 +N ′

1)a ∈ R∗
1. We denote by r′′1 this

vector. Symmetrically, there exist some integers d2 ≥ 1,

N2 ≥ 1 andN ′
2 ≥ 0 such that the vector d2r

′
1+(N2+N ′

2)a
denoted by r′′2 is in R∗

2. We get:

x1 + r1 + (d2 − 1)r′1 + r′′1 + (N2 +N ′
2)a

= b + d2r
′
1 + d1r

′
2 + (N1 +N ′

1 +N2 +N ′
2)a

x2 + r2 + (d1 − 1)r′2 + r′′2 + (N1 +N ′
1)a

= b + d1r
′
2 + d2r

′
1 + (N2 +N ′

2 +N1 +N ′
1)a
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We have proved that these vectors are equal. Therefore

(x1 +R∗
1) ∩ (x2 +R∗

2) 6= ∅. �

F Proofs of Section 6

The following lemma is used in the sequel.

Lemma F.1 (Euler Cycles) Let G = (Q,Σ, T ) be a

strongly connected graph. For any sequence (µt)t∈T of in-

tegers µt > 0 satisfying the following equality for any state

q0 ∈ Q, there exists a cycle π such that |π|t = µt for any

transition t ∈ T :

∑

t=(q,a,q0)∈T

µt =
∑

t′=(q0,a,q′)∈T

µt′

Given a sequence (xi)i≥0 in ◆⊤, we denote by x =
limi→+∞ xi the element x = ⊤ if for any r ∈ ◆ there

exists i0 ≥ 0 such that xi ≥ r for any i ≥ i0 and the el-

ement x ∈ ◆ if there exists i0 ≥ 0 such that xi = x for

any i ≥ i0. When x = limi→+∞ xi exists we say that

(xi)i≥0 converges toward x. Even if the proof of the fol-

lowing lemma is immediate by induction over the length of

σ, it is central in the KLMST decomposition. In fact a path

x
σ
−→G x′ implies the relation x

σ
−→V x′.

Lemma F.2 (Graph vector paths) For any x
σ
−→V x′, for

any sequences (xc)c∈◆ and (x′
c)c∈◆ of extended configu-

rations that converge toward x = limc→+∞ xc and x′ =

limc→+∞ x′
c, there exists c0 ∈ ◆ such that xc

σ
−→V and

σ
−→V x′

c for any c ≥ c0.

Lemma 6.2 There exist a sequence (πj)j of cycles πj =

(xj

σj

−→Gj
x′
j) and a sequence (sj, s

′
j)j of configurations

pairs such that ξ = (sj, |πj |,s
′
j)j is solution of the charac-

teristic system of U and such that sj
wj

−−→V and
w′

j

−−→V s′j for

any 0 ≤ j ≤ k.

Proof : The definition of perfect MGVS requires that

there exists an integral solution ξ = (sj, (µj,t)t, s
′
j)j of

its characteristic system. This solution may be nega-

tive. However, there exists a non-negative rational solution

ξ0 = (s0,j, (µ0,j,t)t, s
′
0,j)j of the homogeneous character-

istic system satisfying the perfect MGVS condition. Natu-

rally, by replacing ξ0 by a sequence in (◆\{0})ξ0 we can

assume that ξ0 is a non-negative integral solution also sat-

isfying the perfect MGVS condition. Now, just observe

that there exists an integer c0 ≥ 0 large enough such that

ξ+ c0ξ0 is a non-negative integral solution of the character-

istic system satisfying µj,t+c0µ0,j,t > 0 for any t ∈ Tj and

for any 0 ≤ j ≤ k. Moreover, as limc→+∞(sj + cs0,j) =

mj and limc→+∞(s′j + cs′0,j) = m′
j, the relations mj

σj

−→V

and
σj

−→V m′
j and Lemma F.2 shows that there exists an in-

teger c ≥ c0 large enough such that (sj + cs0,j)
wj

−−→V and
w′

j

−−→V (s′j + cs′0,j).

By replacing ξ by ξ + c0ξ0, we can assume that c0 = 0.

As µj,t > 0 for any t ∈ Tj and Gj is strongly connected,

Lemma F.1 shows that there exists a cycle πj = (xj

σj

−→Gj

x′
j) such that µj,t = |πj |t for any t ∈ Tj . �

Lemma 6.3 There exist a sequence (π0,j)j of cycles π0,j =

(xj

σ0,j

−−→Gj
x′
j) and a sequence (s0,j, s

′
0,j)j of configura-

tions pairs such that ξ0 = (s0,j, |θj | + |π0,j | + |θj′ |, s′0,j)j

is a solution of the homogeneous characteristic system, such

that s0,j + δ(wj) ≥ 0 and s′0,j − δ(w′
j) ≥ 0 for any

0 ≤ j ≤ k, and such that for any 1 ≤ i ≤ n and for

any 0 ≤ j ≤ k:

• s0,j[i] > 0 if and only if mj[i] = ⊤.

• s′0,j[i] > 0 if and only if m′
j[i] = ⊤.

• (s0,j + δ(wj))[i] > 0 if and only if xj[i] = ⊤.

• (s0,j
′ − δ(w′

j))[i] > 0 if and only if x′
j[i] = ⊤.

Proof : Let ξ0 = (s0,j, (µ0,j,t)t, s
′
0,j)j be a non-negative

rational solution of the homogeneous characteristic system

satisfying the perfect MGVS condition. By replacing ξ0 by

(◆\{0})ξ0 we can assume that ξ0 is a non-negative integral

solution satisfying the perfect condition. We are going to

prove that there exists an integer c ∈ ◆ large enough such

that cξ0 satisfies the lemma.

First of all, observe that for any c ≥ 1 and for any 1 ≤
i ≤ n, we have:

• cs0,j ≥ 0 and cs0,j[i] > 0 if and only if mj[i] = ⊤.

• cs′0,j ≥ 0 and cs′0,j[i] > 0 if and only if m′
j[i] = ⊤.

Let us consider 1 ≤ i ≤ n and let us prove that there

exists an integer ci ≥ 0 such that for any c ≥ ci we have

(cs0,j+δ(wj))[i] ≥ 0 and (cs0,j+δ(wj))[i] > 0 if and only

if xj[i] = ⊤. Note that mj[i] ✂ xj[i] thus either mj[i] =
xj[i] ∈ ◆, or (mj[i],xj[i]) ∈ ◆× {⊤}, or mj[i] = xj[i] =
⊤. We separate the proof following these three cases. Let us

first consider the case mj[i] = xj[i] ∈ ◆. As mj[i] ∈ ◆ and

ξ0 is solution of the homogeneous characteristic system, we

get s0,j[i] = 0. Moreover the cycle θj = (xj

wj

−−→Gj
xj)

shows that xj + δ(wj) = xj. From xj[i] ∈ ◆ we deduce

that δ(wj)[i] = 0. In particular (cs0,j + δ(wj))[i] = 0 and

we have proved the case mj[i] = xj[i] ∈ ◆ by considering

ci = 0. Let us consider the second case (mj[i],xj[i]) ∈ ◆×
{⊤}. As in the previous case, since mj[i] ∈ ◆ we deduce

that s0,j[i] = 0. Note that the perfect condition shows that
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δ(wj)[i] > 0 in this case. In particular for any c ≥ 0 we

have (cs0,j + δ(wj))[i] > 0 and we have proved the case

(mj[i],xj[i]) ∈ ◆×{⊤} by considering ci = 0. Finally, let

us consider the case mj[i] = xj[i] = ⊤. As mj[i] = ⊤ we

deduce that s0,j[i] > 0 in particular there exists an integer

ci ≥ 0 large enough such that (cs0,j + δ(wj))[i] > 0 for

any c ≥ ci. We have proved the three cases.

Symmetrically, for any 1 ≤ i ≤ n, there exists an integer

c′i ≥ 0 such that for any c ≥ c′i we have (cs′0,j−δ(w
′
j))[i] ≥

0 and (cs′0,j − δ(wj))[i] > 0 if and only if x′
j[i] = ⊤.

Finally, as µ0,j,t > 0 for any t ∈ Tj and for any 0 ≤
j ≤ k, we deduce that there exists an integer c ≥ 0 large

enough such that cµ0,j,t > |θj |t + |θj′ |t for any t ∈ Tj for

any 0 ≤ j ≤ k. Naturally, we can also assume that c ≥ 1,

c ≥ ci and c ≥ c′i for any 1 ≤ i ≤ n. Let us replace ξ0 by

cξ0. As µj,t − |θj |t + |θj′ |t > 0 for any t ∈ Tj , Lemma F.1

shows that there exists a cycle π0,j = (xj

σ0,j

−−→Gj
x′
j) such

that |π0,j |t = µ0,j,t − (|θj |t + |θj′ |t) for any t ∈ Tj . �

Lemma 6.4 For any c ≥ 0 we have:

sj + cs0,j

wc
j

−−→V sj + c(s0,j + δ(wj))

s′j + c(s′0,j − δ(w′
j))

(w′

j)
c

−−−→V s′j + cs′0,j

Proof : Since the two relations are symmetrical, we just

prove the first one. The choice of ξ satisfying Lemma 6.2

shows that sj
wj

−−→V . The conditions s0,j ≥ 0, s0,j +

δ(wj) ≥ 0 and sj
wj

−−→V with an immediate induction on

the integer c ≥ 0 provides the required relation. �

Lemma 6.5 There exists c0 ≥ 0 such that for any c ≥ c0:

sj + c(s0,j + δ(wj))
σc
0,j

−−→V sj + c(s′0,j − δ(w′
j))

Proof : Let us recall that xi = x′
i. We denote by u the

vector in {0, 1}n satisfying u[i] = 1 if xi[i] = ⊤ = x′
i[i]

and satisfying u[i] = 0 otherwise. From the choice of ξ0
satisfying Lemma 6.3, we observe that s0,j + δ(wj) ≥ u

and s′0,j − δ(w′
j) ≥ u. Note that limc→+∞(sj + cu) = xj.

As xj

σ0,j

−−→Gj
x′
j, Lemma F.2 proves that there exists an

integer c0 ≥ 0 such that sj + c0u
σ0,j

−−→V . Now, let us

consider integers c ≥ 1 and c′ ≥ 0 such that c + c′ ≥ c0
and let us prove the relation:

sj + c(s0,j + δ(wj)) + c′(s′0,j − δ(w′
j))

σ0,j

−−→V

sj + (c− 1)(s0,j + δ(wj)) + (c′ + 1)(s′0,j − δ(w′
j))

From s0,j + δ(wj) ≥ u and s′0,j − δ(w′
j) ≥ u we deduce

that c(s0,j + δ(wj)) + c′(s′0,j − δ(w′
j)) ≥ (c + c′)u ≥

c0u. Thus, the previous relation directly comes from sj +

c0u
σ0,j

−−→V and s0,j+δ(wj)+δ(σ0,j)+δ(w
′
j) = s′0,j. Now,

an immediate induction provides sj+c(s0,j+δ(wj))
σc
0,j

−−→V

sj + c(s′0,j − δ(w′
j)) for any c ≥ c0. �

Lemma 6.6 There exists c′ ≥ 0 such that for any c ≥ c′:

sj + c(s′0,j − δ(w′
j))

σj

−→V s′j + c(s′0,j − δ(w′
j))

Proof : As limc→+∞(s′j + c(s′0,j − δ(w′
j))) = x′

j and

xj

σj

−→Gj
x′
j, Lemma F.2 proves that there exists c′ ≥ 0

such that
σj

−→V (s′j + c(s′0,j − δ(w′
j))) for any c ≥ c′. Since

sj + δ(σj) = s′j we are done. �

Lemma 6.7 There exists ξ ∈ H and ξ0 ∈ H0 such that

ξ0 +H ⊆ ξ +H0.

Proof : As the MGVS U is perfect the set H is non empty.

Let us consider the set I of components i such that ξ[i] is

independent of ξ ∈ H . As the MGVS is perfect we deduce

that for any integer c ≥ 0 there exists ξ ∈ H such that

ξ[i] ≥ c for any i 6∈ I . As min(H) is finite, we deduce that

there exists ξ ∈ H such that ξ ≥ ξ′ for any ξ′ ∈ min(H). In

particular ξ0 =
∑

ξ′∈min(H)(ξ − ξ′) is in H0. Let us prove

that ξ0 + H ⊆ ξ + H0. Consider ξ′′ ∈ H . By definition

of min(H), there exists ξ′′′ ∈ min(H) such that ξ′′′ ≤ ξ′′.

The definition of ξ0 shows that ξ0 − (ξ − ξ′′′) is equal to

a sum of terms (ξ − ξ′) indexed by ξ′ ∈ min(H)\{ξ′′′}.

Therefore ξ0 − (ξ − ξ′′′) ∈ H0. As ξ′′ − ξ′′′ ∈ H0 we have

proved that the sum of ξ0 − (ξ − ξ′′′) and ξ′′ − ξ′′′ is also

in H0. Note that this sum is equal to ξ0 − ξ + ξ′′. We have

proved that ξ0 + ξ′′ ∈ ξ+H0. Therefore ξ0 +H ⊆ ξ+H0.

�

Lemma 6.8 For any ξi = (si,j, (µi,j,t)t, s
′
i,j)j interior vec-

tor of H0 there exists a cycle πi,j = (xj

σi,j

−−→Gj
x′
j) such

that (µi,j,t)t = |πi,j | for any 0 ≤ j ≤ k.

Proof : Since U is perfect, for any t ∈ Tj , there ex-

ists a solution ξ0 = (s0,j, (µ0,j,t)t, s
′
0,j)j in H0 such that

µ0,j,t > 0. As H0 = P ∗
0 , for any t ∈ Tj there ex-

ists ξ0 ∈ P0 satisfying the same property. Lemma 4.4

shows that ξi = (si,j, (µi,j,t)t, s
′
i,j)j is a sum over all so-

lutions ξ0 ∈ P0 of terms of the form λξ0 where λ > 0 is

a rational value that naturally depends on ξ0. In particu-

lar we deduce that µi,j,t > 0 for any t ∈ Tj and for any

0 ≤ j ≤ k. Lemma F.1 shows that there exists a cycle

πi,j = (xj

σi,j

−−→Gj
x′
j) such that µi,j,t = |πi,j |t for any

t ∈ Tj and any 1 ≤ j ≤ k. �
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Lemma 6.9 There exists ci ≥ 0 such that for any 1 ≤ j ≤ k

and c ≥ ci:

sj + c(s0,j + δ(wj)) + si,j
σi,j

−−→V

sj + c(s0,j + δ(wj)) + s′i,j

Proof : As limc→+∞(sj + c(s0,j + δ(wj))) = xj and

xj

σi,j

−−→Gj
xj, Lemma F.2 proves that there exists an in-

teger ci ≥ 0 such that (sj + c(s0,j + δ(wj)))
σi,j

−−→V for

any c ≥ ci and for any 0 ≤ j ≤ k. As si,j ≥ 0 and

si,j + δ(σi,j) = s′i,j ≥ 0 we deduce the lemma. �

G Proofs of Lemma 7.1

Additional notations : A shuffle of a pair (u, v) of words

is a word of the form u1v1 . . . ukvk where k ≥ 1 and

u1, v1, . . . , uk, vk are words satisfying u = u1 . . . uk and

v = v1 . . . vk. Given two languages L1,L2 ⊆ Σ∗ we define

L1||L2 the set of shuffle of pairs (u, v) ∈ L1×L2. Observe

that the shuffle operator is associative since (L1||L2)||L3 =
L1||L2||L3 for any L1,L2,L3 ⊆ Σ∗.

We first prove the following lemma.

Lemma G.1 Let (s, s′) be a pair of configurations of a VAS

V = (Σ, n, δ). Let us consider u1, u2, v1, v2 ∈ Σ∗ and

a ∈ Σ such that s
u1u2av1v2−−−−−−−→V s′.

• if δ(a) ≥ 0 then s
u1au2v1v2−−−−−−−→V s′.

• if δ(a) ≤ 0 then s
u1u2v1av2−−−−−−−→V s′.

Proof : We only consider the case δ(a) ≥ 0 since the other

case is symmetrical by replacing (s,V, s′) by (s′,−V, s)
where −V = (Σ, n,−δ).

Let us consider the three configurations x,y, z such that

s
u1−→V x

u2−→V y
a
−→V z

v1v2−−−→V s′. Since δ(a) ≥ 0

we deduce x′ = x + δ(a) is a configuration and it satisfies

x
a
−→V x′. Moreover as x′ ≥ x and x

u2−→V y we deduce

that there exists a configuration y′ such that x′ u2−→V y′.

Observe that y′ = x′ + δ(u2). Since x′ = x + δ(a) we

deduce that y′ = x + δ(u2a). As z = x + δ(u2a) we have

proved that y′ = z. Therefore s
u1au2v1v2−−−−−−−→V s′. �

The following lemma formally explains why words in

L(s, V̄, s′) can be reordered into words in (Σ∗
P Σ∗Σ∗

P ′) ∩
L(s, V̄, s′). Note that in this lemma u||v||u′ denotes the set

of words {u}||{v}||{u′}.

Lemma G.2 For any (u, v, u′) ∈ Σ∗
P ×Σ∗×Σ∗

P ′ we have:

(u||v||u′) ∩ L(s, V̄, s′) 6= ∅ ⇐⇒ uvu′ ∈ L(s, V̄, s′)

Proof : Since uvu′ ∈ (u||v||u′) we deduce that uvu′ ∈
L(s, V̄, s′) implies (u||v||u′) ∩ L(s, V̄, s′) 6= ∅. The con-

verse is obtained by observing that δ̄(ΣP ) ⊆ ◆n and

δ̄(ΣP ′) ⊆ −◆n and by applying Lemma G.1 �

Lemma 7.1 We have post∗V(S)∩S′ = s′+δ̄P ′(L(s, V̄, s′))
and S ∩ pre∗V(S′) = s + δ̄P (L(s, V̄, s′)).

Proof : Let us consider c′ ∈ post∗V(S) ∩ S′. There exists

c ∈ S and a word v ∈ Σ∗ such that c
v
−→V c′. In particular

c
v
−→V̄ c′. Since S = s + P ∗ we observe that there exists a

word u ∈ Σ∗
P such that s

u
−→V̄ c. Symmetrically since S′ =

s′ + (P ′)∗ there exists u′ ∈ Σ∗
P ′ such that c′

u′

−→V̄ s′. We

have proved that uvu′ ∈ L(s, V̄, s′). Note that f ′(uvu′) =
−δ̄(v). From s′ = c′ + δ̄(v) we have proved that c′ ∈ s′ +
f ′(L(s, V̄, s′)). Conversely, let us consider a vector c′ ∈
s′ + f ′(L(s, V̄, s′)). There exists a word σ ∈ L(s, V̄, s′)
such that c′ = s′ + f ′(σ). Thanks to Lemma G.2 we can

assume that σ = uvu′ with u ∈ Σ∗
P , v ∈ Σ∗ and u′ ∈ Σ∗

P ′ .

Let us consider the two configurations c, c′ such that s
u
−→V̄

c
v
−→V̄ c′

u′

−→V̄ s′. Since u ∈ Σ∗
P we deduce that c ∈ S and

since u′ ∈ Σ∗
P ′ we get c′ ∈ S′. Moreover from v ∈ Σ∗ we

deduce c
v
−→V c′. We have proved that c′ ∈ post∗V(S)∩ S′.

Thus post∗V(S)∩S′ = s′ + f ′(L(s, V̄, s′)). Symmetrically

we deduce S ∩ pre∗V(S′) = s + δ̄P (L(s, V̄, s′)). �
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