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Limit theorems for subcritical Branching Process in Random
Environment depending on the initial number of particles

Vincent Bansaye *

April 5, 2008

Abstract

Asymptotic behaviors for subcritical Branching Processes in Random Environ-
ment (BPRE) starting with several particles depend on whether the BPRE is strongly
subcritical (SS), intermediate subcritical (IS) or weakly subcritical (WS) (see [1F).
Descendances of particles for BPRE are not independent. In the (SS+IS) case, the
asymptotic probability of survival is proportional to the initial number of particles.
And conditionally on the survival of the population, only one initial particle survives
a.s. These two properties do not hold in the (WS) case and different asymptotics
are established, which require to prove new results on random walk with negative
drift. We provide an interpretation of these results by characterizing the sequence of
environments selected when we condition by the survival of particles. This also raises
the problem of the dependence of the Yaglom quasistationary distributions on the

initial number of particles and the asymptotic behavior of the Q-process associated
with a subcritical BPRE.

Key words. Branching process in random environment (BPRE). Yaglom distribution.
Q-process. Random walk with negative drift.

A.M.S. Classification. 60J80, 60J85, 60K37.

1 Introduction

We consider a Branching Process in Random Environment (BPRE) (Z,,)nen specified
by a sequence of iid generating functions (f,)nen distributed as f [B, @, [, [J. More
precisely, conditionally on the environment (f,,)nen, particles at generation n reproduce
independently of each other and their offspring have generating function f,,. Then Z, is
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the number of particles at generation n and Z,; is the sum of Z, independent random
variables with generating function f,. That is, for every n € N,

E(SZ"+1|ZO, T/ S (T fn) = fn(s)Z” (0<s<1).
Thus, denoting by F}, := fogo---0o f,_1, we have for every k € N,
Er(sZ % | fo,ey fu) =EB(s71 | Zo =k, fo, o fn) = Fa(s)®  (0<s<1).

When the environments are deterministic (i.e. f is a deterministic generating
function), this process is the Galton Watson process (GW) with reproduction law Z,
where f is the generating function of Z .

In this paper, we consider the subcritical case :
E(log(f'(1))) <O0.
This is the case where extinction occurs a.s., that is
P(3neN:Z,=0) =1

For a subcritical GW process, if E(Z;logt(Z1)) < oo, there exists ¢ > 0 such that
P(Z, > 0) ~ cf’(1)® when n tends to infinity (see [fij). In random environments, this
asymptotic depends on whether the BPRE is strongly subcritical (SS), intermediate
subcritical (IS) or weakly subcritical (WS) (see [1J] or the Preliminaries Section for
details). A subcritical GW process is strongly subcritical (SS).

We study the role of the initial number of particles in the limit theorems. For
a GW process, particles are independent. As a consequence, limit theorems starting
with several particles can be directly derived from the case with one single initial particle.

In random environment, particles do not reproduce independently; more precisely
independence holds only conditionally on the environments. This explains why asymp-
totics for (WS) BPRE starting with several particles are different from the analogous
results for a GW process.

When the BPRE is (SS) or (IS), conditioning on the survival of the population at
generation mn, only one initial particle survives in generation n when n — oo, just as for
a GW process. But this does not hold in the (WS) case (see forthcoming Proposition [).
Thus, (WS) BPRE conditioned to survive have a supercritical behavior, as previously
observed in [g].

We give an interpretation of these results in terms of environments (see Section 3.3
for details). Conditioning on non-extinction induces a selection of environments with
high reproduction law. In the (SS+IS) case, we prove that the survival probability
of the branching process in the environments selected is still zero. This is obvious if
environments are a.s. subcritical, i.e. f’(1) < 1 a.s. But in the (WS) case, conditioning
by the survival of the population select only supercritical environments. That is, the
sequence of environments selected has a.s. a positive survival probability (Theorem ff).
Finally we make the initial number of particles tend to infinity and the sequence of
environments becomes subcritical again.



We determine how the asymptotic survival probability depends on the initial number
of particles. In that view, we define

ag = nli_rgopk(Zn > 0)/Py(Z, > 0).

For a GW process, i = k. That is, the asymptotic survival probability is proportional
to the initial number of particles. This equality still holds in the (SS+IS) case for
BPRE, but not in the (WS) case where a different asymptotic as k — tends to infinity
is established (see forthcoming Theorem [l]). For the proof, we need an asymptotic result
on random walks with negative drift (Section [), which gives the product of the means
of the successive environments.

In the supercritical case, see [[[J] for asymptotics of the extinction probability when the
number of initial particles tends to infinity.

In Section 3.3, we are interested in the characterization of the Yaglom quasistationary
distribution, that is the limit as n — oo of the number of particles at generation n,
conditioned to be nonzero, starting with k particles.

Finally, in Section 3.4, we focus on the Q-process associated to the subcritical BPRE,
which is defined for all Iy, 1s,...,1, € N, by

Pk(Yl =l,..,Y, = ln) = pll)r{.loPk(Zl =, Ly = ln‘Zn—l—p > 0)

See [f] for details on the Q-process associated to GW.

2 Preliminaries

We recall limit theorems for subcritical BPRE. Note that s € Rt — E(f/(1)%) is a
convex function and define v and « in [0, 1] such that

v:= inf {E(f'(1)")} =E(f(1)). (1)

0€l0,1]

From now on, we assume E(f’(1)[log(f’(1))]) < oco. Note that 0 < v < 1, v <
E(f'(1)), and
v=E(f(1)) & E(f'(1log(f'(1))) <0.
There are three subcases (see [[J)).

* The strongly subcritical case (SS), where E(f'(1)log(f/(1))) < 0. In this case,
assuming further
E(Z1logt(Z1)) < oo,

then there exist ¢, ap > 0 such that, as n — oo :
Pi(Zy > 0) ~ co B (1)), ay = 1. (2)

* The intermediate subcritical case (IS), where E(f’(1)log(f/(1))) = 0. In this case,
assuming further

E(f'(1)log?(f'(1))) < oo, E([1+log™(f()]f"(1)) < oo,
then there exist ¢, a > 0 such that as n — 0o :

Pu(Zy > 0) ~ copn PE(F' (1)), ay=1. (3)



* The weakly subcritical case (WS), where 0 < E(f/(1)log(f’(1))) < oo. In this case,
assuming further

E(f"(D)/f' (1)) <oo,  E(f"(1)/f(1)*7%) < o0,
then there exist ¢, ap > 0 such that as n — oo :

Pi(Zy > 0) ~ copn™>/24™, ap =1 (4)

In the rest of the paper, for each case, we take the integrability assumptions above for
granted. See [PZ for asymptotics with weaker hypothesis in the (IS) case.

It is also known that the process Z,, starting from k particles and conditioned to be non
zero converges to a finite positive random variable Ty, called the Yaglom quasistationary
distribution (see [[7]) :

Ei(s"| Zy > 0) = E(sT).
See Section 3.3 for discussions about (Yj)ken.

Actually, in [[9], the result and the proof of these convergences are given for k = 1. They
can be generalized to k > 1 with the following modifications. Set

1 1

S; :=log(k) +log(f5(1)) + ... +1log(fr_1(1)), go(s):= 1— fo(s)F - FHOED)

and recall that
Jrofey10-0fisn, k<l
feg =19 fi—10fk—20---0fi, k>1
id, k=1,

Then 1 — Ei(s%"|Z, > 0) = E(1 — f(]in(s))/Pk(Zn > 0). Lemma 2.1 of [[J] still holds

replacing fo,, by féin and P(Z, > 0) by Pr(Z, > 0). Lemma 2.2 also still holds and
Lemma 2.3. becomes

Lemma 1. Let (fp)nen be a sequence of probability generating functions. Then, for all
k>1,i>0and 0<s<1,

exp(—Sip1)(1 = fE10(5)) < exp(=8:)(1 = flo(s)) < 1—s".

In particular,
lim exp(—Sy)(1 — fro(s)) exists, (0<s<1).

n—oo

Finally, we consider the case where reproduction laws are a.s. linear fractional, since
in that case survival probabilities can be computed explicitly. Thus, there are two random
variables A € [0,00[ and B € [0, 1] with A+ B < 1 such that

f(s):l—lle—i—lilSBS a.s. (0<s<1). (5)

In this case, setting for every i € N,

P = frlz—i(l)"'fr/z—l(l)’ (PO = 1)’



we have (see [B], [14] or [L]])

-1
P(Z, > 01Zg =1, fo, ., fno1) =1—F, <1+Z2;/z 1( ) P (6)
n—i—1

As conditionally on (fo, ..., fn-1), (Z,(f), i > 1) is an iid sequence, we get
—k
P(ZWY > 0,..., ZP ey e 1 niz1(1) pP) Pk
(n >0? >0|f05 >f 1 +22f,,121 n (7)

For a general BPRE, we use now that for every probability generating function f;, we
can find fl linear fractional probability generating function such that for every s € [0, 1]

fils) = fuls), FI(1) = fi(1), f7(1) = 2f/(1) (see [L4] or [L§]). Then, F(0) > Fy(0) a

ensures that

P(Zn >0 | fo,es fno1) 2 P(Zn > 0| foros fa1)  a.s. (8)
More generally, for every k > 1,

P(Z"M >0, ZP >0, .., Z8) >0 fo, ., fa1)

= (1 Fy(0))"
> (1-F,(0)
P(Z) >0, ZB >0, .., ZW >0 fo, ., fuo1)  as. (9)

3 Subcriticality starting from several particles

We give here the asymptotic of survival probabilities starting with k particles. Then
we determine how many initial particles survive conditionally on non extinction of
particles and we characterize the sequence of environments which are selected by this
conditioning. Finally we consider the Yaglom quasistationary distributions of (Z,)nen
and the associated Q-process. In the (SS) case, results are those expected, i.e. they are
analogous to those of a GW process. In the (IS) case, results are different for the Yaglom
quasistationary distribution and the Q-process. In the (WS) case, all results are different.

We label by ¢ € N each particle of the initial population and denote by ZT(LZ') the
number of descendants of particle 7 at generation n.

Thus (Zr(f))neN are identically distributed BPRE (i € N), with common distribution
(Zn)nen starting with one particle. Conditionally on the environments, these processes
are independent. In other words, for all n, k,I; € N,

P(Z0 =1;, 1<i<k| fo, fuo1) = T P(ZWD =1 |fo, ooy fao1).

We denote by P the probability associated with k initial particles. Then, under Py,
(Zn)nen is a.s. equal to

k
( Z Z7(12))n€N'
=1



3.1 Survival probabilities starting with several particles
Note that  — E(f’(1)*log(f'(1))) increases with .
Proposition 1. For every k € N*,

(i) IFE(f'(1)*log(f'(1))) < 0, then there exists cx > 0 such that
P(Z) >0, Z >0, ..., Z¥) >0) " qE(f'(1)F)"
and E(f'(1)F) < E(f/(1)F1) < ... <E(f'(1)).
(ii) If E(f'(1)*log(f'(1))) = 0, then there exists c, > 0 such that
P(Z) >0, 22 >0, ..., 25 >0) "7 g V2R (1)F)"
(i) IfE(f’(l)klog(f’(l))) > 0, then there exists ¢, > 0 such that
P(zY >0, ZP >0, ..., ZW > 0) " ¢n325m,

n

with 4 = inf g+ {E(f'(1)*)} € 10,1 and c=¢1 > 2 > ... > ¢k.

Moreover, in the (IS+WS) case, ¥ = ~y. In the (SS) case, ¥ <~y =E(f'(1)).

The proof is given in Section 4.1 and uses the case where the probability generating
function f is a.s. linear fractional. Indeed in this case the survival probability in a given
environment can then be computed explicitly since linear fractional generating functions
are stable by composition (see Preliminaries Section).

In the (SS+IS) case, the asymptotic probability of survival of particles is proportional
to the number of initial particles, as stated below. This is not surprising and well know
for subcritical GW process. But this does not hold in the (WS) case. Recall that oy is
defined as lim,,_. Px(Z, > 0)/P1(Z,, > 0).

Theorem 1. In the (SS+IS) case, for every k € N, o = k.

In the (WS) case, a; — 00 as k — oo and there exists My > 0 such that
ap < M, log(k)k®, (k> 2),

where o €]0, 1] is given by ().
Assuming further E(f'(1)Y21log(f'(1))) > 0 (i.e. a < 1/2) and f"(1)/f'(1) is bounded,
there exists M > 0 such that

ar > M_log(k)k*, (k e€N).

One can naturally conjecture that the last result still holds for 1/2 < a < 1.
The proof also uses the linear fractional case where, conditionally given the envi-
ronments, the survival probability is related to a random walk whose jumps are the
log of means of the reproduction law of the environments. That’s why we first need
to prove a result about random walk with negative drift conditioned to be larger
than —z < 0 (see Appendix). One way to generalize the last result of the theorem
above to the case E(f'(1)/21og(f(1))) > 0 (i.e. a < 1/2) would be to improve Lemma [,



3.2 Survival of initial particles conditionally on non-extinction

We wonder now how many initial particles survive when we condition by the survival
of the whole population of particles. We have the following elementary consequence of
Proposition .

Proposition 2. In the (SS+I1S) case, for every k > 1,
lim Pp(3i £ 4, 1<i,j<k, 29 >0, 2V >0|z,>0) =0.
n—oo

In the (WS) case, for every k > 1,

lim Py(Vi, 1<i<k, ZY >0, >0) > 0.

Thus, for (SS+IS) BPRE, conditionally on the survival of the population, only
one initial particle survives, as for GW. But for (WS) BPRE, several initial particles
survive with positive probability. Forthcoming Theorem [J gives an interpretation of
this property in terms of selection of favorable environments by conditioning on non-
extinction. See Section 6.3 in [fj for an application of this result to a branching model
for cell division with parasite infection, where we need to determine if several parasites
survive in contaminated cells. In the same vein, see [PJ] for results on the reduced
process associated with subcritical BPRE in the linear fractional case. In the (WS) case,
the number of particles of the reduced process is not a.s. equal to 1 in the first generations.

What happens when the number of initial particles tends to infinity in the (WS) case
? As stated below, conditionally on non-extinction, the number of initial particles which
survive is finite a.s. but not bounded, when the initial number of particles tend to infinity.
More precisely, denote by N, the number of particles in generation 0 whose descendance
is alive in generation n. That is, starting with k initial particles :

Np:=#{1<i<k : zO > 0}.

Theorem 2. In the (WS) case, assuming E(f'(1)"/?1og(f'(1))) > 0 (i.e. o < 1/2) and
F7(1)/f(1) is bounded, there exist A; ||—00 O such that for all k > 1> 0,

limsupPp(N, > 1| Z, > 0) < A;.

n—oo

Moreover, for every | € N*,

lim inf lim inf Pg(N,, =1 | Z,, > 0) > 0.

k—oo n—o0

Thus, in the conditions of the theorem,

limsup limsup Pg(N,, > 1| Z, > 0) < A;, with 4; ;. 0.

k—oo n—oo



3.3 Selection of environments conditionally on non-extinction

We characterize here the sequence of environments which are selected by conditioning
on the survival of particles.

We denote by F the set of generating functions and for every g, = (go,-..,9n—1) €
F", we denote by Zg, the value at generation n of the time inhomogeneous branching
process whose reproduction law at generation [ < n — 1 has generating function g;. Thus,
for every k > 1,

Ek(sZgn) =(gpogio---0 gn,l(s)k (0<s<1). (10)

And we denote by p(g,) the survival probability of a particle in environment g,,. That
is,

p(gn) =P1(Zg, > 0). (11)

Denote by f,, the sequence of environments until time n, i.e.

£, = (fo, f1,- -5 fa1)-

In the subcritical case, p(f,) = 0 a.s. since (Z,)nen becomes extinct a.s. Roughly
speaking, the sequences of environments have a.s. zero survival probability. In the
(SS+IS) case, conditioning on the survival of particles does not change this fact, but
it does in the (WS) case, as we can guess using Proposition . Actually, we prove that
in the (WS) case, the sequence of environments which are selected by conditioning by
Z, > 0 have a.s. a positive survival probability. Thus, they are ’supercritical’. In [f],
authors had already remarked this supercritical behavior of the BPRE (Z,,)nen in the
(WS) case by giving an analogy of the Kesten-Stigum theorem, i.e. the convergence of
Zn/m'™.

Theorem 3. In the (SS+I1S) case, for all k € N*, e > 0,
lim Py(p(f,) > €| Z, >0)=0.
n—oo

In the (WS) case, for every k € N*,

lim inf Py(p(£,) > € | Zn > 0) =2 1.
n—oo

This supercritical behavior in the (WS) case disappears as k tends to infinity. That is,
the survival probability of selected sequences of environments tends to 0 as the number
of particles grows to infinity.

Proposition 3. In the (WS) case, for every e > 0,

limsup Pr(p(f,) > €| Z, > 0) h=ee ),
n—oo
In other words, conditionally on the survival of Z,, the more initial particles there
are, the less environments need to be favorable to allow the survival of particles, and the
less likely it is for a given particle to survive. That’s why, letting the number of initial
particles tend to infinity does not make the number of survival initial particles tend to

infinity, as stated in Theorem .



3.4 Yaglom quasistationary distributions

We focus now on the Yaglom quasistationary distribution of (Z,),en (see Preliminar-
ies for existence and references). For the GW process, this distribution does not depend
on the initial number of particles and is characterized by a functional equation. This
result still holds for (SS) BPRE. Indeed, starting with several particles, conditionally on
the survival of one given particle, the others become extinct (see Proposition [)).

Theorem 4. In the (SS+I1S) case, for every k > 1, the BPRE Z,, starting from k and
conditioned to be nonzero converges in distribution as n — oo to a r.v. T which does not
depend on k. Moreover, the generating function G of Y wverifies

E(G(f(s))) = E(f'(1)G(s) + 1~ E(f(1),  G(0) =0.

In the (SS) case, G is the unique generating function which satisfies the functional
equation above and G'(1) < oco.

In the (WS) case, for every k > 1, the BPRE Z,, starting from k and conditioned to
be nonzero converges in distribution as n — oo to a r.v. Y, whose generating function
G, verifies

E(Gk(f(5))) =vGr(s) +1 =7,  Gi(0) =0.

In the (WS) case, an open question is to determine if the quasistationary distribution
T depends on the initial number k of particles. We know that for every & > 1, Gy
verifies the same functional equation given above but we do not know if the solution is
unique.
Moreover, we can prove the equality of the quasistationary distributions starting with
two different numbers of particles in the following case. If Z; € {0,1,N} for some

N € N*, then T4 g Tn. (see Section 4.6 for the proof). Other observations also lead us
to believe that quasistationary distributions Y might not depend on k.

3.5 Q-process associated with a BPRE

The Q-process (Y, )nen starting from k particles associated to the BPRE (Z,)nen is
defined for all I, 1o, ...,1, € N, by

Pr(Y1=1U,..Y, =1,) = pllrgopk(Zl =11y, Zp = | Zpsp > 0).
This is the BPRE (Z,)nen conditioned to survive in the distant future. See [f]
for details in the case of GW processes. In the (SS) case, the Q-process converges
in distribution to the size biased Yaglom distribution, as for GW process. Finer
results have been obtained in [[I]. In the (IS+WS) case, the Q-process is transient.
That is, the population needs to grow largely in the first generations so that it can survive.

Proposition 4. % In the (SS) case, for every k € N*, for all l1,ls,...,l, € N,

ln
Bi(Yy = b1y e Yo = L) = E(f(1) " LP(Z1 = sy Zn = ).



Moreover (Y, )nen converges in distribution to the size biased Yaglom distribution.

Vi>0, Pu(Y,=1)"=3 IP(Y =1)

E(T)
* In the (IS) case, for every k € N*, for all ly,lo,...,1, € N,
In
]P’k(Yl =1l,..,.Y, = ln) = E(f’(l))’”E]P’k(Zl =, 2y = ln)

Moreover Y, — oo in probability as n — oo.

* In the (WS) case, for every k € N*, for all l1,la,...,l,, € N,
7nan
Pe(Yi =11, Yo = ly) =7 a—;MZl = U, os Zn = L)

Moreover Y, tends to infinity a.s.

We focus now on the environments of the Q-process. We endow F with distance d
given by the infinity norm

d(f,9) =l f = g llo
and we denote by B(F) the Borel o-field.

We introduce the probability vy, on (FN, B(F)®N) which gives the distribution of the
environments when the BPRE (Z,,),en starting from & particles is conditioned to survive.
Using Kolomogorov Theorem, it can be specified by its projection on (F?, B(F)®P) for
every p € N, denoted by vy |7»,

vi o(dgp) = lim Py(f, € dgp|Znsp > 0) (12)
B o0 al
v ( p € gp) E : k( 8p )0%’

=1

with £, = (fo,..., fp—1) and v = E(f/(1)) in the (SS+IS) case. The limit is the weak
limit of probabilities on (FP, B(F)®P) (see [§] for definition and Section 4.5 for the proof),
which we endow with the distance d,, given by

dp((907 e 7gp—1)7 (ho, ey hp—l)) = sup{H g; — hz Hoo 0 S 7 S p— 1} (13)

For every g € F, we denote by g|n the first n coordinates of g € F and we introduce
the survival probability in environment g € FN :

p(g) = lim | P(Zg|n > 0).

n—oo

One can naturally conjecture an analogous of Theorem ] and Proposition f]. That is, for
every k € N*|

In the (SS+IS) case, vp({ge F\:p(g) =0}) =1.

In the (WS) case, m({ge€ F\:p(g)>0}) =1 and w(p(f) € dz) = do(dz).
A perspective is to characterize the tree of particles when we condition by the survival
of particles, i.e. the tree of particles of the Q-process. Informally, for GW process, this

gives a spine with finite iid subtrees (see [[[1], [9]). This fact still holds in the (SS+IS)
case but we will observe a 'multispine tree’ in the (WS) case.

10



4 Proofs

First we give the main Notations and results for the proofs. We use the particular
case when generating functions are a.s. linear fractional. In that case, the survival
probability for a given environment is a functional of the random walk which sums
the log of the successive means of environments (see (f)). Using results the random
walk with negative drift proved in Appendix (Section [j), this enables us to control the
survival probability conditionally on the environments, in the linear fractional case and
then for general BPRE (Lemma [ below). Using that conditionally on the sequence
of environments, particles are independent, we get survival probabilities starting with
several particles and then integrate with respect to environments.

Set for every n € N,

and
L, =min{S; : 1<i<n}.
Recall that F is the set of generating functions and
fn — (an fla ceey fnfl)-

For every g, = (g0,.-.,9n-1) € F", we denote by Zg the value at generation p of
the time inhomogeneous branching process whose reproduction law at generation [ has
generating function g;. And we denote by p(g,) the survival probability of a particle in
environment g,. That is,

p(gn) == P1(Zg, >0) =P1(Z, >0 | £, = gn). (14)

Roughly speaking, we prove now that

Lemma 2. For every n € N, we have
p(f,) < el as.

Moreover if E(f'(1)/21og(f'(1))) > 0 (i.e. 0 < a < 1/2) and f"(1)/f'(1) is bounded,
then there exists > 1 such that for alln € N and x €]0, 1],

P(p(fn) > ) > P(Lyn > log(px)) /4.
Proof. For the upper bound, note that for every g, € F", we have,
p(gn) = P1(Zg, > 0) <Ei1(Zg,) = H?:_()lgg(l)-

Thus p(f,) < e a.s. As is usual, adding that p(f,) decreases a.s. ensures that

p(f,) <elm  a.s.

11



For the lower bound, recall that
b= frlz—i(l)"'f;L—l(l)’ (P =1),
and use (fI) and (§) to get
P, Py

W s AN
L+ 20 Qfé—i_ll(l)Pi L+ Xiso fﬁmi(l)Pl

p(f,) =P(Z,>0]1f,) > a.s..

We assume now that C'= (1 + ess sup(J}l,l((ll)) ))_1 > 0. Denote by

Si=log(fni(1)) + ... +log(f 1 (1)) i=1,  S5=0,
so that P; = exp(S}). We then have
eS;L C eS;fmax{S}:Ogjgn}
02 Z?—_(]l esz{ - 5 Zn 0 eS;—max{Sg-:OSjgn}
- i=

p(fn) >

Thus,

C eln

As a < 1/2, forthcoming Corollary [l in Appendix (Section [|) ensures that there exists
B > 0 such that for all n € N and = > 0,

P(p(f,) > ) > P(Ly > log(28z/C))P( Y "% < B | Ly, > log(282/C))
=0
> P(Lyp > log(ux))/4,

writing ¢ = min(1,25/C). O

Moreover, using independence of particles conditionally on environments, we have

Pk(Zn > O) = / Pk(Zgn > O)P(fn € dgn)
= /n(1 — (1 = Py(Zg, > 0)")P(£, € dg,)
- /n P(p(f,) € dz)(1 — (1 — z)¥), (16)
and

arp = lim Py(Z, > 0)/P1(Zy > 0)

L 1 P(p(f,) € dx)
Y A A

12



4.1 Proofs of Section 3.1

We split the proof of Proposition [l| into three parts.

Proof of Proposition [@ (). We follow the proof of Theorem 1.2 (a) in [[4] and introduce
the probability P such that under PP, the environments still are iid and their law is given
by
P(f € dg) = E(f'(1)*)"'g'(1)"P(f € dg).
Then, writing P, = f}(1)...f} _1(1) (Py = 1), we have
P(Z) > 0,.... 2 > 0) = E((1 = F,(0)") = E(f ()")"E((1 = Fu(0))/Pa)®)-
As E(f'(1)*log(f'(1))) < 0, then E(log(f'(1))) < 0 and Theorem 5 in [d] ensures that

C = lim 1= Fa(0)

n—oo Pn
exists P a.s. and belongs to |0, 1]. Thus, as n — oo,
P(ZM > 0,.., 2% > 0) ~ E(f'(1)F)"E(CF).

Add that s — E(f’(1)®) decreases for s € [0,a] and k < o to complete the proof. O

Proof of Proposition [1 (iii). We follow the proof of Theorem 1.2 (c) in [[4].

STEP 1. First we consider the linear fractional case (see (f)). In that case, by

@

—k
P(ZWM >0,..., 2% > 0] fo, ..., fa1) <1+22ng (1) ) Pk,
n 21

Define 4 by

5= inf {E(f'(1)°)} =E(f'(1)%),

sERT

where 0 < & < k since E(f(1)¥log(f’(1))) > 0. Let P4 be the probability given by

Ps(f € dg) =7 'g'()*P(f € dg).

Then

P(Z) > 0,...,Z%) > 0) = 3"E; K +Z f” 1) )’f ka]
n RRED & (1) n
As Eg(log(f'(1))) =0, we apply Theorem 2.1 in [@] with
p(x) =250 Yl)=0+2)7F 0<k-a<k,
so there exists ¢ > 0 such that, as n — oo,

P(ZV >0,...,Z%) > 0) ~ 5" 3/2.

13



STEP 2. For the general case, we can use STEP 1. Indeed, by (A), there exists a
BPRE (Z,)nen such that f is a.s. linear fractional, f/(1) = f’(1) and

Pz >0, ZP >0, .., 2P >0 >PzP >0, Z? >0, ..., ZF >0).
By STEP 1, this leads to the existence of ¢;(1) > 0 such that
Pz >0, 2P >0, .., ZF > 0) > ¢, (1)y"n 32 (18)

Note that by inclusion-exclusion principle, we have
k
Pu(Zn > 0) =) (-1)""" <’;> Pz >0,.., 2% > 0). (19)

i=1

Moreover, ({]) ensure the convergence of
2Py (Z, > 0)
to cag. By induction, it gives the convergence of
PPz >0, 22 >0, .., ZF) > 0).

to a constant cg, which is positive by ([[§).

To complete the proof note that v = 4 iff E(f'(1)*)]'(1) > 0, i.e. in the (IS+WS)
case. O

Proof of Proposition [ (ii). The proof is close to the previous one. First, we consider the
linear fractional case and Introducing again the probability P defined by

P(f € dg) =E(f'(1)*) "¢ ()*P(f € dg).

Using again ([]), we get then

P(ZM >0,.., 2% > 0) = E(f'(1) "EKl +Z "l ZZ 11((11) >k}

As E(log(f'(1)) = 0, we can use again Theorem 2.1 in [[4] and conclude in the linear
fractional case.

The general case can be proved following STEP 2 in the previous proof. U

14



Proof of Theorem []. Computation of aj in the (SS+IS) case. In the (SS+IS) case,
Proposition f| and () ensure that for every k € N,

Py(Z, > 0) ~ kP(Z,, > 0), (n — o0).

Then,
o = k.

This gives the first result.

Limit of ay, in the (WS) case. Note that P1(Zy1n, > 0) = > 22, P1(Z, = k)Pi(Z, >
0). Then,

\_/

P1(Zp4n > 0) Py (Zn > 0)
—L\Zpin ~ 2 Py (Z, = k)
Py(Z, > 0) Zl Py(Z, > 0)

First, P(Uk_ 1{Z(Z >0}) < ZZ 1 (Z(Z) > (), which gives

(20)

\_/

Py.(Zy > 0)/P1(Zy > 0) < k.
Moreover Y 2, Pi(Z, = k)k =E(Z,) < 0o and
Pi(Zn > 0)/P1(Zy > 0) = ay,

then, by bounded convergence, we get

ZPI p—k‘ (Z >0 nﬂoozpl k‘)Oék

PiZ>0)

\_/\_/

Then, using again ([l), letting n — oo in (R() yields

- Z P
k=1
Assuming that (ag)gen is bounded by A leads to
VP < APy(Z, > 0).

Letting p — oo leads to a contradiction with (). Adding that «y, increases ensures that
oy — 00 as k — o0o.

Upper bound of oy, in the (WS) case. Recall ([[7),

. ! P(p(f,) € dz)
oy = lim (1= (1= 2)) 5

Using the first inequality of Lemma [ and z — 1 — (1 — 2)¥ grows with x on [0, 1], we

have
L P(exp(Ly,) € dx)
a<limsu/ 1—(1—2)F i .
b= n—»oop 0 ( ( ) ) ]P’l(Zn > O)

15



By (Rd), we can use Fatou’s Lemma and (R7) gives
1 —3/2 mn
ap < 1—(1—2)"ry(dz)limsup ———.
k_/o( (1 —2)")ry(dx) WP G 0)

Thus, by (f)) and definition of v,
1
ar < cleyl +/ (1—(1—2)log(1/z)z* tda].
0

Finally, using 1 — (1 — 2)* < k2 and integration by parts,

1
/0 (1—(1- x)k) log(l/x)x_o‘_ldx
1/k .
— / (1—-(1- x)k‘) 10g(1/$)x7071dx + / (1—(1- x)k) log(l/x)x’afldx
0 1/k
1

1/k
k/ log(l/x)xadx—i—log(k)/ z ldy
0 1/k

IN

1/k
k(1 —a) ! log(k)k*? +/ z~%dz] + o log(k)(k* — 1)
0

IN

< M(1+log(k))k?,

for some M > 0. This ensures that o < ¢ tey [14+ M(1+log(k))k®] and ends the proof.

Lower bound of . in the (WS) case assuming further E(f"%/2(1)log(f(1))) > 0 (i.e.
a < 1/2) and f”(1)/f'(1) is bounded.

By (l), Lemma ] and (27), for every = > 0,

P(p(f,) > np=32 P(p(f,) >
lim inf M — liminf rn (p(fn) > x)
n—oo  Py(Z, >0) n—oo Py(Z, >0) ~7n=3/2

AB(Ly > log())
- fynn—3/2

v

(4¢) v ([ua, 1]).

Using ([[7), Fatou’s Lemma ensures that,

-1

o = 407 [7 - -0 @)

v

1/k
(4e) ey /0 (1= (1= 2)%)[log(1/) — log(u)}z—*dz.

16



For all k > p? and x €]0, 1/k], log(1/z) > 2log(u). So for every k > p?,

1/k
ap > 2_1/0 (1—(1—x)"log(1/z)z= tdz

_ _ \k 1/k
> 27k inf {w}/ log(1/z)x™“dx
0

x€]0,1/k] kx

v

27 k(1 — (1 —1/k)%) /Ol/k log(1/z)x~%dx

271 — (1 — 1/k)%) log(k) /l/k x %z

0
> 27 og(k)k“/(1 — a).

v

This completes the proof. ]

4.2 Proofs of Section 3.2
Proof of Proposition [3. The first part (i.e. the (SS+IS) case) follows from

. , K\ Pz >0, 2 > 0)
Po(di#j, 1<ij <k Z9 >0, 29 >0z, >0) < N C
kGG L<ij <k 20 >0, 27 > 012, >0) < Pp(Zn >0)

The second part (i.e. the (WS) case) is directly derived from Proposition [ (iii) and
(- 0

asymptotics given by Proposition [] (i-ii-iii) and equations (f) and ([).

Proof of Theorem 3. Denote by N(g,) the number of initial particles which survive until
generation n where successive reproduction laws are given by g, (i.e. conditionally on
f, = g,). Then, for all 1 <1 <k,

PeNo=1) = [ B € dga) PV () = )
1
k
= / P(p(f,) € dx) <l>xl(1 —x)k
0
Note that z € [0,1] + 2!(1—z)*! is positive, increases on [0,1/k] and decreases on [I/k, 1].

First, we prove the upper bound. Recalling Lemma [},

p(fn) < exp(Ln),

17



1

(p(£) € do, exp(Ly) < I/k)a'(1 — a)F ! + /0 P(p(£,) € de, exp(Ly) > I/k)a!(1 — )t~

~

< P(exp(Ly) € dz)z! (1 — z)F ! + P(exp(L,) €]l/k,1])(I/k) (1 — 1/k)*.

[en]

oy
<
Il

lim sup TP (En) EIL/E, 1)

< e
msp P EEED < ol /0) /)
Second, using again the variations of z € [0,1] — 2!(1 — 2)*~! and (26), we get

/1 P(exp(?n) € dx)xl(l _ gyt
n—3/2~m
0 v

lim
n—oo

1k
< /0 v (da)et (1 — 2)F ! vy (/R D) U/R) (L= 1R

1 1
< c+/0 log(1/z)z~* tal(1 — z)*lde 4+ e, (1 + /l/k log(1/z)z= % Yda) (1/k) (1 — 1/k)F!

< ey /01 log(1/z)z~* 12! (1 — 2)"ldz + i (1 + log(k/l)w#)(l/k)l(l —1/k)kL

Putting the three last inequalities together and using u(log(k/l)) < C(1 + log(k/1))
for some C' > 0 ensures that there exists D > 0 such that

otz
0

)k—l
n73/2,-yn

lim sup
n—oo

< ey /01 log(1/z)z~ % tal(1 — z)*~tda 4+ D(1 + log(k/1) (/D)) (1/k) (1 — 1 /k)*.

— X

Moreover, denoting by B is the Beta function, we have
1
/ log(z)z~ (1 — z)*ldz
0

1/k 1
= / log(1/z)z! = 11 — z)*ldax + / log(1/z)z' = 11 — z)klda
0 1

/k
1/k 1
< / log(l/x)ml_o‘_ldx—i—log(k)/ 271 — 2)klde
0 1/k
< (I—a) log(k)k* " + (1 — @) 'k*7"] +log(k)B(l — o, k — 1 + 1),

by integration by parts. By Stirling formula, there exists C' > 0, and then C’,C” > 0
such that for all 1 <1 <k,

Jk—a+1/2 (l _ a)lfa71/2(k I+ 1)kfl+1/2
Cll+1/2(k _ l)k—l+1/2 (k —a+ 1)k—a+1/2
(l _ a)l—a—l/Q(k I+ 1)k—l+1/2

ll+1/2(k _ l)k—l+1/2

(?) EOB(l—ak—1+1)

Cl

IN

1
"
< g (21)
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where the last inequality comes from the fact that (1/x 4+ 1/2)log(1 + z) is bounded for
x € [0,1], so that (k—1+1/2)log(1+1/(k —1)) is bounded for 1 <1 < k.
Then, combining the three last inequalities gives

k
lim sup Py (N =1) = limsup (l)
n—oo k®log(k)n=3/2~n n—oo klog(k)

/1 [P(exp(?n) € dx)xl(l )
n—3/2~m
0 v

< (l—a)t [(?) 4+ (1 — ) 'k log (k) + C”lia]

k
+D (z) (log(k)k™ + 1) (1/k)"(1 — 1/k)F L.
Again Stirling formula ensures that there exists C”” > 0 such that

k Jok—l ef(kfl) log(1—-1/k)
k‘_l < C/// — C/// )
<l> (k= 1D)ktel! ell!

As for every z € [0,1], —log(1 — z) < x/(1 — ), then —(k — )log(1 —l/k) < l. As a
consequence

(?) k< C’”%. (22)

Then, there exists D’ > 0 such that

- Pr(Ny > 1) , 1 [(k\ l o
! = (1K) (1 — 1/k)E1].
lrrln_)solip ke log(k:)n—?’/?fyn - [l1+a + I + I (1/k)( /k) ]
Then,
k
S YV R S e
n—oo k@ log(k)n=3/2m n—oo 4= k*log(k)n=3/2y"
k

k
DY [l% + ll, + (ﬁ)l‘“@/k)l(l —1/k)"]

U=l

LI T T
SDZ[MJFE]H

U=l

IN

Recalling that Py(Z,, > 0) ~ capn /24", (n — o) and ap > M_log(k)k®, (k € N) (see
Theorem [I]), we have

PrL(N,, > 1 _ 1 1 _
limsup P (N, > 1| Z,, > 0) :limSUPM < (eM) 1D[Z [W +ﬂ] +177|.

k
n—oo n—oo Cakn_g/Q')’n B =

This gives the first inequality of the proposition with 4; = (cM_)~™'D [ S [11% + l—l,] +

1],
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We can prove similarly the lower bound. By Lemma [, for every = > 0,
P(p(fn) = z) = P(Ln = log(zp))/4.
Then, using also (), for all 0 <1 < k and N > 0,

P(p(fn) € [I/k, NI/E])

P(p(fn) > l/k) - P(p(fn) > Nl/k)
P(Ln > log(ul/k))/4 — P(exp(Lyn) = N1/E).

v

By (RJ) , we get

o i E2(E) € [/, N1/K]

N—00 n—3/2,yn

> (k/1)* [~ u(log(k)—log(ul))/4=N""u(log(k)—log(N1))].
Then, as w is linearly growing, we can fix N > 1 so that there exists C' > 0 such that

lim inf lim inf Pp(fy) € [l/F, NU/K])
k—oo n—oo Lo log(k)n—3/2fyn

> C. (23)

Using that
(v = 0) = [ Bipie € an) (} ol -,
and z — 2!(1 — x)*~! decreases on [I/k, 1], we have, for every k > NI,
Pr(N, =1) > P(p(£,) € [I/k, Nl/E[) (?) (NI/E) (1 = N1/k)*,
Then (R3) and limy_, o (];)(Nl/k:)l(l — N1/k)*=t > 0 ensures that

lim inf lim inf P(Nn = 1)

0.
k—oo n—oo k®log(k)n=3/2m ~

Use Px(Z, > 0) ~ capn~3/2~4™ and the upperbound of ay, given in Theorem [ to conclude.
O

4.3 Proofs of Section 3.3
Proof of Theorem . In the (WS+IS) case, recall that (see Section 3.1),

Pe(ZV) >0, 223 > 0) = E(p(£,)?).
Thus, for every € > 0,
Pe(Z) >0, ZP >0 Z, > 0) > Py(p(f,) > € | Z, > 0).
By Proposition B, we get

n—oo

Pr(p(f,) > €| Z, >0) — 0.

20



In the (WS) case, by ([§), for every € €]0,1] :

Py(Z, >0) > /Oe]P’(p(fn) edz)(1—(1—x)F).

Moreover
‘/ )€ dz)(1—(1—x)F) — /0E P(p(f,) € dz)kz|
1—(1—x)F € e
< ’ﬂ;?é?e[{‘ikx JYRCORE
(1 = )k
< k sup {‘# — 1|}P1(Zn > 0).

z€[0,¢]
Putting these two inequalities together yields
¢ 1—(1—x)*
Py(Z, > 0) > k:/ P(p(f,) € dz)z — k sup | ———— — 1| ;P1(Z, > 0).
0 z€[0,¢] kx

Then
Pi(p(f,) € [0,€¢]), Z, >0) = /06 P(p(f,) € dx)x

1—(1—2x)*
< Pg(Z, >0)/k+ sup {\(795) - 1\}1@1(Zn > 0).
z€[0,€] kx

Dividing by P1(Z,, > 0) and letting n — oo ensure that

. Py(Z, >0 1—(1—a)*
limsup Py (p(f,) € [0,¢]) | Z, >0) < hmsupw + s?p[{‘# _ 1‘}
n—oo n—oo xe€|0,€e

ag 1—(1—z)F }
< —+ sup { — =1 .
k z€[0,¢[ ‘ kx ‘

Finally recall Theorem [l| and use
oo 1—(1—a)F e
ozk/k:k—>0 Vk € N*,  sup {‘M—l‘} O0,
z€[0,€] kx

to get lim._,o4 limsup,, ., Pr(p(f,) < €| Z, > 0) = 0. 0

Proof of Proposition [§. Recall that for every g,, € F", Pr(Zg, > 0) =1 — (1 — p(gn))*.
Thus,

P(p(f,) € dz)(1 — (1 - 2)*)

Py(p(f,) €edz | Z, >0) = Br(Zy 5 0)

Py (Z, > 0) (1 — (1 —2)k)

= Pi(p(f,) edz | Z, >0)
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Then, for every € > 0,

: 1 ! 1-(1-=2)"
limsup Py (p(f,) > €| Z, >0) = —limsup [ Pi(p(f,) €edx | Z, > 0)———
n—00 Ok n—oo Je x
1
S DN
€Q,

and the left hand part tends to zero as k tends to infinity by Theorem []. This ends up
the proof. O

4.4 Proofs of section 3.4

To prove Theorem [, we first prove that the probability generating function Gy of
the quasistationary distributions Y}, verify the same functional equation. And we prove
that in the (SS+IS) case, the quasistationary distributions do not depend on k. Then we
prove a lemma which ensures the uniqueness of the solution of this functional equation

in the (SS) case.

Lemma 3. In the subcritical case, the generating function Gy of Y verifies
E(Gr(f(s)) =7Gr(s) +1 =7,  Gi(0) =0.

In the (IS+SS) case, for every k > 1, T, = Y1. In the (SS) case, G} (1) < .

Proof. Let fy be distributed as f and independent of (Z,,)nen. For every n € N,

Ex(1 — s%n+1)

Pr(Zny1 > 0)

1
— —E P(Z = DE.(1 — 5%+ | 7. =
Py(Znt1 > 0) 1 o(Zn = i)Bi( ° | Zn=1)

1 —Ep(s7+' | Zppy >0) =

T Bl 5 0 2 B 7 2> OB ()

L R0 g
= Pz s 0y~ S0 () [ Za > 0).

Then letting n tend to infinity and using asymptotics given in Preliminaries gives
1= G(s) =7 'E(1 = Gi(fo(s)),
where v = E(f/(1)) in the (SS+IS) case. This gives the equation of the lemma.

In the (SS) case, the fact that G}, (1) < oo is proved in [[J] for k£ = 1.
The proof can be generalized to & > 1. And we can then use the uniqueness of the
solution of the functional equation given below to prove that for every k > 1, G, = Gj.

But in the (SS+IS) case, we can also directly prove uniqueness of all quasistationary
distributions. Indeed, for every ¢ > 1,

Py(Z, =i) =P(Zz\V =i, Z® = 0)+P(Z) =0, 2P =i)4Py(Z, =i, ZV > 0, Z2) > 0).
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Moreover [P(Z" =i, Z% =0) - Pi(2, = i) <P(Z" >0, 27 > 0), then
Py(Z, = i) — 2P1(Z, = )| < 3P(ZV >0, Z?) > 0).

Thus, using Proposition [,

. Py(Z, =1) . 2P (Z, =)
lim —~% = lim —————=.
n—oo Py(Z, >0) n—oo Py(Z, > 0)

As ag = limy, .o Po(Z, > 0)/P1(Z,, > 0) = 2, we have

n—oo
oo Py (Z,, > 0)
= P(Ty =1).
Then T4 4 T- and the same argument ensures that for every k > 1, T, = Y. O

To prove the uniqueness of the functional equation in the (SS) case, we need the
following result.

Lemma 4. If H : [0,1] — R is a power series continuous on [0,1], H(1) =0 and

E(H(f(s))f"(5))
E(r@)

H(s) = 0<s<1), (24)

then H = 0.

Proof. FIRST CASE : There exists sg € [0, 1] such that E(f/(s0)) = E(f'(1)).
The monotonicity of f’ implies

f'(s0)=f'(1) as.,

and f’ is a.s. constant on [sp, 1]. As it is a power series, f’ is a.s. constant.
Thus

f&)=FfM)s+(1—-f1) (0<s<1),  f(1)<1 as.
Moreover, let |H (c)| = sup{|H(s)|, s € [0,1]} with « € [0,1], and note that

E(f'(1)(H(e) — H(f(a)))) =0.

Thus H(f(a)) = H(«) a.s. and by induction, recalling that F,, = foo fi-+- 0 fr_1, we
have
H(F,(a)) = H(a) a.s.

The orbit of (F),(a))peny has a point of accumulation at 1, since « < 1 and Z, is
subcritical. As H is a power series, then H is constant and equals to zero since H(1) = 0.
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SECOND CASE : For every sg € [0,1[, E(f'(s0)) < E(f'(1)).
If H # 0 then there exists a € [0, 1] such that
sup{| H(s)) |: s € [0,a]} >0

Let vy, € [, 1] such that o, — 1. Then, for every n € N, there exists 3, € [0, o] such
that :

sup{| H(s) |: s € [0, an]} = | H(Bn) |
< <( <( ))))supﬂH(sn,ogsgl}
< sup{| H(s) |, 0< s <1},

since sup{| H(s) |, 0 < s <1} > 0 and E(f'(5,)) < E(f'(1)). AsINJ =g, supl <
sup(I U J) = supl < supJ, we get

sup{| H(s) |: s € [0, ]} < sup{| H(s) |: s €la, 1]}

s—1

And H(s) — 0 leads to a contradiction letting n — oo. So H = 0. O

We can now easily prove the uniqueness in the (SS) case in Theorem [i.

Lemma 5. There exists at most one probability generating function G satisfying
E(G(f(s)) =E(f(1)G(s) +1-E(f'(1)) (0<s<1), G(O0)=0, G'(1)<oo.

Proof. Assume that G; and G2 are two probability generating functions which verify the
equation above. By differentiation, G and G% satisfy

E(G'(f(5))f'(s) = E(f'(1))G"(5)-
Then H := G%(1)G} — G’ (1)GY verifies the conditions of Lemma []. As a consequence,
Gy(1)G) = GL(1)Gs.

And G1(0) = G2(0) = 0, Go(1) = G1(1) = 1 ensure that G; = G4, which give the

uniqueness. ]

Finally, we prove that if Z; € {0,1, N} for some N > 1, then T 4 Ty.
Proof. For every s € [0,1], we have

Ey(W(Z1 =1, Zny1 > 0)s” 1 + 1(Zy = N, Zpiq > 0)s7nt1)
]Pl(Zn-i-l > 0)

Ei(s7+ | Zpyr > 0) =

]P’l(Zl = 1)P1(Zn > 0)
]Pl(Zn-i-l > O)
]P’l(Zl = N)]PN(Zn > 0)

En(s?" | Z, > 0).
* P1(Zns1 > 0) N(sT [ Zn > 0)

Ei(s?" | Z, > 0)
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For every k € N, letting n — oo using (f]) yields

]P’l(Zl = 1)E(ST1) + ]P’l(Zl = N)aN

E(sT) =
(=) v gl

which proves T = T N. O

4.5 Proof of Section 3.5
Proof of Proposition []. First, we have

Pln Z, >0
]P)k:(Zl - ll, ceey Zn = ln|Zn+p > 0) = Pk(Zl - ll, o Zn - ZW)W
Then, using (B), @), (), we get

. o,
W Pr(Z1 = U1,y Zo = Ip| Znip > 0) = na_;Pk(Zl =11y T = ).

p—00

and recall oy = [ in the (SS+IS) case to get the distribution of (Y, )nen.

To get the limit distribution of (Y},),en, note that, for every [ € N*,

Pp(Y, = 1) = 7_"2—;Pk(2n = 1) =y "Py(Z, > 0) Pk( w=1| Z, > 0).

Use respectively (B) and (f) to get the limit in distribution in the (SS) case and the (IS).

Finally, in the (WS) case, by (fl), there exists C' > 0 such that

Pu(Y, <l) < Cn32p(z,<1]|Z,>0)
o738

o
< Cn3/22L,
O

Then Borel-Cantelli Lemma ensures that Y,, tends a.s. to infinity as n — oco. U

Proof of ([I3). To prove the convergence and the equality, note that

P(fp € dgp)Ek(Png (Zn > 0))
Pr(Znyp > 0)

Py (Z, >0) & Py(Zn > 0)
Pi(Zg =1)
Pu(Z, n+p>02k & (

Pi(f, € dgp|Zntp > 0) =

\_/\_/

Asymptotics given in Introduction ensure that

S\ n > D) nooe 1
Pr(Zn4p > 0) YPay,
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and using the bounded convergence Theorem with

Jikn > ¥) noo S 2 V) B(Z,) < oo
Py (Z, > 0) U gz 50 Sb Ble) <o

~—

ensures that

o0
. — o]
lim Py (f, € dgy|Zn1p > 0) =y 7P(£, € dg,) 151: Pr(Ze, =1
This completes the proof. O

5 Appendix : Random walk with negative drift

We study here the random walk (S, )nen with negative drift. Indeed, in the linear
fractional case, the survival probability is a functional of the random walk obtained by
summing the successive means of environments (see (ff)). In the general case, the random
walk appears in the lowerbound of the survival probability (see ([[§)). More precisely, we
need to control the successive values of the random walk with negative drift conditioned
to stay above —x < 0.

More specifically, let (X;);en iid random variables distributed as X with

E(X) < 0.

We assume that for every z € [0,1], E(exp(2X)) < oo and E(X exp(aX)) = 0 for some
0 < a<l1. Set v:=E(exp(aX)),

and for all n € N, k € N,
L, = min{S;, 0 <i<n}.

Its asymptotic is given in Lemma 4.1 in [[] or Lemma 7 in [[§]. There exists a linearly
increasing positive function u such that, as n — oo

P(Ly, > —z) ~ e u(z)n /24", (25)

for x > 0 if the distribution X is non-lattice, and for x € A\Z if the distribution of X is
supported by a centered lattice A\Z.
Moreover for each 8 > «, there exists ¢y > 0 such that

P(Ly, > —x) < cpe?®n =324, (x >0, neN). (26)

Finally, using () and the fact that u grows linearly, there exist c_,cy > 0 such that the
two following positive measures on [0, 1],

v_(dz) = ¢_log(1/z)z~* tdz, vy (dz) = e, (61 (dz) + log(1/z)x~* dx),

26



verify for every x €]0,1]

v_([z,1]) < lim M

Jim = Er < vl ) (27)

We need to control the successive values of the random walk conditioned to stay above
—2z (z > 0). Under integrability conditions, it is known that the process (S}, / n/?|L, >
0) converges weakly to Brownian meander as n — oo (see [[7]). Moreover Durrett [[LJ]
has proved that if there exists ¢ > 2 such that P{X; > z} ~ 27 9L(x) as x — oo, where
L is slowly varying, then (S},,/n|L, > 0) converges weakly to a non degenerate limit
with a single jump.
We prove here that the random walk conditioned to stay above —x (z > 0) spends very
few time close to its minimum, by giving an upperbound of the number of visits of a level
of the random walk reflected on its minimum. To be more specific, define

Ny(k) =card{i e N, i<n, k<S;— L, <k+1}.
Lemma 6. For every 6 > «, there exists d > 0 such that

limsup P(Ny, (k) > 1| L, > —z) < de®* /I,  (k,l €N, z>0).

n—oo

Moreover for all 0 > o and x > 0, there exists C > 0 such that

P(N, (k) > 1| L, > —z) < Ce’ /1, (k,n,l € N). (28)

Moreover, we will use the following consequence of the preceding lemma.

Corollary 1. If o < 1/2, there exists 3 > 0 such that for all x > 0 and n € N,

n

P(Zexp(Ln - S)<pB|Lp> —:c) > 1/4.
i=0

For the sake of simplicity, we assume that X € Z a.s. for the proof of Lemma [f. Thus
Vk,n € N?, N,(k)=card{i €N, i <n, S; — L, = k},

and we denote by (Tj : 1 < j < N, (k)) the successive times before n when (S; — Ly,)ien
visits k. That is

Ti=inf{l0<i<n : S—L,=k}, Tja=inf{Tj<i<n : S;—L,=k}

First, cutting the path of the random walk between two of these passage times enables
us to prove the following result.

Lemma 7. If X € Z a.s., then for all n,k,l,i and 0 < h < n, we have
P(Ln > —i, Nn(k) >2l, Ty +n— TNn(k) = h) < (k + 1)P(Ln—h > _k)P(Lh > _i)a
and

P(Ly, > —i, No(k) >2l, Ty +n—T) = h) < (k + 1)P(L,_p, > —k)P(Lj, > —i).
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Proof. We introduce M,, the first reaching time of the minimum L,, before time n and
R, (1) the last passage time of [ before time n

M, =inf{j € [1,n] : S; = Ly}, R, (1) :=sup{j € [1,n] : §; =1}.

First, we consider the case where M,, € [0,T}] U [Ty, 1),n]| and split the path of the
random walk between times T; and TNn(k). Forall j <0,k >0and 0 <nj; <ng <n,
introduce then

A(j,n1,m2) = {Ln = j, Nu(k) > 21, Ty = n1, Ty, @) = n2, M, € [0,n1]U [n2,n]},
B(j,ni,n2) ={Vm € [1,n1]: Spm >J, Sp; = Sn, =J + k,

Vm € [ng+1,n]: Sy, >4, Sm#J+k,Ja € [0,n1] U [n2,n], S, =7},
C(j,n1,n2) ={¥Ym € [n1,n2] : Sy > j, Sp; = Sny, =J + k.

Note that conditionally on D(ny,ns) := {S,, = Sn, = j+k}, B(j,n1,n2) and C(j,n1,n2)
are independent,

P(C(j,n1,n2) | Sny =7+ k) <P(Lpy—n, > —k),

and
A(j,’l’Ll,TLQ) C B(j,’l’Ll,TLQ) N C(j,’l’Ll,TLQ)-

Then, noting also that
P(C(j7 ni, 7”L2) ’ D(nla nQ)) = P(C(j7 ni, n2) ‘ Sn1 = j + k)P(Sn1 = ] + k)/P(D(nla ng)),
we have

P(A(j,n1,n2)) < P(D(n1,n2)P(B(j,n1,n2) | D(ni,n2))P(C(j,n1,n2) | D(n1,n2))
= P(Sy, =j+k)P(B(j,n1,n2) | D(n1,n2))P(C(j,n1,n2) | Spy = j + k)
< P(Lny—ny = —k)P(Sp, = j +k)P(B(j,n1,n2) | D(n1,n2)). (29)
Moreover,
{Ln > —i, Np(k) =221, Ty +n —Tn, ) = h, My €[0,T1]U [Ty, (n),n]}
= |_| A(g,m1,m2).
Jj=—1i,
1<ni<na<n, ni+n—na=h

Then, using the last two relations,

P(Ln > —1, Nn(k?) >2l, T} +n— TNn(k) =h, M, € [O,TZ] U [TNk(n)an])

= Z P(A(j,n1,n2))
j=—i,
1<ni<n2<n, ng—ni=n—~h
< P(Lp-n 2 —k) > P(Sn, = Jj + k)P(B(j,n1,n2) | D(n1,n2)).
Jj=—i,

1<ni<na<n, ni+n—no=h
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Concatenating the path of the random walk before time n; and after time no gives
P(L, > —i, Np(k) > 21, T} +n— TNn(k) =h, M, €1[0,T;]U [TNk(n),n])
P(Ln—h > _k) Z P(LnlJrnfng =7 Rn1+n7n2 (] + k) = nl)

Jj=—i,
1<ni<na<n, ni+n—na2=h

< P(Lp-p = k) Y P(Ly = j)
jz—i

= P(Lpp > —k)P(Ly > —i). (30)

IN

Second, we consider the case where M,, € [T}, TNn(k)] and split the path of the random
walk between times T and Tj; For all 7,5/ < 0, k > 0 and 0 < n; < ny < n, introduce
then

A'(j,nl,ng) = {Ln = —j, Nn(/{?) > 21, Tl =Ny, TNn(k) = Ny, Mn S [nl,ng]},

B'(j,j',n1,n2) = {Vm € [1,n1] : Sy >3, Sp, = Sn, =7+ k,

Vm €]ng,n| : Sy > 5’y S # j+k,Ja € [0,n1] U [ng,n] : S, = '},

C/(janlanQ) = {vm € [n17n2] : Sm > j7 Sn1 = Sn2 =k +j7 Ja € [nlanQ] : Sa :j}
Note that conditionally on D(ny,n2) = {Sn, = Sn, = j + k}, B'(j,5’,n1,n2) and
C'(j,n1,n2) are independent,

J+k
A/(j,nlanQ) C |_| Bl(j’j/anlyn2) ﬂc/(janlyn2)'
i'=j
and we get the analogue of (R9),

Jj+k
]P(A ]7”17“2 ZP ng—mi1 = _k)P(Sn1 :j+k)P(Bl(j7j/7n17n2) ’ D(nlanZ))-

J'=j
Moreover
= |_| A,(j7n17n2)'
Jj=—1,
1<ni<na<n, ni+n—ns=h

Then, following the proof of (B()), we get

P(Ln > —i, Nn(k) >20, Ty +n— TNn(k) =h, My € [TIZ,TNk(n)])

< P(Lyn>—k) > D> PB(Sn, = j+k)P(B'(j,5',m1,n2) | D(n1,na))
j'’>—i, je[i’—k,j'] 1<n1<n2<n,
ni+n—no=h
< P(Lp-n = —k) komax Y P(Sn, = j+k)P(B'(j,5',n1,m2) | D(n1,7m2))
§'>—i Uk ) i a <,
ni+n—no=h
< nen = —k) > kP(L
j'>—i
< KP(Ly_p > —k)P(Ly > —i). (31)
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Combining the inequalities (BJ) and (Bl), we get
P(Ly, > =i, Nyp(k) >2l, Ty+n—Ty, 4y =h) < (k+ 1)P(Ly_p > —k)P(Ly > —i),

which proves the first inequality of the lemma. The second one can be proved similarly
concatenating the random walk between [0,71] and [Ty, (x), 7). O

Proof of Lemma [f. Let h € N such that h > n/2. The first inequality of Lemma [] below
ensures that

P(Ly > —i, Nu(k) > 21, Ty+n— Ty, = h) < (k+ DP(Ly > —)P(Ly_, > k).
Using (B4),
P(Ly, > —i, Nu(k) > 2, Ty+n— Ty, = h) < co(k+1)P(Ly > —i)e (n — h) =32y =0,
Moreover, using (RJ), for every i € N, there exists ng € N such that for all ng/2 < n/2 < h,

P(Lj, > —i) < 2e"u(i)h =32y~ < 2,232y (i)n =324, (32)

Then, writing ¢ = 2.23/2 ¢y,

P(Lyp > —i, Na(k) > 21, Ti+n =Ty, g = h) < cpeu(i)(k + 1)y "n=>2(n — h) 75/,

(33)

Similarly, for every h such that ng/2 < n/2 < h, the second inequality of Lemma [
below ensures that

P(Ly, > —i, Nu(k) > 21, Ty4+n—T = h) < cpe®u(i)(k+1)e’ "n=3/2(n— h)73/2. (34)

Noting that a.s.

n—I

n—l
(Nu(k) = 2y = | ANu(k) > 20, Tian—Tn ) = B} | {Na(k) > 21, Ty+n—=T) = h},
h=n/2 h=n/2

we can combine the last two inequalities (BJ) and (B4), which give for every n > nq,

P(Ly, > —i, Nu(k) >2l) < > P(Ln > —i, Na(k) =2, T+ n— Ty, i) = h)

n/2<h<n-—I

+ Y P(Ln=—i, No(k) > 20 Ti+n—T =h)

n/2<h<n—I

2cpe®u(i)y"n 2 (k + 1)e* Z (n— h)™3/?
n/2<h<n-—I

2¢pe® u(i)y"n =32 (k + 1)e* Z h=3/2
h>1

2.2y u(i)y " n 32 (k + 1) VI, (n > no).

IN

IN

IN
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Then, using again (R3),

limsup P(L, > —i, Ny(k) > 21)/P(L, > —i) < 4cyey (k + 1) /VI.

n—0o0

Using that (k + 1)e?* = o(e?’%) if §' > 6, this completes the proof of the first inequality
of the lemma for X € Z. The general case can be proved similarly.

Note that, for every # > a, when h > n/2, we can replace (B2) by
P(Lj, > —i) < 232 .cePn=3/24", (t,h,n € N).
Following the proof above ensures that there exists ¢ > 0 such for all i,n,l € N,
P(L,, > —i, Ny(k) > 2l) < cje?'y"n=3/2e% /1.
Thus, by (), for every x > 0, there exists C,, > 0 such that
P(Ny, (k) > 1| Ly, > —x) < 2¢§Cy(k + 1) VI, (k,n,l € N),

which gives the second inequality of the lemma. O

Proof of Corollary []. Let a < 1/2 and d > 0 given by Theorem [[. Fix o < 0 < p/2 <
1/2. Choose also ko € N such that

dY ek <1/,

k>ko
By (B§), for every x > 0, there exists D > 0 such that for every n € N,
P(N,(k) > e** | L,, > —x) < Del0=#/2F
which is summable with respect to k. Thus, by Fatou’s lemma,

lim sup Z P(N, (k) > e** | L, > —z) < Z limsup P(N,, (k) > e#* | L, > —x).

" k>ko k>ko "
By Lemma [, this gives, for every = > 0,
hmsupz k) >e* | L, > —x) Z (O=n/2)k
T k>k k>k

Then,
lim sup PP( U {Ny (k) > e}y | L, > —2) < 1/2.

n—00 k>ko

By Lemma [ again, fix N € N such that

limsupP( | ] {Nu(k) = N} | Ly > —z) < 1/4.

e 0<k<ko

31



Then
limsupP( ) {Nu(k) > N} |J {Ne(k) > e#*} | Ly, > —z) < 3/4.

o 0<k<ky k>ko

Noting that

n

Z exp(L, — 5;) < Z Ny (k)e ™,

=0 k=0
this ensures that for every = > 0,

n

limian(Zexp(Ln - S) <B| Ly, >—x) >1/4,

n—oo
=0
with 3 := 3 pep Ne ¥+ 37,0, e#Fe ¥ 1 This gives the result. O
Acknowledgements

I wish to thank Jean Bertoin, Amaury Lambert and Vladimir Vatutin for various
suggestions and corrections.

References

[1] V. 1. Afanasyev, J. Geiger, G. Kersting, V.A. Vatutin (2005). Functional limit theo-
rems for strongly subcritical branching processes in random environment. Stochastic
Process. Appl. 115, no. 10, 1658-1676.

[2] V. I. Afanasyev, J. Geiger, G. Kersting, V A. Vatutin. Branching processes in
random environment. A phase transition in the subcritical regime. Available via
www.mathematik.uni-bielefeld.de/~trutnau/kersting.pdf.

[3] A. Agresti (1975). On the extinction times of varying and random environment
branching processes. J. Appl. Prob. 12, 39-46.

[4] K. B. Athreya, S. Karlin (1971). On branching processes with random environments,
I : Extinction probability. Ann. Math. Stat. 42. 1499-1520.

[5] K. B. Athreya, S. Karlin (1971). On branching processes with random environments,
IT : limit theorems. Ann. Math. Stat. 42. 1843-1858.

6] K. B. Athreya, P. E. Ney (2004). Branching processes. Dover Publications, Inc.,
Mineola, NY.

[7] V. Bansaye (2007). Proliferating parasites in dividing cells : Kimmel’s branching
model revisited. To appear in Ann. Appl. Prob..

[8] P. Billingsley (1999). Convergence of probability measures. Second edition. Wiley
Series in Probability.

32



[9]

[10]

[11]

[12]

[13]

[14]

[15]

[18]

[19]

[20]

[21]

22]

F.M. Dekking (1988). On the survival probability of a branching process in a finite
state iid environment. Stochastic Processes and their Applications 27, 151-157.

R. Durrett (1980). Conditioned Limit Theorem for Random Walks with Negative
Drift. Z. Wahrsch. Verw. Gebiete 52, no. 3, 277-287.

J. Geiger (1999). Elementary new proofs of classical limit theorems for Galton-
Watson processes. J. Appl. Prob. 36, 301-309.

J. Geiger, G. Kersting, V A. Vatutin (2003). Limit Theorems for subcritical branch-
ing processes in random environment. Ann. I. H. Poincaré 39, no. 4. 593-620.

D.R. Grey, L. Zhunwei (1993). The Asymptotic Behaviour of Extinction Probability
in the Smith Wilkinson Branching Processes. Adv. Appl. Prob. 25, No 2, 263-289.

Y. Guivarc’h, Q. Liu (2001). Asymptotic properties of branching processes in random
environment. C.R. Acad. Sci. Paris, t.332, Série 1. 339-344.

J. Guyon (2007). Limit theorems for bifurcating Markov chains. Application to the
detection of cellular aging. Ann. Appl. Probab. 17, No 5/6, 1538-1569.

K. Hirano (1998). Determination of the limiting coefficient for exponentials functional
of random walks with positive drift. J. Math. Sci. Univ. Tokyo 5, 299-332.

D. L. Iglehart (1974). Iglehart, Donald L. Conditioned limit theorems for random
walks. Stochastic processes and related topics (Proc. Summer Res. Inst. Statist.

Inference for Stochastic Processes, Indiana Univ., Bloomington, Ind., 1974, Vol. 1;
dedicated to Jerzy Neyman), 167-194.

M.V. Kozlov (1976). On the asymptotic behaviour of the probability of non-
extinction for critical branching processes in a random environment. Theory Probab.
Appl. 21 (4), 742-751.

R. Lyons, R. Pemantle, Y. Peres (1995). Conceptual proofs of Llog L criteria for
mean behavior of branching processes. Ann. Probab. 23 (3), 1125-1138.

W.L. Smith, W. Wilkinson (1969). On branching processes in random environments.
Ann. Math. Stat. 40, No 3, 814-827.

V. Vatutin (1999). Reduced subcritical Galton-Watson processes in a random envi-
ronment. Adv. in Appl. Probab. 31 , no. 1, 88-111.

V. Vatutin (2004). A limit theorem for an intermediate subcritical branching process
in a random environment. Theory Probab. Appl. 48 , no. 3, 481-492.

33



