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Concurrency, probabilistic fairness

and σ-algebras

Samy Abbes ∗ Albert Benveniste †

March 27, 2008

Abstract

We give an interpretation through σ-algebras of phenomena encoun-
tered in concurrency theory when dealing with “infinite confusion”—the
extreme opposite of confusion-free event structures. The set of runs of a
safe Petri net is equipped with its Borel σ-algebra F. The fine structure
of F describes the complexity of choices along runs, and we show that
a transfinite induction of finite degree is needed to explore all choices of
runs in general. The degree is minimal (zero) when confusion is bounded,
corresponding to the classes of confusion free and locally finite event struc-
tures.

We relate this construction to probabilistic fairness by showing how
to randomize the net equipped with its Borel σ-algebra by using only the
first step of our decomposition, and making it thus more effective. Hence
the serious difficulty brought by the above transfiniteness in the applica-
tion of Kolmogorov extension theorem is bypassed thanks to probabilistic
fairness.

Keywords: Probabilistic Petri nets, probabilistic event structures, true-concurrency.

Introduction

The distinction between interleaving and partial orders semantics, the latter be-
ing also called true-concurrency semantics, has a deep impact when equipping
concurrent systems with probabilities. Indeed the partial orders semantics, that
we are concerned with in this paper, attaches probabilities to partial orders of
events, not to sequences. The absence of a global and totally ordered clock
leads to rethink, adapt and reformulate some important concepts that found
the theory of classical probabilistic processes. Among them is the concept of a
Markovian system, i.e., a system with a probabilistic memory that does not go
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beyond the current state. This has justified the term of Markov net given to the
probabilistic systems we have constructed, based on safe Petri nets. Thanks to
probabilistic true-concurrency, some new concepts emerge, that have no equiva-
lent in the probabilistic sequential theory, such as the notion of local state [8, 2],
to be compared with the fundamental notion of global state of a Markov chain
for instance.

One essential idea for probabilistic true-concurrent systems is better ex-
pressed by comparison with sequential systems such as Markov chains: whereas
a Markov chain consists of a sequence of probabilistic choices, where each choice
determines the next state and is conditioned in the probabilistic sense by the
current state, a Markov net randomizes a partial order of choices. Concurrent
choices, an informal term that would require a precise definition, are random-
ized independently, thus giving life to the idea that causal independence matches
probabilistic independence. Informally, regard a Markov net as being governed
by concurrent random agents performing local choices, cooperating only for
synchronizations and remaining probabilistically independent while progressing
concurrently.

How long and far synchronizations can break probabilistic independence is
the most difficult issue in this theory. In previous work, we have recognised
that choices are adequately captured in the model of event structures by the
notion of branching cell, minimal sub-event structures that support coherent
probabilistic choices. We have developed the tools to manipulate branching
cells, to equip them with local probabilities that nicely compose together to
form a global probabilistic event structure, but we have been limited by some
technical considerations, namely branching cells are required to be finite. More
precisely, we have considered the class of so-called locally finite event structures,
which extends the class of confusion-free event structures—locally finite event
structures are event structures with finite confusion. The present paper extends
our former probabilistic constructions to the general case without restrictions,
showing that branching cells still constitute an adequate tool for constructing
probabilistic event structures and nets, even if they are infinite.

In this paper, the notion of σ-algebra plays a crucial role, since σ-algebras
allow to formulate into the language of measure theory concepts that originate
from concurrency theory. We show how concurrency with infinite confusion may
lead to several layers of concurrent sub-systems, which translates as a finite fam-
ily of nested σ-algebras. This theory is first developed without probabilities, i.e.,
by considering only measurable spaces, and leads to the definition of the degree
of an event structure or of a net. When adding probabilities, a pleasant simpli-
fication occurs: only the first step of this decomposition through σ-algebras is
needed to properly equip the whole structure with a probability measure. We
formulate this result by saying that the Borel σ-algebra naturally attached to
the space of runs of the net is contained in the completed σ-algebra of first order
that we define. Informally, this is due to the fact that needing the second step
and beyond would lead to unfair behaviours, which of course have probability
zero.

This paper shows: that branching cells, even infinite constitute a proper
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notion of local choice for event structures and nets; they can be equipped with
probabilities that compose together to define a global probabilistic event struc-
ture or a probabilistic net. Infinite confusion brings technical complications, that
are captured by a finite family of nested σ-algebras that we define. However
these complications need not be taken into account when considering probabili-
ties, since the mere probabilistic fairness—that is shown to hold as expected—is
enough to avoid them.

The paper is organized as follows: Section 1 collects the background needed
on probabilistic concurrent systems. In §2.1, we introduce the notions of branch-
ing cell and of R-stopped configuration and we state their general properties.
Particular properties of branching cells for locally finite event structures are
stated in §2.2. A transfinite induction is introduced in §2.3, and a probabilis-
tic application is presented in §3. Finally, Section 4 discusses further research
perspectives.

1 Background on Probabilistic Concurrent Sys-

tems

Petri Nets, Event Structures and Unfoldings. We recall some definitions
and essential facts on event structures and unfoldings of safe Petri nets.

Let (E,�, #) be an event structure (we say “event structure” as a shorthand
for prime event structure) [5]. For an event e ∈ E, we denote by ↓ e the set
of events f such that f � e. We assume that ↓ e is finite for every e ∈ E.
Any subset F ⊆ E is called a sub-structure of E; it is an event structure with
the restrictions of � and # to F . We say that E is a labeled event structure
if E is equipped with a mapping λ : E → T , with T a finite set. Any sub-
structure F ⊆ E inherits a labeling, simply the restriction of λ to F . Two
event structures labeled by the same set T are said to be isomorphic if there
is a bijection f between sets of events such that f and f−1 respect causality,
conflict and labeling.

We say that a subset A ⊆ E is a prefix of E if A is downward-closed, i.e. if
↓ e ⊆ A for every e ∈ A. Configurations of E are defined as conflict-free prefixes
of E. As subsets of E, configurations are partially ordered by inclusion. Two
configurations v, v′ of E are said to be compatible if their union v ∪ v′ is still a
configuration. For any configuration v, define:

Ev =def {e ∈ E : e /∈ v, ↓ e is compatible with v} . (1)

We call the sub-event structure Ev the future of v. If w is a configuration of Ev,
the set theoretic union v ∪w is readily checked to be a configuration of E, that
we call the concatenation of v and w, denoted by v ⊕ w (“⊕” to emphasize the
difference with the union “∪” of compatible configurations of E). Finally, say
that configuration v enables an event e ∈ E if e is a minimal event of Ev. In
this case, we write, by abuse of notation, v ⊕ e = v ∪ {e}.

Let N = (P, T, F, m0) be a Petri net, where P and T are two finite disjoint
sets of places and transitions respectively, F is the flow relation on the net and
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m0 is the initial marking. We denote by •x the preset of a node x. We say that
N is safe if every reachable marking m satisfies m(p) ≤ 1 for all p ∈ P . In the
following, we only consider safe Petri nets. Two firing sequences s and s′ of N
are said to be immediately equivalent if they can be written s = (t1, . . . , tn) and
s′ = (t1, . . . , ti+1, ti, . . . , tn) for some i = 1, . . . , n − 1 such that •ti ∩

•ti+1 = ∅.
The trace equivalence on firing sequences of N is the reflexive transitive closure
of the immediate equivalence. Traces of N are defined as the equivalence classes
of firing sequences, up to trace equivalence. The marking reached by a firing
sequence s only depends on the trace of s. We speak thus of the marking reached
by a trace v, and this marking is denoted γ(v).

Let N be a safe Petri net. The unfolding theory states the existence of a
canonical labeled event structure E = (E, λ), with λ : E → T , such that: every
finite configuration of E project through λ to a trace of N ; every trace of N
is obtained by this way. E is called the unfolding of N [5, 6]. For v a finite
configuration of the unfolding E , we denote by γ(v) the marking reached by the
trace of N associated to v. We will use the following result.

Lemma 1. Let E = (E, λ) be the unfolding of a safe Petri net N = (N, m0),
with N = (P, T, F ), and let v be any configuration of E. Denote by Ev the
labeled future (Ev, λ

∣

∣

Ev ). Then there is a safe Petri net N ′ = (N ′, m′
0), with

N ′ = (P ′, T ′, F ′), such that:

1. Ev is the unfolding of N ′;

2. N ′ is a sub-net of N , i.e.: P ′ ⊆ P , T ′ ⊆ T ,
F ′ = F ∩ (P ′ × T ′) ∪ (T ′ × P ′).

If v is finite, we can take N ′ =
(

N, γ(v)
)

. If v is infinite, we can chose T ′ such
that Card(T ′) < Card(T ).

We omit the proof of this result, well-known in the case of a finite configura-
tion v. If v is infinite, we may take for N ′ the net build upon the following set T ′

of transitions: let G be the set of transitions t ∈ T such that t appears infinitely
many as a label of v. Then take T ′ = T \ {t ∈ T : ∃t′ ∈ G, •t ∩ •t′ 6= ∅}.

General Probabilistic Petri Nets. We first recall some basics from prob-
ability theory [4]. If Ω is a set, a σ-algebra F on Ω is a collection of subsets of
Ω closed under complement and countable union and containing Ω. The pair
(Ω, F) is called a measurable space, and the triple (Ω, F, P) is a probability space
if P is a set-function F → [0, 1], such that: P(Ω) = 1, P(A ∪ B) = P(A) + P(B)
whenever A ∩B = ∅, and P(

⋃

n≥0 An) = limn→∞ P(An) for any non-decreasing
sequence (An)n≥0 of sets in F.

Let E be an event structure. We denote by ΩE the set of maximal config-
urations of E; that is, a configuration ω is maximal if for any configuration v,
v ⊃ ω ⇒ v = ω. The following subsets of ΩE will play a key role in what
follows:

↑ v = {ω ∈ ΩE : ω ⊃ v} , v a configuration of E. (2)

4



An application of Zorn’s lemma shows that ↑ v 6= ∅ for every configuration v,
and in particular ΩE 6= ∅ since ΩE =↑ ∅. The set ΩE comes as a topological
space: ΩE is naturally endowed with the trace of the Scott topology on the
domain of configurations of E. Open sets of Ω are arbitrary unions of sets of
the form (2), with v a finite configuration. Note that ΩE , endowed with this
topology, is Hausdorff. The Borel σ-algebra on ΩE , denoted by F, is defined as
the smallest σ-algebra that contains all open sets of Ω. Then we define:

Definition 1 (probabilistic true-concurrent systems). A probabilistic event
structure is a pair (E, P), where E is an event structure and P is a probability
on (ΩE , F), with F the Borel σ-algebra on ΩE. If E is given as the unfolding of
a safe Petri net, then (N , P) is a probabilistic Petri net.

2 Branching Cells and the Degree of Nets

2.1 Branching Cells

Our aim is to show that any maximal configuration of an unfolding is a “partial
order of choices”. Branching cells are introduced for this purpose. We first
define the minimal conflict relation on E, denoted by #µ:

∀x, y ∈ E, x#µ y ⇐⇒
(

(↓ x) × (↓ y)
)

∩ # =
{

(x, y)
}

. (3)

This relation has already been studied by several authors. We have intro-
duced in a previous work [2] the following definition: a prefix B is said to be a
stopping prefix of E if B is closed under minimal conflict, i.e. ∀x, y ∈ E, x ∈ B
and x#µ y ⇒ y ∈ B. Intuitively, it means that the choices concerning an event
e ∈ B remain internal to B. Stopping prefixes form obviously a complete lat-
tice, with ∅ and E as minimal and maximal stopping prefixes. The following
property of stopping prefixes is not satisfied by all prefixes, as the reader may
be convinced by drawing some examples.

Lemma 2. Let B be a stopping prefix of E. Then ω ∩B is a maximal configu-
ration of B for every maximal configuration ω of E: ω ∈ ΩE ⇒ ω ∩ B ∈ ΩB.

Definition 2. We define an initial stopping prefix as any nonempty stopping
prefix B such that ∅ is the only stopping prefix strictly contained in B.

Hence initial stopping prefixes are minimal nonempty stopping prefixes. In
a nonempty event structure, initial stopping prefixes need not exist, as shown
by the event structure depicted in Fig. 1. We thus introduce the following
definition, where the word “pre-regular” is chosen to comply with regular event
structures from [7].

Definition 3. We say that an event structure is pre-regular if there is a con-
stant K such that, for every configuration v of E, the set of minimal events of
(Ev,�) has cardinal less than K.
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Figure 1: An event structure without initial stopping prefix: Any nonempty
stopping prefix contains a stopping prefix of the form Bn = {ek, k ≥ 2n+1} for
a certain n ≥ 0, and thus all other Bk with k ≥ n. Hence there is no minimal
nonempty stopping prefix.

Remark that the event structure depicted in Fig. 1 is not pre-regular (all
events e2k+1, k ≥ 0, are minimal in E = E∅). Pre-regularity is a mild and
reasonable assumption, which states that a bounded number of events are en-
abled by any finite configuration. Pre-regular event structures have the following
property.

Theorem 1. Let E be a pre-regular event structure. Then for every nonempty
stopping prefix B of E, there is an initial stopping prefix A ⊆ B.

Proof. Let B be a non empty stopping prefix of E. Denote by H the poset of
non empty stopping prefixes included in B, ordered by reverse inclusion. We
show that any chain (Bi)i∈I of H has an upper bound in H. Obviously, since
the poset of stopping prefixes of E is a complete lattice, the bound exists as
a stopping prefix, it is given by C =

⋂

i∈I Bi, and all we have to show is that
C 6= ∅. Assume that C = ∅, and consider the sequence of events constructed as
follows. Fix ω a maximal configuration of E. Then ω ∩Bi is maximal in Bi for
all i ∈ I according to Lemma 2, and therefore ω ∩ Bi 6= ∅ since Bi 6= ∅.

Choose e0 a minimal event of ω. Assume that n+1 distinct events e0, . . . , en

have been constructed with ek minimal in ω for k = 1, . . . , n. Since
⋂

i∈I ↓ Bi =
∅, there is an index i ∈ I such that Bi∩{e0, . . . , en} = ∅. As ω∩Bi is non empty,
we pick en+1 a minimal event of ω ∩ Bi . Then e is also minimal in ω since B
is prefix, and the induction is complete. Then all en are pairwise distinct and
minimal in ω, and thus minimal in E since ω is prefix. This contradicts that E
is pre-regular. Hence C 6= ∅.

Zorn’s lemma implies then that H has a minimal element, which is the result
required.

Corollary 1. The unfolding of a safe Petri net is pre-regular. Therefore, if
nonempty, then it contains initial stopping prefixes.

Recall that we denote by ΩF the set of maximal configurations of an event
structure F . Consider the following recursive construction:

1. Set v0 = ∅;
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2. For n ≥ 0, assume configurations v0, . . . , vn have been constructed such
that vi−1 ⊆ vi for i = 1, . . . , n. Select A an initial stopping prefix of Evn ,
and z ∈ ΩA. Then set vn+1 = vn ⊕ z.

Definition 4 (branching cells). We say that a configuration v is finitary
R-stopped (R-stopped for “recursively stopped”) if there is a sequence v0, . . . , vn

constructed as above such that v = vn. We say that v is R-stopped if v is fini-
tary R-stopped, or if there is an infinite sequence (vn)n≥0 constructed as above
such that v =

⋃

n≥0 vn. In both cases, the sequence (vn)n used to construct v,
together with the associated sequence (An)n, is called a decomposition of v.

We call branching cell of E any initial stopping prefix of Ev, where v is a
finitary R-stopped configuration. We say that an initial stopping prefix of Ev,
with v finitary R-stopped, is a branching cell that is enabled by v (such a v may
not be unique).

Hence a finitary R-stopped configuration v is obtained by recursively se-
lecting adequate branching cells A1, . . . , An and configurations zi ∈ ΩAi

for
i = 1, . . . , n such that v = z1 ⊕ · · · ⊕ zn. Setting v0 = ∅ and vi = z1 ⊕ · · · ⊕ zi

for i = 1, . . . , n, “adequate branching cell” means that Ai is an initial stopping
prefix of Evi−1 for i = 1, . . . , n.

We now state the main properties of branching cells shown in [2] for event
structures having the additional property of local finiteness (see below, §2.2).
The properties that we list here do not depend on this assumption, and the
proofs still hold in the present general case.

Theorem 2 ([2]). Let E be a pre-regular event structure.

1. Branching cells and concurrency. Let v be a finitary R-stopped con-
figuration of E. If A1 and A2 are two distinct branching cells enabled by v,
then A1 ∩ A2 = ∅, and A1 and A2 are concurrent (meaning that x and y
are concurrent for every pair of events (x, y) ∈ A1×A2). Thus v⊕ v1 and
v⊕v2 are compatible, for any pair (v1, v2) of configurations of A1 and A2.
In particular, set B = A1 ∪A2, which is a stopping prefix of Ev; then ΩB

decomposes as the set theoretic product ΩB = ΩA1
× ΩA2

.

2. Branching cells are intrinsic. Let v be a R-stopped configuration, and
let (vn, An)n and (v′n, A′

n)n be two decompositions of v. Then both se-
quences have same cardinality, and we have equality of the set of branching
cells {An, n ≥ 1} = {A′

n, n ≥ 1}. We denote by ∆E(v) this collection of
branching cells, which only depends on E and v.

3. Branching cells tile configurations. Let v be a R-stopped configura-
tion of E. Then, any two distinct branching cells in ∆E(v) are disjoint.
Furthermore, v =

⋃

x∈∆E(v)(x ∩ v), and x ∩ v ∈ Ωx for every x ∈ ∆E(v).

4. Concatenation and subtraction. Let u be a finitary R-stopped con-
figuration of E. If v is R-stopped in Eu, then u ⊕ v is R-stopped in E,
and:

∆E(u ⊕ v) = ∆E(u) ∪ ∆Eu(v), ∆E(u) ∩ ∆Eu(v) = ∅. (4)
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If u is finitary R-stopped, if v is R-stopped in E and if u ⊆ v, then v \ u
is R-stopped in Eu.

5. Lattice of compatible R-stopped configurations. For v any config-
uration of E, the family of R-stopped configurations contained in v is a
complete lattice.

Example—We compute branching cells on a simple example. Consider A1 and
A2 two distinct initial stopping prefixes of E, and let zi ∈ ΩAi

, i = 1, 2. Let v =
z1∪ z2. Point 1 implies that v is a configuration of E. Since each zi is obviously
R-stopped in E, with ∆E(zi) = {Ai}, i = 1, 2, point 5 of Th. 2 implies that v
is R-stopped in E. Point 4 implies that v \ z1 is R-stopped in Ez1 . Therefore,
since ∆E(z1) = {A1}, formula (4) implies that A1 ∈ ∆E(v). Symmetrically, we
find that A2 ∈ ∆E(v). Because of the tiling property (point 3), we are done:
∆E(v) = {A1, A2}. Hence (∅, z1, z1 ⊕ z2 = v) and (∅, z2, z2 ⊕ z1 = v) are the
two only possible decompositions of v. Observe that this result, although quite
intuitive, is not an immediate consequence of Def. 4. ⋄

Comment—Point 1 of Th. 2 shows that concurrent branching cells are indepen-
dent: any choice made locally in a branching cell is compatible with any choice
made locally in another concurrent branching cell. As the above example shows,
concurrency brings non-determinism in the possible decompositions of a given
R-stopped configuration. On the other hand, point 2 of Th. 2 shows that, nev-
ertheless, the branching cells involved in any decomposition of a configuration
are intrinsic to this configuration.

Finally, examine the case where E = (E, λ) is the unfolding of a safe Petri net.
Since reachable markings of N are finitely many, futures of configurations are
finitely many up to isomorphism of labeled event structures thanks to Lemma 1.
Since branching cells are defined by means of futures, this implies:

Proposition 1 (and definition). Let E = (E, λ) be the unfolding of a safe Petri
net N . Then branching cells of E are finitely many up to isomorphism of labeled
event structures. We call local state of N a class of branching cell of E, up to
isomorphism1.

2.2 Locally Finite Unfoldings

Additional properties hold when local finiteness [2], that we recall next, is as-
sumed.

Definition 5. An event structure E is said to be locally finite if for every event
e ∈ E, there is a finite stopping prefix B such that e ∈ B.

Proposition 2 ([2]). In a locally finite event structure, branching cells are finite.
Thus a R-stopped configuration if finite if and only if it is finitary. Moreover,
every maximal configuration is R-stopped. Any future Ev of a locally finite event
structure is locally finite.

1In [2], such local states where called dynamic clusters, emphasizing their dynamic prop-
erties when tiling configurations.
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Let E = (E, λ) be the unfolding of a safe Petri net, that we assume locally
finite. Observe that for x and x′ two isomorphic branching cells, the isomor-
phism x → x′ is unique. It induces a canonical isomorphism (bijection of finite
sets) Ωx → Ωx′ . This gives a sense to the notation Ωx, for x a class of branching
cells, that we called a local state in Prop. 1, and thus to the following state-
ment. Recall that F denotes the Borel σ-algebra on ΩE , and that ↑ v denotes
the subset of Ω defined by (2).

Theorem 3 (and definition, [3]). Let N be a safe Petri net with locally finite
unfolding E = (E, λ). For each local state x, let µx be a (finite) probability
on Ωx. For each finite (or, equivalently, finitary) R-stopped configuration v,
set:

p(v) =
∏

x∈∆(v)

µx(v ∩ x) , (5)

where x denotes the class of branching cell x. Then there is a unique probability
measure P on (ΩE , F) such that p(v) = P

(

↑ v
)

for all v finite and R-stopped.
Each probability µx is called a local transition probability. A Markov net is

any pair (N , (µx)), where x ranges over the set of all local states of N .

Since each local state x is finite (Prop. 2), and since local states are finitely
many when seen as labeled event structures (Prop. 1), the above definition of
Markov nets is fully effective: it depends on a finite number of parameters in
[0, 1]. Markov nets have been extensively studied in [3].

When the local finiteness assumption is not in force, then Proposition 2
fails. We have thus to consider two difficulties: branching cells can be infinite,
and R-stopped configurations may not cover all maximal configurations. In the
following, we show how to handle the second difficulty.

2.3 Non Locally Finite Unfoldings and the Degree of Nets

Example—Let us first analyze non locally finite unfoldings on an example. Let
N be the safe Petri net depicted in Fig. 2, top. The unfolding E = (E, λ) of N
is depicted in bottom-left. Events ai, bi and ci, for i = 1, 2, . . . , are respectively
labeled by transitions a, b and c. Events named d, e and f are labeled by
transitions d, e and f respectively. E has a unique initial stopping prefix,
namely x1 = {a1, b1}. Observe that the smallest stopping prefix that contains
d is E \ {e, f}, since d#µ ci for all i = 1, 2, . . . , and thus E is not locally finite.
The finitary R-stopped configurations associated with x1 (i.e., with a 1-step
decomposition) are (a1) and (b1). Now the future E(b1) is depicted in Fig. 2,
bottom-right. It contains the two branching cells {c1, d} and {e, f}. On the
other hand, the future E(a1) is isomorphic to E. Repeating this process, we
find all R-stopped configurations of E. We describe them as follows: let r0 = ∅,
and rn = a1 ⊕ · · · ⊕ an, for n = 1, 2, . . . . Putting sn = rn−1 ⊕ bn for n ≥ 1,
R-stopped configurations containing bn must belong to the following list:

sn, sn ⊕ cn, sn ⊕ d, sn ⊕ d ⊕ e, sn ⊕ d ⊕ f, n ≥ 1 . (6)
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Figure 2: A safe Petri net that unfolds to a non locally finite event structure.
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All R-stopped configurations are those listed in (6), plus all rn for n ≥ 0,
and finally the infinite configuration a∞ = (a1, a2, . . . ). Branching cells are
computed accordingly. They belong to the following list: xn = {an, bn}, x′

n =
{cn, d}, n ≥ 1, or x′′ = {e, f}. This shows in passing that branching cells can
be all finite without E being locally finite. On the other hand, the set ΩE of
maximal configurations is described by:

ΩE =
{

a∞ ⊕ d ⊕ e, a∞ ⊕ d ⊕ f
}

∪
{

sn ⊕ cn, sn ⊕ d ⊕ e, sn ⊕ d ⊕ f, n ≥ 1
}

.

As a consequence, a∞ ⊕ d ⊕ e and a∞ ⊕ d ⊕ f are two maximal configurations
that are not R-stopped. This contrasts with the case of locally finite unfoldings
(see Prop. 2).

We may however reach the missing maximal configurations ωe = a∞ ⊕ d⊕ e
and ωf = a∞⊕ d⊕ f by a transfinite recursion. Indeed, a∞ is a R-stopped con-
figuration of E. Its future is the simple event structure with 3 elements d � e,
d � f , and e#f . Ea∞ has two branching cells, namely {d} and {e, f}. Hence if
we authorize to perform concatenation, not only with finitary R-stopped con-
figurations as left-concatenated element, but also on R-stopped configurations
such as a∞, we reach more configurations. In this example, in one additional
step, we reach the missing elements ωe and ωf of ΩE . We formalize and extend
the above discussion in a general context next. ⋄

Let E = (E, λ) be the unfolding of a safe Petri net N . We set X−1 = {∅},
and we define inductively:

for n ≥ 0, Xn =
{

u ⊕ v : u ∈ Xn−1, and v is R-stopped in Eu
}

.

It follows from this definition that Xn−1 ⊆ Xn for all n ≥ 0, and that X0

is the set of R-stopped configurations of E. Then we define a non decreasing
sequence of associated σ-algebras of ΩE as follows: For n ≥ 0, Fn is the σ-
algebra generated by arbitrary unions of subsets of the form ↑ (u ⊕ v), with
u ∈ Xn−1 and v finitary R-stopped in Eu. Then Fn ⊆ Fn+1 for all n ≥ 0 since
Xn ⊆ Xn+1. In case of locally finite unfoldings, we have the following:

Proposition 3. If E is locally finite, then F = F0.

Proof. Assume E is locally finite. Then finitary R-stopped configurations are
finite, so the generators of F0 are Scott-open and thus F0 ⊆ F. To show that
F ⊆ F0, it is enough to show that ↑ v ∈ F0 for every finite configuration v, since
the collection of such ↑ v constitute a basis of open sets of the Scott topology
on Ω. Thus let v be a finite configuration. There is a finite stopping prefix B
that contains v. Now ↑ v =

⋃

ωB∈ΩB , ωB⊇v ↑ ωB by Lemma 2. It is shown in [2]
that any ωB ∈ ΩB with B finite is finitary R-stopped. Hence the above finite
union shows that ↑ v ∈ F0, and thus F ⊆ F0.

Example—The result of Prop. 3 is not true in general. For instance, in the above
Example 2.3, consider A =↑ (a∞ ⊕ d ⊕ f). Then A /∈ F0. Indeed, considering
the σ-algebra G = {↑ a∞ ∩K, K ∈ F0}, the description that we gave of finitary
R-stopped configurations shows that G = {∅, ↑ a∞}. This implies that A /∈ F0.
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The following result generalizes the observation made on the above example:
maximal configurations are reached after a finite number of (infinite) steps.

Theorem 4. Let N be a safe Petri net with p transitions. Let (E, λ) be the
unfolding of N , and construct as above the sequences (Xn)n and (Fn)n. Then
ΩE ⊆ Xp and F ⊆ Fp+1.

Proof. We first show by induction on p that ΩE ⊆ Xp. This is trivial for p = 1;
assume it holds until p− 1, and let N be a net with p transitions. Let ω ∈ ΩE ,
and we show that ω ∈ Xp. We may assume that ω /∈ X0, otherwise we are done.

We claim that there is an infinite R-stopped configuration v with v ⊆ ω.
Indeed, take v as the supremum of R-stopped configurations subset of ω. Then
v is R-stopped thanks to Th. 2, point 5. Assume that v is finite. Then, in par-
ticular, v is finitary R-stopped. Hence v 6= ω, otherwise ω would be R-stopped,
which is excluded. Therefore Ev is nonempty. Corollary 1 implies that Ev has
an initial stopping prefix, say x. Then, ω \ v is maximal in Ev, and thus by
Lemma 2, z = (ω \ v) ∩ x is maximal in x. In particular z 6= ∅, since z is max-
imal in the nonempty event structure x. But then v ⊕ z is finitary R-stopped,
subset of ω, and strictly larger than v, which contradicts the definition of v.
This contradiction shows that v is infinite, as we claimed.

Put w = ω \ v. Then w is a maximal configuration of the future Ev. But,
since v is infinite, Lemma 1 says that Ev is the unfolding of a subnet of N with a
number of transitions at most p−1. Hence, by the induction hypothesis applied
to this subnet, we have w ∈ X v

p−1, with the obvious notation X v
p−1 associated

to Ev. There is thus a sequence w0 ⊆ · · · ⊆ wk = w with k ≤ p−1, wi ∈ X v
i and

wi \ wi−1 R-stopped in (Ev)wi−1 for i = 1, . . . , k. It is readily checked from (1)
that (Ev)wi = Ev⊕wi . Hence the sequence v ⊆ v ⊕ w1,⊆ · · · ⊆ v ⊕ wk = ω
shows that ω ∈ Xp. This shows that Ω ⊆ Xp.

We now show that F ⊆ Fp+1. By the same argument used in the proof of
Prop. 3, it is enough to show that ↑ v ∈ Fp+1 for every finite configuration v.
Hence let v be a finite configuration. For each ω ∈↑ v, let Qv(ω) be the configu-
ration defined by Qv(ω) = inf{w ∈ Xp : v ⊆ w ⊆ ω}. This subset is nonempty
since ΩE ⊆ Xp, thus the infimum defining Qv(ω) is well defined. Moreover we
see by induction on p, using point 5 of Th. 2, that Qv(ω) ∈ Xp. We have thus:

↑ v =
⋃

w0∈Xp ,w0⊇v

Q−1
v (w0) . (7)

It follows from point 4 of Th. 2 that, if w0 is a configuration such that w0 =
Qv(ω0) for ω0 ∈↑ v, then Q−1

v (w0) =↑ w0. Hence each Q−1
v (w0) in (7) is either

empty or a subset of the form ↑ w0, with w0 ∈ Xp. By definition of Fp+1, this
implies that ↑ v ∈ Fp+1, and completes the proof. ⋄

Definition 6 (degree). The degree of a maximal configuration ω ∈ ΩE is the
smallest integer q such that ω ∈ Xq. The degree of a safe Petri net is the
smallest integer q such that ΩE ⊆ Xq.
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Figure 3: A net with degree 0 and infinite branching cells. Left, a safe
Petri net. Right, a prefix of the (unique and infinite) initial stopping prefix x0

of its unfolding. x0 consists of all events an, bm and cn,m for n, m ≥ 1. To
get the entire unfolding, add a fresh copy of x0 after each event ci,j , i, j ≥ 1,
and continue recursively. Maximal configurations of x0 have the form ωn,m =
a1⊕· · ·⊕an⊕b1⊕. . . bm⊕cn+1,m+1, with n, m ≥ 0, or ω∞ = a1⊕b1⊕a2⊕b2⊕. . . .
Any maximal configuration ω of the unfolding is a finite concatenation of ωn,m’s,
ended with a ω∞, or an infinite concatenation of ωn,m’s. This net has therefore
degree zero.

Theorem 4 says that safe Petri nets have finite degree, less than the number
of transitions. Nets with locally finite unfoldings have degree 0, although all
nets of degree 0 need not to have a locally finite unfolding, as shown by the net
depicted in Fig. 3.

3 Application to the Construction of Probabilis-

tic Nets

From the result on σ-algebras stated in Th. 4, one wishes to construct a proba-
bility measure on (Ω, F) by using recursively and finitely many times formula (5).
For locally finite unfoldings, such a construction amounts to taking a projective
limit of measures (see [1]). We thus want to take nested projective limits of mea-
sures. Although this procedure would apply to any pre-regular event structure,
considering unfoldings of nets brings a surprising simplification.

3.1 Analyzing an Example

Example—Let us informally apply this construction to the example depicted in
Fig. 2; justifications of the computations that we perform will be given below.
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We have already listed configurations from X0 and associated branching cells
xn = {an, bn}, x′

n = {cn, d}, n ≥ 1, and x′′ = {e, f}. With a∞ = (a1, a2, . . . ),
configurations from X1 are a∞ ⊕ d, a∞ ⊕ d ⊕ e and a∞ ⊕ d ⊕ f (concatenation
of a∞ with R-stopped configurations of Ea∞). Hence, extending the definition
of branching cells to initial stopping prefixes in the future of configurations
from X1, we add x′′′ = {d} and the already known x′′. Hence the net has
four generalized local states (=classes of generalized branching cells) x = {a, b},
x′ = {c, d}, x′′ = {e, f} and x′′′ = {d}. Consider µ, µ′, µ′′ and µ′′′, probabilities
on the associated sets Ωx, Ωx

′ , Ωx
′′ and Ωx

′′′ . For a finite configuration v ∈ X0

as listed in (6) and thereafter, the probability P
(

↑ v
)

is computed by the product
formula (5). We have seen that every maximal configuration ω belongs to X1,
and that some of them belong to X0. We may thus ask: what is the probability
that ω ∈ X0? We compute:

P(ω /∈ X0) = P(ω ⊇ a∞)

= P

(

⋂

n≥1

{ω ⊇ rn}
)

, with rn = a1 ⊕ · · · ⊕ an ∈ X0,

= lim
n→∞

P(ω ⊇ rn) = lim
n→∞

αn , by formula (5).

where parameter α = µ(a) is the probability of choosing transition a for a token
sitting on the left most place of the net.

We thus obtain that P(X1 \ X0) = 0 whenever α < 1 (note that α < 1 is
a natural situation). The above calculation relies on the fact that the choices
are drawn in a memoryless way (i.e., α is constant). We shall now see that this
situation is indeed general, for Markov nets. ⋄

3.2 Markov Nets of First Order

For x a local state, any discrete probability measure on Ωx is called a local
transition probability on x. We have:

Theorem 5. Let N be a safe Petri net, and let µx be a local transition proba-
bility for every local state x of N . For each finitary R-stopped configuration v,
let p(v) be defined by:

p(v) =
∏

x∈∆(v)

µx(v ∩ x) , (8)

where x denotes the isomorphism class of branching cell x. Then there is a
unique probability measure P0 on (Ω, F0) such that P0

(

↑ v
)

= p(v) for all finitary
R-stopped configurations v. The pair (N , (µx)), where x ranges over the set of
all local states of N , is called a Markov net of first order.

Comment—Observe the difference with Th. 3 stated for nets with locally finite
unfoldings. The probability constructed in Th. 5 is defined only on F0, and
cannot measure in general all Borel subsets. We will see that this is actually
not a restriction (see Th. 6 below). In case E is locally finite, we see that both
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constructions of probability through Thms. 3 and 5 are the same, since F = F0

by Prop. 3, and since formula (5) and (8) are the same.

sketch of. Consider the so-called normal decomposition of maximal configura-
tions introduced in [3, § 4.4]. This defines a sequence of F0-measurable map-
pings πn : Ω → X0. Observe that the σ-algebra generated by the πn, n ≥ 1,
is F0. Then apply Kolmogorov extension theorem to conclude.

3.3 Completion of Markov Nets of First Order to Markov

Nets

We now formalize the result observed on the example above (§ 3.1), that there
is “no room left” for maximal configurations ω not in X0. For this we use the
notions of complete and of completed σ-algebras. Define first the symmetric
difference A△A′ between two sets A and A′ by A△A′ = (A \ A′) ∪ (A′ \ A).
Let (Ω, F, P) be a probability space. Say that a subset A ⊆ Ω is P-negligible (or
simply negligible if no confusion can occur) if there is a subset A′ ∈ F such that
A ⊆ A′ and P(A′) = 0. Remark that, in this definition, A is not required to be
in F. The σ-algebra F is said to be complete if F contains all P-negligible subsets.
For any σ-algebra F, a σ-algebra H is said to be a completion of F (w.r.t. P)
if H is complete, and if for every A′ ∈ H, there is a A ∈ F such that A△A′

is negligible. It is well known that every σ-algebra F has a unique completion,
which is called the completed σ-algebra of F [4].

Theorem 6. Let N and (µx)x define a Markov net of first order. We assume
that µx(↑ y) > 0 for any local state x and for any finite configuration y of x.

Let P0 be the probability on (Ω, F0) constructed as in Th. 5, and let H be
the completed σ-algebra of F0. Then F ⊆ H, and thus P0 extends to a unique
probability P on (Ω, F), where F is the Borel σ-algebra of Ω.

using Lemma 3 below. Let v be any finite configuration of the unfolding E.
According to Lemma 3 below, P0-a.s. every ω ∈↑ v satisfies ω = V (ω). Therefore
we have, up to P0-negligible sets:

↑ v = {ω ∈ Ω : v ⊆ V (ω)} .

It is readily seen that the σ-algebra 〈V 〉 generated by V seen as a random
variable coincides with F0 . Hence ↑ v is F0-measurable up to a P0-negligible
set. This shows that F ⊆ H, as required.

As it is easily seen from the above proof, the essential ingredient lies in
Lemma 3 below. We need to introduce a couple of tools for its proof. First
define the max-initial stopping prefix of an event structure E, as the union of
all initial branching cells of E. Denote it by B0(E). Then define inductively,
for each maximal configurationω ∈ ΩE the sequence πn(ω) of configurations as
follows:

π0(ω) = ∅, n ≥ 0, πn+1(ω) = πn(ω) ⊕
(

ω ∩ B0(E
πn(ω))

)

.
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Define finally the following markings and intermediate configurations:

∀n ≥ 0, mn(ω) = γ
(

πn(ω)
)

, zn(ω) = ω ∩ B0(E
πn(ω)),

so that we have πn+1 = z0 ⊕ . . . ⊕ zn for all n ≥ 0.
The reason for defining these elements is this: a Markov net of first order

makes the pair (mn, zn)n≥0 a Markov chain. A proof of this will be found in [3,
Lemma 8.1] for the locally finite case, and it is immediately transposed into the
general case precisely because the result only concerns the first degree of nets.

If E is locally finite, then we have ω =
⋃

n≥0 πn(ω) for any ω ∈ ΩE . But
in general we only have

⋃

n≥0 πn(ω) ⊆ ω, and this inclusion may very well be
strict. Our goal however is to show that the strict inclusion is a rare event, in
the probabilistic sense. To formulate our results more concisely, we introduce
the following notation:

∀ω ∈ ΩE , V (ω) =
⋃

n≥0

πn(ω) .

Lemma 3. Let N and (µx)x define a Markov net of first order. We assume
that µx(↑ y) > 0 for any local state x and for any finite configuration y of x.
Then the equality V (ω) = ω holds for P0-a.s. every ω ∈ Ω.

Proof. Let ω ∈ Ω be such that ω 6= V (ω). Then there is an event e ∈ E compati-
ble with V (ω), and such that e 6∈ V (ω). In other words, we have that e ∈ EV (ω).
Clearly, event e is not in any branching cell enabled by any configuration πk(ω),
for k ≥ 0. But obviously, for any marking k ≥ 0, there is a finitary R-stopped
configuration vk of Eπk(ω) such that e, as an event of the event structure Eπk(ω),
belongs to some branching cell that would be enabled by πk(ω) ⊕ vk . Further-
more, it is a consequence of Lemma 1 that event structures Eπk(ω) are finitely
many up to isomorphism of labeled event structures. Accordingly, we chose the
configurations vk such that they are finitely many up to isomorphism of labeled
event structures.

Fix an integer k ≥ 0 for a moment. Since configuration vk is finitary
R-stopped, there is an integer nk ≥ 1 such that:

πk(ω) ⊕ vk 6⊆ πk+nk
(ω). (9)

Indeed, otherwise e would be in some branching cell enabled by πk+nk
(ω). Since

configurations vk have been chosen among finitely many classes up to isomor-
phism, we choose the integers nk uniformly bounded when k ranges over the
integers, so that nk ≤ N for some integer N > 1. Now, Eq. (9) translates for
Markov chain (mn, zn)n≥0 as a constraint on the N -folded Markov chain

Xn = (mn, mn+1, . . . , mn+N−1, zn, zn+1, . . . , zn+N−1), n ≥ 0,

of the kind Xn /∈ An, where (An)n≥0 is a sequence of measurable sets such
that P0(Xn 6∈ An|Xn−1) is uniformly bounded away from one—using that each

16



µx(↑ y) > 0 for any local state x and finite configuration y of x. Thanks to
Borel-Cantelli lemma [4], this implies that P0(Xn 6∈ An infinitely often) = 0.

The above construction was done for any ω ∈ Ω such that ω 6= V (ω). It
relies only on the existence of the event e chosen at the beginning. Since such
events are countable many, the measurable set

{

ω ∈ Ω : ω 6= V (ω)
}

appears
as a countable union of measurable sets, each of them being of probability zero.
Therefore, the conclusion P0

(

ω 6= V (ω)
)

= 0 holds.

4 Conclusion

We have shown how to define and construct probabilistic Petri nets for safe
Petri net with arbitrary confusion. The basic idea is that choice is supported
by the notion of branching cells, so independent dices can be attached to each
branching cell in order to draw maximal configurations at random.

Whereas a countable sequence of drawings is enough for nets with locally
finite unfolding, a transfinite induction is needed in the more general case. Sur-
prisingly enough, for Markov nets, this transfinite induction is actually not
required.

Limitations of this approach are encountered when we try to construct ef-
fective local transition probabilities. Although nets with non locally finite un-
foldings can have finite branching cells, we face in general the case of infinite
branching cells x, with associated spaces Ωx being infinite also. Worst is when
Ωx is not countable. We hope that such more difficult cases can be reached
by regarding them as products of simpler probabilistic nets. Composition of
true-concurrent probabilistic processes is a field that we currently explore.
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