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The impact of errors in atmospheric forcing on the behaviour of ocean models is a fundamental issue for ocean
modellers and data assimilation and one that has yet to be fully addressed. In this study, we use a stochastic modelling

approach with 50 7-months (September–March) primitive equation eddy permitting (1/4�) integrations. We investigate
the response of the oceanic circulation to atmospheric uncertainties, focusing principally on their impact on the upper oce-
anic temperature field. The ensemble is generated by perturbing the wind, atmospheric temperature and incoming solar
radiation of the ERA40 reanalysis. Each perturbation consists of a random combination of the 20 dominant EOFs of
the difference between the ERA40 and NCEP/CORE reanalysis datasets. The ensemble standard deviation of various
interfacial and oceanic quantities is then examined in the upper 200 m of three distinct regions of the North Atlantic:
in the Gulf Stream, in the Northern Tropical band and in the North East Atlantic. These show that even a very small per-
turbation of the atmospheric variables can lead to significant changes in the ocean properties and that regions of oceanic
mesoscale activity are the most sensitive. The ocean response is driven by vertical diffusivity and eddy activity. The role of
subsurface currents is also crucial in carrying the eddy signal away from the regions of mesoscale activity. Finally, the dec-
orrelation time scale of the mesoscale activity is critical in determining the amplitude of the oceanic response.

Keywords: Stochastic modelling; Atmospheric perturbations; Heat content; North Atlantic

1. Introduction

The knowledge of the mechanisms governing the ocean heat content distribution and their response to atmo-
spheric forcing is a key issue in understanding the ocean–atmosphere coupled system. It has been addressed in
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many different studies and a lot of understanding about upper ocean processes has been gained (e.g. Rudnick
and Ferrari, 1999; Ferrari and Bocaletti, 2004). Among these studies, many are based on modelling, from con-
ceptual models to high resolution Ocean General Circulation Models (e.g. Noh et al., 2002; Boccaletti et al.,
2005; Caniaux and Planton, 1998). This has involved considerable effort in improving the parameterisation
of upper ocean processes, such as vertical mixing. Simultaneously, a new generation of atmospheric products,
with improved realism and space–time sampling, have been made available to force OGCMs, as for instance,
ECMWF and NCEP reanalyses and datasets derived from satellite observations. The parallel efforts on
OGCMs on the one hand and atmospheric forcing products on the other raise another question that is funda-
mental, but that has received little attention: what is the response for a given model to errors in the atmospheric
forcing, in particular in terms of representation of upper ocean heat content? In this paper, we aim to address
this issue, in the specific case of an eddy-permitting simulation of the North Atlantic circulation.

The difficulty in dealing with such an issue stems from three main reasons. The first one is the complexity of
the physical processes involved (i.e. those governing the model response to the atmospheric forcing itself) and
the wide range of space and time scales associated: from the large scales of the ocean circulation to the tur-
bulent sub-meter scales. The second reason is linked to the nature of the errors or uncertainties in the atmo-
spheric forcing: errors in the air–sea exchange formulation (e.g. bulk formulae) or in the atmospheric forcing
fields themselves. Most OGCMs are forced with numerical weather prediction (NWP) products such as
ECMWF or NCEP (re)analyses. Uncertainties in these products arise from errors in NWP models, in data
assimilation schemes and in the assimilated observations, as well as from the scarcity of observations in some
regions. Unfortunately, the error estimations are usually not provided with the fields and remain poorly
known. The third difficulty is more methodological: how can we estimate a model response (or ‘model errors’)
to errors in parameters or boundary conditions, such as errors in the atmospheric forcing?

Estimates of model errors are necessary for the evaluation of the degree of realism of the simulations as well
as for a better interpretation of model–data misfits. In particular, data assimilation or state estimation meth-
ods require the specification of model errors. The latter are given as the covariance matrix of forecast errors or
background errors on the control variables. Model errors are usually unknown (or incompletely known); their
estimates are often based on strong assumptions of stationarity and homogeneity. Stochastic modelling offers
the possibility to quantitatively estimate the model response to given perturbations on state variables, param-
eters and boundary/initial conditions. It constitutes the basis of the so-called Ensemble Kalman Filter (Even-
sen, 2003), where the forecast error covariance matrices are computed from statistics on an ensemble of
simulations (as an approximation of the dynamical Fokker–Planck equation) and are updated by the filter.
The estimation of errors in OGCMs, including the identification of their space–time structures, is an issue
which has not really been addressed yet, in all likelihood because of complexity of the problem and of numer-
ical computation limitations. Recently, it has received more attention in particular through the use of stochas-
tic modelling (see among recent studies: Wirth and Ghil, 2000; Auclair et al., 2003). When data are
assimilated, a posteriori comparisons between forecast and analysis may allow one to ’adjust’ the a priori error
covariance estimate (so-called ‘adaptive methods’). In the context of ocean/weather forecasting, statistical
tests are developed to check the forecast against a priori assumptions and first guess error covariances, leading
possibly to the rejection of a priori estimates. However, these methods are not aimed at providing a systematic
discussion of the errors spatial and temporal structures. To our knowledge, there are very few attempts to ana-
lyze OGCM errors and interpret them in terms of physical processes; those that exist are essentially conducted
with coastal models (Echevin et al., 2000; Auclair et al., 2003; Jordà-Sanchez, 2005) or short (daily) time scales
in limited areas (e.g. Andreu-Burillo et al., 2002). In this work, we adopt such an approach but in the case of a
basin-scale eddy-permitting simulation on longer time scales.

Our general objective is to explore the model response and the associated mechanisms to uncertainties in
atmospheric fields in an eddy-permitting simulation of the North Atlantic at seasonal scales. We focus on
the heat content representation in the upper layers. The period of study is September 1994–March 1995. Such
a period has been chosen as it corresponds to the seasonal deepening of the mixed-layer: we thus expect the
sensitivity of the upper ocean to the atmospheric signal to be high. We use an ensemble method which consists
of building a set of perturbations for the atmospheric forcing, then generating an ensemble of simulations each
driven by the different perturbed atmospheric fields. We characterize the model response from the ensemble
statistics of the induced ocean perturbations. This paper presents the results for the temperature field only
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and addresses the following issues: what is the impact of atmospheric uncertainties on SST? How does it
penetrate to depth? What are the time scales and physical processes associated? The impact on other surface
variables and heat budgets as well as estimates of covariances will be examined in a forthcoming article.

The paper is organized as follows: the OGCM and atmospheric forcing fields are presented in the next sec-
tion. In Section 3, we describe the atmospheric perturbations and the generation of the ensemble of simula-
tions. In Section 4, the ensemble spreads of air–sea heat and momentum fluxes and of ocean temperature
profiles are presented and we identify the principal mechanisms associated with the subsurface ocean response
to the atmospheric perturbations. The main conclusions and their implications are discussed in Section 5.

2. Set up

2.1. Model

The model used in this study is based on the NEMO OGCM (Madec, 2006) a free-surface, z-coordinate,
primitive equation code coupled to the LIM ice model (Goosse and Fichefet, 1999). The North Atlantic con-
figuration used here belongs to the hierarchy of NEMO-based ocean model configurations developed by the
DRAKKAR project. It is referred to as NATL4 and was built up as a regional extraction of the 1/4� global
DRAKKAR configuration extensively described in Barnier et al. (2006), in particular in terms of its coastlines
and bottom topography. Major characteristics of NATL4 are described in Le Sommer et al. (2006). They are
only summarized here. The horizontal mesh is a 1/4� resolution tri-polar ORCA grid (see Barnier et al., 2006)
which covers the Atlantic Ocean and the Nordic Seas from latitude 20�S to 80�N. The vertical grid has 46
geopotential levels with a grid spacing ranging from 6 m at the surface to 250 m for the lowermost level.
The bottom topography is represented with partial steps (full steps were used in Le Sommer et al., 2006). Buf-
fer zones are defined at the northern and southern boundaries and in the eastern Mediterranean Sea, inspired
by the methodology used in the DYNAMO project (Willebrand et al., 2001) where temperature and salinity
are relaxed to the climatological fields of Levitus et al. (1998). A Laplacian isopycnal mixing of tracers (coef-
ficient of 300 m2/s at the equator) as well as a bilaplacian diffusion of momentum (coefficient of 1.6 � 1011 m4/s
at the equator) are used in the lateral mixing parameterization. Both coefficients are decreasing toward the
pole as the first and third power of the grid step, respectively. Vertical physics are parameterized by a 1.5 order
closure model, the Turbulent Kinetic Energy or TKE scheme (Blanke and Delecluse, 1993), to which an
enhanced vertical mixing of tracers and momentum is added in case of static instability. In this model config-
uration, the background diffusion (Kz) is set to 10�5 m2/s. In the surface layers, the TKE vertical mixing
scheme allows the diffusion coefficient to vary between 10�4 and 1 m/s (very exceptionally above 1). When
static instabilities occur, Kz is increased to 10 m2/s. Quadratic bottom friction and free slip lateral boundary
conditions are used. There is no restoring to surface climatological values for the salinity or the temperature
and the river run-offs are parameterised using a monthly data set.

2.2. Forcing

Forcing fields used in this study are from the ERA40 reanalysis provided by the ECMWF (Uppala et al.,
2005). They consist in six hourly winds at a height of 10 m, humidity and temperature at 10 m, daily incoming
solar radiation and outgoing long wave radiation, daily rain and snowfall. Precipitation fields have been cor-
rected following Troccoli and Kallberg (2004). The atmospheric variables are first interpolated on the model
grid and then used to drive the model. The model does its calculation of the surface fluxes every 5 h using the
bulk formulae proposed by Large and Yeager (2004), the above variables from ERA40 and its own diagnostic
sea surface temperature.

2.3. Reference run

The model starts on January 1st 1987, from rest and from the climatological values of Levitus et al. (1998)
for temperature and salinity. The model spin-up lasts 7 years and 8 months and uses the ERA40 interannual
reanalysis fields; the period of study for the ensemble simulations spans from September 1994 to March 1995.
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A reference experiment, i.e. without any perturbations added to the forcing, is run from September 1994 to
December 1997. A full description of the reference run is beyond the scope of this paper and we just present
here the main features of the mean temperature (T) and salinity (S) distribution at the surface. A more detailed
presentation will be given in a future paper. The 3-year average of T and S fields is calculated over 1995–1997
and compared to the Levitus et al. (1998) climatology. The differences in sea surface temperature (SST) are
minor, less than 1.5 �C over most of the basin. They reach slightly higher values in upwelling areas along
the African coasts, where neither the model nor the atmospheric forcing have a sufficient resolution to prop-
erly represent the upwelling physics. The misfits are larger (�3 �C) in the Labrador basin and along the Green-
land coasts; they are maximum (�8 �C) in the Gulf Stream region. These important differences are down to the
issue of boundary current separation point which is too northerly in the model. For the sea surface salinity, the
difference with the climatology falls between �0.75 and 0.75 PSU over most of the basin except in wintertime
ice covered regions and near river outflows where it increases significantly (up to 8 PSU, not shown). Runoff
estimates is a critical issue locally for short time scales and globally at annual time scales (recall there is no
restoring to climatological values at surface). In the rest of our study, we will focus on areas far from rivers
outflows.

3. Experimental strategy

3.1. A priori uncertainties on ERA40 fields

The first step of our work consists in generating a set of perturbations on the ERA40 forcing fields over the
period September 1994–March 1995. The perturbed variables are the air temperature, the zonal and meridi-
onal wind velocities and the incoming solar flux. By perturbing these variables, we induce perturbations on all
the air–sea fluxes components: momentum, heat and fresh water. Recall that our objective is to explore the
ocean model’s response to uncertainties in the atmospheric forcing; therefore, the perturbations should repre-
sent uncertainties on the ERA40 variables. The question now is: what are the uncertainties on ERA40 fields?
They are not provided by the reanalysis and there is no estimate available over the whole basin and period of
the experiment. In this study, we choose to represent the ERA40 uncertainties by the differences between
ERA40 fields and their equivalent in the CORE products of Large and Yeager (2004). This is a choice among
others, motivated by the fact that ERA40 and CORE datasets have similar space–time sampling and coverage.
Such a strategy is also used by Leeuwenburgh (2005) in a data assimilation study in the Tropical Pacific; his
motivations and the detailed method to generate the perturbations are however different from ours. CORE
fields are derived from the NCEP/NCAR reanalysis (Kalnay et al., 1996) for the air temperature and wind
velocity and from satellite observations for the radiative fluxes (ISCCP, Zhang et al., 2004). These fields have
then been adjusted by Large and Yeager (2004) based on comparisons with in situ or satellite datasets. In
terms of data frequency, CORE winds and air temperature are given every 6 h and incoming solar radiation
every 12 h, as they are in the ERA40 dataset.

It is clear that by this approach, i.e. estimating the a priori uncertainties on ERA40 fields from the differ-
ences between ERA40 and CORE datasets, the errors estimates do not represent the full range of errors in the
ERA40 variables. This is mainly because both ECMWF and NCEP NWP models are based on similar phys-
ical assumptions and also because common observations are used in both assimilation systems and as bound-
ary conditions. As a result, the main features of the large scale atmospheric circulation and variability are
expected to be similarly represented in the two reanalyses. The ‘errors’ defined by the differences between
ERA40 and CORE are the signature of: (1) the differences between the ECMWF and NCEP atmospheric
models (physical parameterisations, numerical schemes), (2) the differences between the data assimilation sys-
tems and (3) the adjustments made by Large and Yeager (2004) on the original NCEP/NCAR reanalysis to
create the CORE product. However, the differences in terms of radiative fluxes have a different nature since, in
the CORE dataset, they come from satellite observations. It is beyond the scope of this paper to describe
extensively the differences observed between the atmospheric variables from CORE and ERA40. Briefly,
the wind module variations are fairly well correlated between both datasets but the amplitude of the CORE
winds is greater than that of the ERA40 ones. Little differences are found on air temperature whereas large
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discrepancies are observed for the downward radiation on both time variability and mean values: ERA40
fluxes are stronger at high latitudes and weaker in the tropical band (Brodeau et al., 2006).

3.2. Generation of the perturbations on ERA40 fields

The perturbations on ERA40 variables are built by first calculating the differences between the ERA40
(sERA40) and CORE (sCORE) six hourly fields without the climatology having been removed, where s represents
air temperature (T10), incoming solar flux (Qsol) and the meridional (V10) and zonal (U10) wind velocities.
We then compute the EOFs of the differences over the study period (September 1994–March 1995):

sERA40ðx; y; tÞ � sCOREðx; y; tÞ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

s

¼ dsmeanðx; yÞ þ
X

i

hiðtÞwiðx; yÞ ð1Þ

where hi is the amplitude of the time series of the EOF number i, Wi, and dSmean(x,y) is the temporal mean of
the difference over September 1994–March 1995.

Differences between ERA40 and CORE in U10, V10 and T10 are likely to be correlated because of the
dynamical link between these variables. In order to account for the correlation, we compute multivariate
EOFs for U10, V10 and T10. Differences in Qsol are deemed independent from those in U10, V10 and T10
as, in the CORE dataset, Qsol is derived from satellite data and not from the NCEP reanalysis model. Hence
a second set of (univariate) EOFs for Qsol is calculated over the period September 1994–March 1995. The first
multivariate EOF represents roughly 9% of the signal. In order to represent at least 50% of the variability, it is
necessary to take the dominant 20 multivariate EOFs, which add up to 51% of the variability. For the univar-
iate solar radiation EOFs, these numbers are, respectively, 15% and 53%.

The perturbations on the ERA variable (sERA40) are then based on a random combination of the dominant
EOFs. More precisely, for each members’ of the perturbations ensemble, the dominant 20 EOFs multiplied by
a random number are added to (sERA40). In order to insure that the ensemble average of the perturbations has
a zero mean at every time step, we generate pairs of perturbed fields built from the same perturbation but with
an opposite sign. The kth perturbed field ðs0kÞ writes as follows:

s0kðx; y; tÞ ¼ sERA40ðx; y; tÞ þ
X20

i¼1

aki hiðtÞwiðx; yÞ ð2Þ

aki is a random number from a normal distribution with a zero bias and unit standard deviation for the ith
EOF mode and the kth perturbation.

We choose not to include in our a priori errors on ERA40, based on the differences between ERA40 and
CORE fields, the time mean of these differences. This choice was made in order to keep the perturbed fields
close to the ERA40 ones rather than defining a kind of ‘mixed’ ERA40-CORE forcing set. This means that we
consider that the a priori uncertainties of the ERA40 variables are unbiased over the period of study. This is a
relatively strong assumption that could be relaxed in further experiments testing different kind of atmospheric
forcing errors. Note however that, by construction, the time mean of our perturbations over the period of
study is not equal to zero since we do not retain all the EOF modes and since each mode is multiplied by
a different random number ðaki Þ.

In this setup, the coefficients aki are taken as constant over the period of study. Other choices could have
been made (like seasonally varying coefficients), adding some ‘randomness’ in the perturbations. But the objec-
tive here is to build perturbations whose temporal correlation is given by the EOFs amplitude time series for
each mode, so the coefficients aki have to be constant. Besides, for each variable, (U10, V10, T10, Qsol) the
ratio between the variability of the signal built by adding the 20 dominant EOFs (with all aki equal to one)
and the variability of the ERA40 variable over the period of study is, on average over the basin, less than
5%. So in order, to build perturbations with a non negligible amplitude with respect to the (non-perturbed)
ERA40 variable, we chose to accept relatively high values (>1) for the random coefficients aki by generating
them from a normal distribution with unit variance. The resulting amplitude of the perturbations is discussed
in Section 4.1.
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In terms of the spatial distribution (Fig. 1), the first EOFs for the meridional and zonal winds U10 and V10
show roughly a tripolar pattern, wind variations in the tropics and subpolar gyre being in phase, and in oppos-
ing phase with wind variations in the subtropical gyre. Beside this large scale characteristic, smaller specific
patterns are seen in the Labrador and Greenland Seas, in the area of the Gulf Stream separation for example.
The amplitude is fairly small. The first atmospheric temperature EOF identifies the 60�N line as the axis of a
bi-modal variability pattern, temperature changes being out of phase on each side of this line. The solar flux
EOF, with an axis of phase change along the equator reflects the dominance of the annual cycle. In terms of
temporal variability, the first two EOFs have high frequency fluctuations superimposed on a season-like
oscillation (Fig. 2). The higher EOFs mode time series predominantly display high frequency variability. It
is interesting to note that the time series for both univariate and multivariate EOFs have virtually identical
season-like cycles for the first two modes.

3.3. Generation of the ensemble of simulations

Each member k of the ensemble is run over the period September 1994–March 1995, starting from the
same initial conditions obtained from the spin-up over the period January 1987–September 1994. The model
is then forced by a perturbed field ðs0kÞ. In terms of data output, each run provides an estimate of surface
fluxes and ocean variables evolution over the 7 month period. Five days averages are stored. In our study,
the ensemble size is limited to 50 members, due to the computational cost of each run. We are aware that a
greater number of members would increase the relevance of the statistics (variance, covariance). We have
checked that no fundamental changes are obtained on the ensemble spread in temperature when using
30, 40 or 50 members (see Section 4.3). We therefore expect that in terms of space–time structure and
underlying physical processes, an ensemble with a few tens of additional members would not behave in a
significantly different way and the main results and conclusions drawn in this paper would remain
unchanged.

Fig. 1. Spatial pattern of the first EOFs in U10, V10, T10 and Qsol. Contour intervals are 0.5 m/s for U10 and V10, 0.5 �C for T10 and

10 W/m2 for Qsol. Thick line indicates 0 value, dashed line indicates negative values.
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4. Results

4.1. General basin-scale features and definition of the three main zones of interest

Our analysis is based on the ensemble spread at a given date for every quantity which is calculated by com-
puting the standard deviation over the ensemble with respect to the ensemble mean. As shown in Fig. 3a and
b, the areas of maximum ensemble spread are the most dynamic ones, i.e. the Gulf Stream and the North
Atlantic current, the Labrador Sea boundary current as well as the equatorial region. At the surface, in frontal
regions such as south of Newfoundland, the ensemble spread has an amplitude of about 10% of the natural
variability, that is the standard deviation over the study period of the temperature in the reference run (Fig. 3c
and e). Further upstream in the western boundary current (just off the coast of America), outside the frontal
region, this fraction increases to over 50% (Fig. 3e). In the tropical regions, the ensemble spread reaches a
maximum of over 50% of the natural variability (Fig. 3e). Significant ensemble spread values are also observed
in the subsurface. At 100 m, (panels b, d and f), in most of the Gulf Stream sector, they reach 40–50% of that
of the natural variability. In the tropical regions however, at 100 m, the ensemble spread is swamped by the
seasonal signal though it still represents about 10% of the natural variability just off the coast of Brazil
(Fig. 3f). An ensemble spread of significant amplitude is still present at great depth (0.7 �C at 1000 m) in
the Gulf Stream sector (not shown). Generally, the surface spread is greater than that at depth but this is
not always the case: for instance, on the western side of the basin, between 0�N and 10�N, the maximum
ensemble spread occurs at 100 m. The detailed patterns and the amplitude of the ensemble standard deviation
evolve with time and the maps of Fig. 3 would be different if taken at another date of the experiment. How-
ever, the areas of maximum and minimum of the ensemble spread remain the same over the period of study.
The spatial structure of the ensemble spread displays much smaller scales than the natural variability, at all
depths. This analysis shows that the oceanic perturbations resulting from the artificial atmospheric perturba-
tions used in this study are significant in view of their ratio with the natural variability.

In the following sections, we focus our study on three regions characterized by different magnitudes and
space–time structures in the ocean response, namely the North East Atlantic (region NEATL), the North
Tropical area (region TROP) and the Gulf Stream area (region GS). The regions are shown on Fig. 3a and
correspond to boxes of 50 by 50 grid cells (i.e. roughly 13.6� � 12.6�). Most quantities are spatially averaged

sep oct nov dec jan feb mar
–0.2

0

0.2
EOF 1

sep oct nov dec jan feb mar
–0.2

0

0.2
EOF 2

 u10, v10, t10 

 u10, v10, t10 

Qsol

Qsol

Fig. 2. Amplitude of the time series of EOFs 1 (top panel) and 2 (bottom panel), in thick line for the multivariate EOFs and thin line for

the Qsol EOFs.
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over each box in order to lessen the signature of short term eddy activity. This is particularly important in
region GS which straddles the Gulf Stream. Our study is based on the analysis of the time evolution of the
ensemble standard deviation and mean of the atmospheric and oceanic quantities averaged over the three
boxes. There are three types of variables presented here: atmospheric state variables (which are those directly
perturbed), air–sea fluxes and ocean only variables (which result from the ocean model integration). The air–
sea fluxes response to the atmospheric perturbations is highly non-linear because of the non-linearity of the
bulk formulae used and because of the oceanic feedback. It is thus important to analyse them prior to exam-
ining the ocean’s response. In the rest of this study, we therefore make a distinction between the so-called
atmospheric perturbations, i.e. the perturbations on the wind, incoming solar flux and air temperature; inter-
face perturbations, i.e. perturbations of the wind stresses and heat flux; and the ocean perturbations, i.e.
perturbations on ocean only quantities such as temperature and velocity.

Fig. 3. Ensemble standard deviation of the temperature at the surface (panel a) and at 100 m (panel b), at the end of the experiment (29/

03/1995). Natural standard deviation over the study period at the surface (panel c) and at 100 m (panel d) and ratios of the two at the

surface (panel e) and at 100 m (panel f). Values in all panels are in �C.
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4.2. Atmospheric perturbations and interface signal

In order to understand how the ocean responds to perturbations in the atmospheric signal, it is important
to know what the ocean actually responds to, in other words, how the heat flux and wind stress are perturbed
in response to the perturbations on the atmospheric forcing variables. We evaluate the perturbations ampli-
tude and spatial scales relative to the unperturbed fields by examining maps of the ensemble mean standard
deviation over time of the perturbations. We then compare these maps to the unperturbed field averaged over
the same period and to its standard deviation over time (here referred to as the natural variability).

In region NEATL (Fig. 4), U10 and V10 (not shown) perturbations have a maximum amplitude of 10% of
the natural variability. For T10, the perturbations represent less than 1% of the natural variability. In all cases,
the spatial scales are smaller than that of the natural variability. The solar flux perturbations have slightly
smaller spatial scales and are an order of magnitude smaller than the natural variability. The heat flux pertur-
bations amplitude on the other hand reaches a maximum of about a third of the maximum natural variability
(108 W/m2) but is generally well below 10 W/m2. The associated spatial scales are much smaller than those of
the natural variability. The wind stress perturbations have the same spatial scales as the natural variability and
are two orders of magnitude smaller.

Fig. 4. Perturbation variability (mean ensemble standard deviation of the perturbation over the duration of the experiment) (left), natural

variability (standard deviation of the reference field over the duration of the experiment) (right) and mean over the experiment (center) of

T10 (up), U10 (middle) and Heat Flux (bottom) for region NEATL. The x-axis is in degrees of longitude and the y axis in degrees of

latitude.
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In region TROP (Fig. 5), in terms of amplitude, the U10 and V10 perturbations also represent about 1% of
the seasonal signal. T10 perturbations strength is about 0.6% of the natural variability. Spatially, they present
patterns smaller than that of the natural variability, unlike the solar flux perturbations which are of the same
spatial scales as that of the natural variability and an order of amplitude weaker. The heat flux perturbations
maximum amplitude represents about 10% of the natural variability. The wind stress is an order of magnitude
smaller and both have smaller spatial scales than the natural variability.

Finally, Fig. 6 shows clearly that, in region GS, in terms of amplitude, the atmospheric perturbations are
very weak, reaching a maximum of 1% of the natural variability for U10 and V10, 0.6% for T10 and 6% for
the incoming solar radiation. For all the variables, the perturbations have smaller spatial scales than those of
the natural variability. At the interface, for the heat flux, the maximum amplitude is about 240 W/m2, just
above the 230 W/m2 of the natural variability. The important role played by the ocean is obvious as the heat
flux clearly shows the presence of a front and mesoscale signals not visible in the atmospheric variables but
easily found in the SST (not shown). The response in the wind stress is much weaker, having smaller spatial
scales and being an order of magnitude smaller than the natural variability.

Looking at the three regions and the amplitudes of the atmospheric signal, it is clear that the ocean plays a
fundamental part in determining the heat flux response. For instance, the spread of the atmospheric pertur-
bations in region GS is twice that of region NEATL but the resulting spread of heat flux perturbations is

Fig. 5. Perturbation variability (mean ensemble standard deviation of the perturbation over the duration of the experiment) (left), natural

variability (standard deviation of the reference field over the duration of the experiment) (right) and mean over the experiment (center) of

T10 (up), U10 (middle) and heat flux (bottom) for region TROP. The x-axis is in degrees of longitude and the y axis in degrees of latitude.
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almost ten times greater than for the heat flux perturbations in region NEATL. In effect, in region GS, the
ocean appears to amplify the atmospheric signal, by up to an order of magnitude for the wind stress and even
greater for the heat flux. It is striking that so weak differences in the atmospheric signal can lead to such big
variations in fluxes, particularly bearing in mind that the bulk formulae are identical.

4.3. North East Atlantic region (region NEATL)

In Fig. 7, there appears to be no particular trend in the ensemble spread of the atmospheric quantities until
November onwards where the spread of V10 and T10 slowly starts to increase (Fig 7a). There is also a hint of
a seasonal cycle in the ensemble spread of the solar flux (Fig. 7b). In terms of mean values (not shown), there
seems to be two distinct periods: one from September to December where the SST and Qsol show some agree-
ment and a second one where none of the mean quantities appear correlated (not shown). This suggests a
change of regime and could be linked to the deepening of the mixed layer depth (hereafter ‘MLD’) in the
region. Generally, it seems that there is not one mechanism which is predominant in setting the SST in this
region. This is not surprising in view of the fact that this region does not have strong ocean currents or
any thermal fronts. It must be noted that the amplitudes of the perturbations in SST in region NEATL are
an order of magnitude weaker than in region GS and TROP. At the interface, there seems to be a slow increase

Fig. 6. Perturbation variability (mean ensemble standard deviation of the perturbation over the duration of the experiment) (left), natural

variability (standard deviation of the reference field over the duration of the experiment) (right) and mean over the experiment (center) of

T10 (up), U10 (middle) and heat flux (bottom), for the Gulf Stream region (region GS). The x-axis is in degrees of longitude and the y-axis

in degrees of latitude.
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in the ensemble spread of most of the quantities until the end of February. From March onwards, the wind
stress ensemble spread decreases.

The structure of the oceanic temperature profile ensemble spread is fairly simple with the presence of two
layers (Fig. 7c). In the upper 60 m, the spread initially increases until mid October before slowly decreasing
until the end of March when it starts once again increasing. Below 60 m, the spread slowly increases through-
out the experiment. The behaviour of the mean MLD (Fig. 7c) is fairly straight forward. It decreases by 150 m
almost monotonically until mid March before rapidly increasing again, indicating a rapid restratification. The
SST trajectories envelope (Fig. 8a) starts by slowly widening before shrinking slightly. The maximum width is
only of about 0.03 �C. The ocean exhibits a fairly low sensitivity to the variations in the forcing as the envelope
remains narrow. At 100 m (Fig. 8b), there is a monotonic increase in the width of the envelope, which reaches
a width of 0.006 �C. There is very little similarity with what is observed at the surface suggesting that the local
surface signal is greatly modified in the region as it propagates downwards and does not reach 100 m. As its
amplitude at the surface is fairly small, this is not unexpected. The mixed layer heat content (MLHC) envelope
grows virtually monotonically over time (Fig. 8c); it behaves more like the subsurface signal in Fig. 8b than the
SST signal. The absence of mesoscale activity and strong currents in the region means that only the vertical
diffusion carries the surface signal down beyond the depth at which convection occurs. There are two processes

Fig. 7. Standard deviation on the ensemble of atmospheric variables (panel a), air–sea fluxes and SST (panel b), and ocean temperature in

the North East Atlantic region (region NEATL) (panel c). The black curve on the lower panel is the mixed-layer depth (ensemble mean).

For each variable, the mean is calculated over the box, then the standard deviation over the ensemble of the box mean is calculated.
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at work: one which leads to an increase in the MLHC ensemble spread, the vertical transmission of the tem-
perature ensemble spread and another one which both weakens and strengthens the signal, the deepening of
the mixed layer. It leads to an increase in the Kz which means more of the mixed layer will be affected but
more weakly as the perturbation is distributed over greater depths. Over the duration of the experiment,
the depth of convection progressively increases until it encompasses the whole of the mixed layer. At this stage
(mid February onwards), surface perturbations will impact on the whole mixed layer and as a result, the enve-
lope of the heat content starts to widen. Similarly, the rapid shallowing of the mixed layer and convection
towards the end of March leads to a drastic narrowing of the MLHC envelope that can be explained by
two mechanisms. First, we observe that the shallowing of the mixed layer is accompanied by a reduction of
the spread of its depth. Second, the MLHC is computed over a very thin layer which leads to more homoge-
neous values between the ensemble members.

Incidentally, it is interesting to note that the envelopes of the ensemble shown on the three panels of Fig. 8
are absolutely identical for 30, 40 and 50 members. This gives some confidence that the fundamental behav-
iour of the model has been adequately captured by the 50 member ensemble and that little would be gained by
a computationally expensive increase in the size of the ensemble by a few tens of members.

In terms of transmitting the surface signal in the vertical, the vertical diffusion is the dominating mecha-
nism. The high value in Fig. 9c results from the convective activity (note: we use 5-day averages outputs) that
occurs there. In the first month or so, the SST ensemble spread in region NEATL increases in direct response
to the atmospheric ensemble spread (Fig. 7c). This signal penetrates fairly rapidly to about 30 m because of the
relatively high near surface Kz (Fig. 9c). It then weakens from November onwards because the mixed layer is
deeper and the ensemble spread is thus rapidly propagated to greater depth (50 m). At the end of the

Fig. 8. Evolution as a function of time of the differences between each member’s SST (panel a) temperature at 100 m (panel b) and mixed

layer heat content (MLHC) (panel c) and the ensemble mean for region NEATL. The quantities are first averaged over the box before

computing the difference with the ensemble mean. The green curves are the data for the each of the first 30 members, the red curve

indicates the envelope for 40 members and the blue curve, the envelope for 50 members. These often overlay the red curves. The pink curve

show the behaviour and variability of a single member.
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experiment, the surface ensemble spread increases again predominantly because the MLD has shallowed sig-
nificantly, and hence the signal does not penetrate further than the upper 20 m. This increases its intensity.
Underlying this relatively rapid behaviour is the transmission of the ensemble spread in deeper layers with
a weaker Kz. The surface signal reaches 180 m after about 7 months, at the end of the experiment.

4.4. North tropical region (region TROP)

In Fig. 10, the relation between the various variables appears fairly complex in region TROP. There is no
discernible trend in most of the atmospheric quantities (Fig. 10a), except for the solar flux which shows a
signal akin to a seasonal cycle (with a minimum in December and maxima in September and March). There
seems to be some similarities in the trends of the standard deviation of heat flux and that of Qsol (Fig. 10b),
but these two quantities have a behaviour which differs from that of the standard deviation of the SST. The
obvious conclusion is that the ensemble spread of heat flux in this region predominantly comes from the per-
turbation of the solar flux, and not the SST, which indicates a weak sensible heat flux component. There is also
some agreement between the mean winds and the mean heat flux which suggests a predominant role of the
wind in controlling the heat flux in equatorial regions through the latent component (not shown). The lack
of agreement between the behaviour of heat flux and that of the SST points towards an important role of
advection in that region.

Looking at the ocean temperature profile spread, as in region NEATL (Fig. 10c), we have evidence of two
regions. The upper 60 m show an increase until November followed by a decrease until January. From then
on, the spread increases once again. Beneath this layer, we have a mid-depth maximum around 100 m which
reaches its maximum value in January. This suggests that the ensemble spread at this depth is not just the
result of the propagation of the local surface ensemble spread, particularly as there is a clear decoupling of

Fig. 9. Evolution as a function of time and depth of the ensemble mean temperature (�C) (panel a), mean zonal velocity (m/s) (panel b)

and mean vertical diffusivity (m2/s) (panel c) averaged over region NEATL.
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the surface and deeper waters. Furthermore, the evolution of the ensemble spread of temperature appears
cyclic in both the upper (decrease followed by an increase) and lower ocean (increase followed by a
decrease). Regarding the behaviour of the MLD, we observe that the increase in region TROP is by far
the smallest, with the mixed layer going from a depth of 24–48 m. There is little evidence of a shallowing
towards the end of the experiment, although the depth has stabilised and is no longer increasing. The enve-
lope of the SST trajectories (Fig. 11a) widens during the first 2 months then shrinks until the end of Decem-
ber before once again widening, albeit at a slower rate. Here, the maximum width is roughly 0.17 �C. The
increase and decrease are monotonic. This would suggest that the spatial and temporal structures of the per-
turbations in the region have a large persistent spatial signal but this is not bourn out by the analysis of the
heat flux and wind stress. At 100 m (Fig. 11b), the behaviour is similar to what happens at the surface, with
a widening followed by a narrowing although there is a lag of about 4 months and the various features are
not so pronounced. This latter aspect stems from the fact that the atmospheric signal has been dampened by
other processes, namely advection. The range is fairly small, reaching a maximum of 0.05 �C in January. In
terms of the MLHC (Fig. 11c), the picture is slightly more complex. The width of the envelope decreases
then increases again. The slow rate of mixed layer deepening would in theory lend more weight to the sur-
face layer processes and their vertical propagation. As a result, one could expect the behaviour of the mixed-
layer heat content to be similar to that of the SST. The dominant mechanism however is the depth of the
mixed layer. Initially, the MLHC spread decreases because of the decrease in the spread of the MLD (not
shown). As can be seen in Fig. 12b, this decrease is followed by a period of weak advection and weak spread
in the Qsol (Fig. 10b). This leads to a homogenization of the surface waters which are slowly being mixed
with deeper waters (40–60 m), whose temperature spread is smaller (Fig. 10c). The subsequent increase cor-
responds to an increase in the MLD spread and the switch to the Ekman regime which brings waters with a
higher surface temperature spread (see below).

Fig. 10. Standard deviation on the ensemble of atmospheric variables (panel a), air–sea fluxes and SST (panel b), and ocean temperature

in the Tropical region (region TROP) (panel c). The black curve on the lower panel is the mixed-layer depth (ensemble mean). For each

variable, the mean is calculated over the box, then the standard deviation over the ensemble of the box mean is calculated.
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The upper waters of region TROP (down to �60 m) are dominated by the zonal currents which undergo a
reversal in late January–early February, as can be clearly seen in Fig. 12b. Until February, the zonal velocity is
positive, indicating an eastward flowing current, the North Equatorial Counter Current (NECC, Stramma and
Schott, 1996). From February onwards, a shallower westward flowing current is found, the northern branch of
the South Equatorial Current (SEC), driven by the trade winds. These currents bring waters from regions
which show greater sensitivity to the atmospheric perturbations than region TROP itself. In particular, the
NECC brings in water from the North Brazil Current system which shows high sensitivity to the atmospheric
perturbations. Similarly, the Ekman regime brings in cooler waters that originate off the coast of west Africa, a
region of upwelling which also displays a high SST ensemble spread resulting from a high spread in the Qsol
perturbations. As the vertical diffusion is enhanced (stronger Kz, see Fig. 12c), the surface signal propagates
faster and deeper in March than for instance in October. The increase in Kz may be due to the cooler waters
brought into the TROP region by the westward flow that create small instabilities leading to increased con-
vective activity.

The mid depth waters display a type of signal that is absent from region NEATL, a region of weak advec-
tion. As mentioned earlier, this mid-depth signal is clearly decoupled from the local sub-surface signal, as is
evident by the discontinuity in Fig. 10c. Two questions must be answered: first where does it come from and
second how did it get to that depth (100 m or so) in view of the shallowness of the mixed layer (48 m maxi-
mum). The answer to the first question can be found by looking at the velocity distribution in the region.
There is an eastward flowing current for most of the study period which extends from the surface down to
about 130 m (Fig. 12b). From January onwards, this current starts to weaken, starting at the surface as it

Fig. 11. Evolution as a function of time of the differences between each member’s SST (panel a) temperature at 100 m (panel b) and mixed

layer heat content (MLHC) (panel c) and the ensemble mean for region TROP. The quantities are first averaged over the box before

computing the difference with the ensemble mean. The green curves are the data for the each of the first 30 members, the red curve

indicates the envelope for 40 members and the blue curve, the envelope for 50 members. These often overlay the red curves. The pink curve

show the behaviour and variability of a single member.
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is gradually replaced by the northern branch of the SEC. To answer the second question, one needs to look in
the region upstream of region TROP. There is some substantial mesoscale eddy activity (the Brazil Current
rings) which form in summer and fall between 6 and 10�N. These eddies are generated by instabilities in
the North Brazil Current, and have a signal that penetrates deep in to the ocean in excess of 100 m. Introduc-
ing small differences in the mean flow through perturbation in the forcing fields, notably the wind, leads to
initially slight differences in the eddy field. These differences grow fairly slowly over time until January where
because of the decorrelation of the mesoscale activity (discussed in greater detail later in Section 4.5), in under
a month the ensemble spread at 100 m depth increases from 0.015 to 0.04 �C (not shown) with a fairly coher-
ent vertical structure (in other words, in the region of the Brazil Current rings generation, the discontinuity
found in region TROP at 40 m is not observed). These temperature perturbations are then advected by the
eastward flowing North Equatorial Under Current (NEUC, Stramma and Schott, 1996) into region TROP.
To summarise, in region TROP at depth, the temperature ensemble spread increases in January and decreases
from early February onwards. The increase in the spread occurs because the mesoscale decorrelation time
scale has been exceeded and therefore the waters brought in at depth by the eastward flowing current system
(NECC/NEUC) have a strong temperature ensemble spread. The decrease occurs because of the weakening
and eventual disappearance of the eastward current system. Note that the shallowness of the MLD through-
out the experiment means that the MLHC is only affected by the surface currents (NECC, SEC), not the dee-
per NEUC and hence closely follows the behaviour of the SST (Fig. 11a).

4.5. Gulf Stream region (region GS)

In region GS, the spread of the atmospheric quantities does not display any outstanding trends throughout
the study period (Fig. 13a). There is a simultaneous increase in the ensemble spread of the air temperature

Fig. 12. Evolution as a function of time and depth of the ensemble mean temperature (�C) (panel a), mean zonal velocity (m/s) (panel b)

and mean vertical diffusivity (m2/s) (panel c) averaged over region TROP.
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(T10) and the winds (U10, V10) in January. In the interface, both wind stress components follow similar
trends, with a marked increase in November. This increase occurs at the same period as the switch in the sign
of the temporal series of the first EOF (Fig. 2). A striking aspect of Fig. 13b is the monotonic aspect of the
standard deviations of the SST and the heat flux which grow over time. This is mirrored by the virtually mono-
tonic seasonal decrease in the mean SST and sea surface height (not shown). It is difficult to clearly establish
the succession of events: does reducing the SST simultaneously increase its ensemble spread and that of the
heat flux? In any case, this close agreement suggests that the ensemble spread of the heat flux is controlled
by the SST feedback.

The ocean temperature profile spread is fairly complex (Fig. 13c). There is the suggestion of two distinct
regions, one in the upper 40 m with small scale features that broadly shows an increase in the ensemble spread
and one below which is characterized by a slow increase in ensemble spread until January. From then on, the
increase is faster and a mid-depth maximum appears which reaches its maximum value in early March before
decreasing. This clearly indicates that the deeper waters are not solely subjected to a linear propagation of the
surface signal and that more complex mechanisms come into play. The possibility that the subsurface maxi-
mum is an artefact of a bi modal distribution of members can be discounted by looking at the maximum and
minimum mixed-layer depth over the ensemble (not shown), which are both deeper than the temperature
spread subsurface maximum of Fig. 13c. The mean MLD (Fig. 13c) decreases by about 80 m and starts to
show substantial oscillations with shallowing episodes of about 40 m from January onwards which is also
the period where the spread of SST and T100 (temperature at 100 m depth) trajectories increases markedly.
The SST envelope (Fig. 14a) progressively widens over time albeit in a fairly irregular fashion. The width
of the envelope reaches a maximum of about 0.1 �C. In this region, the small spatial scales dominate the forc-
ing due to the nature of the perturbation added and the ocean response as it is an area of high mesoscale activ-
ity. This is illustrated by the complex evolution of the trajectories with a high temporal variability, particularly

Fig. 13. Standard deviation on the ensemble of atmospheric variables (panel a), air–sea fluxes and SST (panel b), and ocean temperature

in the Gulf Stream region (region GS) (panel c). The black curve on the lower panel is the mixed-layer depth (ensemble mean). For each

variable, the mean is calculated over the box, then the standard deviation over the ensemble of the box mean is calculated.
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towards the end of the experiment. At 100 m (Fig. 14b), the width of the envelope grows virtually monoton-
ically to reach a maximum of 0.08 �C. Individually, each trajectory shows significant fluctuations in time.
There is a strong coherence with what happens at the surface, probably due to the vertical coherence of
the mesoscale circulation. In terms of the MLHC (Fig. 14c), it is clear that in region GS, the envelope grows
virtually monotonically over time as the experiment progresses. This can be interpreted as the evidence of the
progressive transmission of the signal in the vertical: over time, a greater portion of the mixed layer is per-
turbed which leads to an increase in the perturbation of the mixed layer heat content. In region GS, for much
of the experiment, the mixed layer is deepening, dampening the effect of the temperature perturbation on the
heat content, this until February where the mixed layer depth has reached a maximum. In effect, we have
the same two processes described in region NEATL, the vertical transmission of the ensemble spread and
the deepening of the mixed layer. Towards the end of March, the MLD starts to shallow and thus the pertur-
bation will have relatively a greater impact on the mixed layer heat content. Because region GS is an area of
high mesoscale activity, the trajectories of each member are highly non monotonic. This is particularly visible
in Fig. 14c once the decorrelation of the mesoscale comes into play (mid January onwards, see below) and the
envelope widens.

In region GS, the transmission in the vertical is driven by the three mechanisms discussed in the analysis of
the two previous regions: diffusion, advection and mesoscale effect. The upper waters are affected by the rapid
vertical diffusion which occurs in the MLD, down to about 40 m. The rate of penetration appears to weaken
towards the end of the period as the mixed layer shallows and the upper waters Kz weakens (Fig. 15c),

Fig. 14. Evolution as a function of time of the differences between each member’s SST (panel a) temperature at 100 m (panel b) and mixed

layer heat content (MLHC) (panel c) and the ensemble mean for region GS. The quantities are first averaged over the box before

computing the difference with the ensemble mean. The green curves are the data for each of the first 30 members, The red curve indicates

the envelope for 40 members and the blue curve, the envelope for 50 members. These often overlay the red curves. The pink curve shows

the behaviour and variability of a single member.
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concomitant with an increase in the spread in SST (Fig. 14a). Interestingly, Kz is never as strong in region GS
as in the other regions and as a result the transmission of the atmospheric signal is never as rapid, as is illus-
trated by the weaker slopes in the isotherms of the temperature ensemble spread (panel c of Figs. 7, 10, and
13). At depth however, what determines the maximum in the ensemble spread of the temperature is actually
the presence of a maximum in the zonal velocity field (0.9 m/s), situated at 140 m (Fig. 15b). This rapidly car-
ries into the region the high ensemble spread of the upstream region creating a strong signal which does not get
swamped by other processes. Compared to earlier occasions of high subsurface zonal velocity (October and
January, Fig. 15b), the temperature ensemble spread in the upstream region which is increasing over time
is much higher, leading to the strong signal observed. The large ensemble spread from the surface down to
200 m in the upstream region is the result of the eddy activity identical to what happens upstream from region
TROP. It is due to the decorrelation of the mesoscale signals as suggested by the correlation plot of Fig. 16. In
Fig. 16, the sea surface height (SSH) correlation of pairs of members with opposite perturbations, averaged
over the ensemble is plotted for region GS and region NEATL. As the model uses the Boussinesq approxima-
tion, the SSH is purely dynamic, in other words the steric effect is not represented. It can therefore be used to
track eddy signatures. Until January, the SSH correlation is virtually equal to one. This means that the paths
of eddies are virtually identical in both elements of the pairs. This changes rapidly in region GS from mid Jan-
uary onwards where the correlation drops to 0.96, indicating that the path of eddies are starting to diverge, but
not in region NEATL where, due to the absence of mesoscale activity, the correlation remains virtually equal
to one throughout the experiment. These results show that, until January, the atmospheric perturbations do
not induce significantly different ocean responses between the ensemble members. But, as time goes by, the
non linearity of the flow tends to amplify these weak differences. It leads to the divergence of the trajectories
of specific eddies or meanders between members and therefore to a time growing ensemble spread. The dec-
orrelation time scale of the mesoscale activity due to the flow instability is thus estimated to be four months.

Fig. 15. Evolution as a function of time and depth of the ensemble mean temperature (�C) (panel a), mean zonal velocity (m/s) (panel b)

and mean vertical diffusivity (m2/s) (panel c) averaged over region GS.
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Furthermore, since the GS instabilities have a vertical coherent structure over a few hundred meters, the
decorrelation of the mesoscale activity has a signature in subsurface as well.

Along with region TROP, region GS underlines the important role eddies play in generating an ocean sub-
surface response to the atmospheric perturbations. They have a local impact as well as a remote one through
horizontal advection processes. To understand the impact of atmospheric perturbations in a given region, the
origin of the waters advected is therefore crucial. For example, in region GS, the advection brings in a signal
from a region of similar response to the atmospheric perturbations, i.e. upstream in the Gulf Stream. The sit-
uation is different in region TROP: the signal is advected from the North Brazil Current region, where a pro-
nounced mesoscale activity develops in late summer and fall, into region TROP which is characterized by a
weak mesoscale activity.

5. Conclusion

The aim of this study was to explore the response of the primitive equation model NATL4 to uncertainties
in the atmospheric forcing fields. To this end, we use an original approach based on stochastic modelling
where the atmospheric forcing fields from the ERA40 reanalysis are perturbed and an ensemble of simulations
is run with the perturbed fields. The model response is then characterized from a statistical analysis over the
ensemble. In this paper, we focus on the response in temperature in the upper 200 m; the study is mainly based
on the analysis of the ensemble spread, its spatial distribution and time evolution. Fifty ensemble runs are
made over a 7-month period corresponding to the seasonal deepening of the mixed-layer (September–March)
for the years 1994–1995.

The resulting ensemble spread in temperature shows large differences in terms of spatial (including vertical)
distribution and time evolution between different regions of the North Atlantic. We therefore focused our
analysis on three regions characterized by different regimes: in the Gulf Stream area, in the Northern Central
Tropical area and in the North East Atlantic. At the time scales of interest, we have identified three main
mechanisms that are responsible for the vertical distribution of the ensemble spread in temperature: 1/vertical
diffusion, 2/effect of mesoscale activity (Gulf Stream and Northern Tropical areas) and 3/horizontal advec-
tion. The vertical diffusion, acting through background diffusivity and enhanced diffusivity in case of convec-
tion, leads to a penetration of the ensemble variance from the surface to depth that is linked to the seasonal
deepening of the mixed-layer. It is the main process at work in the North East Atlantic region. Mesoscale
activity induces some spread in the ensemble because of the decorrelation of eddies and jet meanders between

Fig. 16. Evolution of the ensemble mean of the mean zonal correlation of SSH between members pairs averaged over region GS (black

line) and region NEATL (green line). For each time output (every 5 days), we start by calculating the correlation index of each zonal band

in the box between two successive members perturbed by the opposite perturbation. The indices for the 50 zonal bands in a box are then

averaged giving us a single index for each pair of experiments. The 25 indices are then averaged to obtain one single value per time step.
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the different runs. The depth penetration of the spread is then linked to the vertical structure of the mesoscale
signals. Horizontal advection by the mean currents is essentially zonal in the areas of interest (Gulf Stream;
NECC/NEUC in region TROP). It tends to advect eastward some signal created from upstream mesoscale
activity. Because the currents amplitude may be subsurface intensified, advection can lead to a maximum
spread in the subsurface that is decorrelated from the local surface signal. Moreover, the different time scales
of the currents variability and of the mesoscale decorrelation interact, leading to complex temporal evolutions
of the ensemble spread.

To our knowledge, it is the first time that a model response to atmospheric uncertainties at basin scale, over
several months and in a realistic configuration is estimated. The results show the complexity of the oceanic
response and illustrate the richness of the method. In particular, they underline the degree of non-stationarity
and non-homogeneity of oceanic perturbations – as already clearly demonstrated in coastal models (e.g.
Auclair et al., 2003; Jordà-Sanchez, 2005). However, the ocean response space–time structures in terms of tem-
perature may be partly predictable, for example in regions of mesoscale activity, knowing the main character-
istics of the mesoscale and mean circulation. It is also the case in the North East Atlantic where the spread in
temperature follows the mixed-layer evolution. This study underlines as well the difficulties in deducing uncer-
tainties on air–sea fluxes from uncertainties on atmospheric variables, because of the ocean feedback and of
the non-linearity of the bulk formulae. For example, in the Gulf Stream area, heat flux and SST perturbations
show a correlated monotonic increase, with initial perturbations on heat flux being intensified by the oceanic
feedback. On the contrary, in the North East Atlantic area, atmospheric perturbations seem to be partially
dampened; this might be due to our specific choice of perturbations but it makes difficult the prediction of
their impact on air–sea fluxes locally.

We believe that most of these mechanisms (advection, diffusion, effect of mesoscale signal) are also at play
when perturbing the initial conditions. In particular, the decorrelation of eddies signal can explain the diver-
gence between the ensemble runs several weeks or months after applying the perturbation. We cannot however
extrapolate the results obtained here to the impact of changes in initial conditions. It is obviously very difficult
to compare the amplitude of the model response to perturbations on initial conditions (e.g. initial temperature
and salinity fields) and to atmospheric forcing since we cannot compare the perturbations (amplitude, space–
time structure) themselves. Furthermore, it is highly likely that perturbations in the initial conditions would
modify the dynamic structure and sensitivity of the oceanic circulation elements and hence the decorrelation
time scale of the system.

This study is a first step towards the estimation of model uncertainties due to atmospheric forcing fields
uncertainties. A full estimation should include the analysis of the induced oceanic perturbations distribution
with covariance calculations; these latter will be presented in a future paper. We believe however that the study
of the ensemble variance as done here provides useful information to modelers and OGCM simulation users.
The implications for modelling are many fold. In the first place, it shows that small changes in the forcing
variables (often less than 1% of the reference variables amplitude, see Section 4.2) can lead to significant dif-
ferences in the ocean solutions when one exceeds the decorrelation time scale of the mesoscale. It provides a
kind of error bar on the solution that may help to interpret model–data misfits. It is obviously an underesti-
mation of error bars though since other sources of model uncertainties, such as errors on initial conditions,
parameters, etc., should be taken into account. When extrapolated, these results suggest that the use of two
atmospheric products (e.g. ERA40 and CORE) would lead to substantial differences in the simulations. They
also lead to interesting speculations on the impact of the climatological restoring, however weak, used in many
runs, particularly as most climatologies have a fairly coarse resolution (monthly time scales, 1� � 1�). This
restoring in all probabilities smothers a lot of the mesoscale variability responsible for the high sensitivity
of the simulations to changes in atmospheric forcing fields. The results also underline the importance of res-
olution in the forcing products used. In effect, the perturbations added to the forcing amount to adding smal-
ler temporal and spatial scales to the forcing and the resulting solution can diverge substantially from the
reference unperturbed run. Furthermore, current reanalyses do not represent extreme events. Hence one could
argue that adding those extreme events such as tropical storms and hurricanes could greatly modify the solu-
tion, particularly in the upper ocean. This in itself is not new but the results presented here can allow a first
stab at quantifying the impact of adding extreme events to climatologies. As has been shown, the impact of the
perturbations is not confined to the surface layer. In all likelihood, on longer time scale, it would reach the
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deep ocean (beyond 1000 m) and eventually affect the slower thermohaline circulation. Our results are obvi-
ously model dependant. In particular, the impact of resolution is crucial as it determines the model’s represen-
tation of the mesoscale activity. Furthermore, the structure of the perturbations and their amplitude play a
significant role in the model’s response. Alternative perturbations with greater spatial and temporal coherency
would lead to a different response although the same mechanisms would be involved. Perturbations with
higher amplitude might affect the dynamics and therefore the decorrelation time scale It is clear that, as long
as there is no objective and realistic information on the forcing uncertainties, it remains very difficult to esti-
mate the contribution of model errors due to atmospheric uncertainties to observed model–data discrepancies.

The exploration of the ensemble should include a more comprehensive description of the model response
distribution. Besides the analysis of the covariances that would help to characterize the spatio-temporal struc-
tures of model uncertainties as well as the relationships between uncertainties on different variables (SST, sea
surface elevation, mixed-layer depth), the comparison of the ensemble distribution to a normal one would
show whether small atmospheric changes can lead to a different ocean state or not. Finally, the results point
out the non-stationarity of the model response to atmospheric uncertainties, due in particular to the role of
advection by current. The evolution of the model uncertainties as a function of oceanic and atmospheric
regimes makes the prediction of uncertainties on forecasts difficult without using a stochastic approach. More-
over, it emphasizes the need of using space–time dependent model errors statistics in data assimilation exper-
iments. Data assimilation is expected to reduce model errors. Its impact on errors due specifically to the
forcing uncertainties can be made more efficient by specifying in the covariance matrices of forecast or back-
ground errors a priori information provided by stochastic modelling experiments such as ours.
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