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Y. Reboussin a, J.F. Fourmigué b,*, Ph. Marty c, O. Citti d

a Saint-Gobain C.R.E.E., 550 Avenue Alphonse Jauffret, B.P. 224, 84306 Cavaillon, France
b C.E.A/GRETh, 17 rue des Martyrs, 38054 Grenoble cedex 9, France
c LEGI—GRETh, 17 rue des Martyrs, 38054 Grenoble cedex 9, France

d Saint-Gobain Ceramics and Plastics R&D center, Goddard Road, Northboro, MA 01532, USA
Regenerative heat exchangers used in glass industry are complex systems owing to the transient nature of

their operating cycle, as well as to the complexity of the heat exchange phenomena involved: aiding mixed
convection during the cold period and combined presence of radiation and forced convection during the

hot period. The present study describes an open method to simulate the behaviour of such regenerators.

Preliminary results allowed us to validate our model in comparison with experimental and/or analytical

data obtained on simple geometries. In a second step, a complete validation is proposed on a large scale

experimental set-up which reproduces the exact behaviour of an industrial glass furnace regenerator. An

original method based on the Boussinesq approximation with a ‘‘fictitious thermal expansion coefficient’’

was successfully introduced for this complete validation.
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* Corresponding author. Tel.: +33 4 38 78 49 06; fax: +33 4 38 78 54 35.

E-mail address: fourmiguejf@chartreuse.cea.fr (J.F. Fourmigué).
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Nomenclature

cp specific heat capacity (J/kg/K)
g gravity (m/s2)
Gr,Gr* Grashof number
h heat transfer coefficient (W/m2/K)
L characteristic length (m)
Lth thermal loss (%)
M mass of the regenerator (kg)
_m mass flow rate (kg/s)
N* angular discretization
p porosity
P* pressure (Pa)
Pe Peclet number
Pr Prandtl number
Q flow rate (Nm3/h), (O �C, 1 atm)
Re Reynolds number
Ri Richardson number
S surface (m2)
SP suction pyrometer
T temperature (K)
t time (s)
U,u velocity (m/s)
u* friction velocity (m/s)
y+ dimensionless normal distance

Greek symbols
b thermal expansion coefficient (1/K)
q density (kg/m3)
e emissivity
U surface heat flux (W/m2)
UR radiant surface heat flux (W/m2)
gth thermal efficiency
k conductivity (W/m/K)
K reduced length
l dynamic viscosity (Pas)
P reduced period

Subscripts

1/2 half period
b bulk conditions
c cold period
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f film conditions
h hot period
in, out inlet, outlet conditions
0 reference value
sol reference to the solid packing
TF turbulent forced
w wall conditions
1. Introduction

Regenerators are widely used in many industrial sectors such as cryogenic, metallurgical, chem-
ical process and glass industry. They are indeed attractive due to their wide range of temperature
and compactness over which they can be used. A glass industry regenerator for example operates
at temperatures up to 1650 �C whereas a cryogenic regenerator can operate close to a few Kelvin.
Although their design depends on the application requirements and can range from rotary regen-
erators to fixed bed regenerators, regenerator operation relies on the successive alternation of hot
and cold periods. During hot periods energy is transferred from the hot fluid to the solid packing,
whereas during cold periods the energy previously stored is restored to the cold fluid. A hot period
followed by a cold period forms a cycle of operation which duration, for a glass furnace regener-
ator, is about 40 min. If several cycles of operation are necessary to reach a thermal equilibrium,
industrial regenerators usually operate for years under stabilized cyclic conditions and can be con-
sidered as fully periodic exchangers.

In the case of a glass regenerator, the solid packing is fixed and basically composed of elemen-
tary channels having a square cross-section of about 0.15 m. Hot fluids mainly come from the
combustion of the air–fuel mix (exhaust gases) that occurs in the furnace laboratory, whereas
the cold fluid is air introduced at the ambient temperature in the regenerator.

During the air period, air is supplied to the regenerator using large fans designed to control the
intake flow rate into the regenerator: the flow pattern created by the fan is a forced convection
flow. During the exhaust-gas period, the flow rate is controlled through pressure adjustments
at the stack.

During the hot period (Fig. 1(a)) the thermal exchange between the fluid and the solid packing
is characterized by laminar forced convection combined with radiation [1–3]. This thermal radi-
ation is due to the presence of waste gas which gives rise to a semi-transparent medium. This ther-
mal radiation represents between 80% and 90% of the global heat exchange.

On the contrary, during the cold period (Fig. 1(b)), an important temperature gradient occurs
between the wall and the core of the air flow which is the origin of free convection flow. This free
convection effect produces a flow in the same direction as the forced flow. In that case, the flow is
qualified as an aiding mixed convection flow [4–8].

The contribution of free convection to the aiding mixed convection flow decreases from the
inlet to the outlet of the channel by a factor of one hundred owing to the increase in temperature.
In the same way, the contribution of forced convection decreases by a factor three. These strong
variations involve that heat transfer mechanisms significantly evolve from bottom to top. Heat
3
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Fig. 1. Sketch of the flow in the channel of a glass furnace regenerator during each hot (a) and cold (b) period.
exchange is indeed dominated by free turbulent convection mechanisms next to the entrance of the
channel whereas, next to the exit, mechanisms of laminar forced convection prevail. Between the
entrance and the exit, the flow pattern is then transitional [9].

Eventually it must be noted that since there is no thermal exchange by radiation between the air
and the walls of the channel during this period, the mean heat transfer coefficient during the cold
period is therefore significantly lower than the one obtained during the hot period. Thus, once the
cyclic equilibrium is reached, the air period is considered as the limiting phase for global heat
transfer enhancement.

Historically, the study of regenerators has been accompanied by the development of closed
methods since the theoretical approach of Hausen [10]. Starting from a theoretical approach,
Hausen has introduced two dimensionless numbers, for a fixed bed regenerator: the reduced
length K ¼ hS

_mcp
and the reduced period P ¼ hS

Mcp
ðt1=2 � L

UÞ from which it is possible to express the
thermal efficiency gth = f(Kc,Pc,Kh,Ph). Let us notice that several authors [11–13] have gradually
proved the equivalence between this approach and the gth-NTU approach which is widely used for
rotary regenerators. The mathematical equations involved by the problem of the regenerator are
quite difficult to solve with closed methods. Many authors have proposed to improve the field of
validity, function of the reduced length and the reduced period, as well as the accuracy and the
rapidity of the procedures proposed [14–22]. The link between the thermal efficiency, the reduced
lengths and the reduced periods is nowadays well known.

Unfortunately, from a practical point of view, the use of such methods not only requires a good
knowledge of the operating conditions (intake temperature/flow rates) but also a good knowledge
of the heat exchange coefficients during both periods. Because of the complexity of the heat
exchange phenomena as well as of the geometry, these approaches are very difficult to implement
and very limited application of such models can be achieved.
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The methods used to simulate a regenerator are either closed or open. The closed methods only
calculate the cyclic equilibrium and only the periodic conditions are taken into account in the
problem. The open methods calculate the successive alternation of hot and cold periods until
the cyclic equilibrium is obtained. Owing to the complexity of the phenomena encountered in a
glass furnace regenerator, it seems difficult to build a model on the developments made with
closed methods and to calculate the mean heat transfer coefficients during both periods by using
correlations. That is the reason why the present work proposes an open method, using the Com-
putational Fluid Dynamics (CFD) code Fluent, able to estimate the mean heat transfer coeffi-
cients with a satisfactory accuracy. As far as we know, no study concerning the development
of an open method to simulate the behaviour of a glass furnace regenerator has been published
yet: this is one of the innovations brought by this paper.

This model will be introduced in details and its validation against literature results and exper-
imental data will be extensively presented. CLAIRE large-scale pilot (CEA-GRETh in Grenoble,
France) which was used for the acquisition of the experimental data will also be described in this
paper.

Eventually, it should be noted that although the geometry of the regenerator tested was close to
common industrial designs, the computational work and its validation have been for us a preli-
minary step prior simulating more complex geometries. As an application of this work, two inno-
vative geometries have indeed been computed. The confrontation of these calculations with
experience also showed satisfactory modelling results and enhanced thermal efficiency resulting
from the design modifications was revealed. However, none of those results are disclosed in the
present document for confidentiality reasons.
2. Theory

2.1. General equations

For our study, the three-dimensional, time-dependant, momentum equations in the presence of
mixed convection combined with radiation are
oq
ot

þ oðqujÞ
oxj

¼ 0 ð1Þ

oðquiÞ
ot

þ o

oxj
ðquiujÞ ¼ � oP �

oxi
� gqþ o

oxj
l
oui
oxj

� �
ð2Þ

o

ot
ðqcpT Þ þ uj

o

oxj
ðqcpT Þ ¼

o

oxj
k
oT
oxj

� �
þ PR ð3Þ
where the radiant volumetric power is defined by the relationship
PR ¼ �div UR
�!� �

¼ �
Z 4p

0

oI
os

dX ð4Þ
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Fig. 2. Definition of the variables used in the radiation calculations.
The directional and monochromatic luminance I ¼ Ið~r;~sÞ is expressed on an elementary solid
angle dX. Its direction is characterized by the unity vector~s and the coordinates are defined by
the vector~r (Fig. 2).

In this study, we consider an absorbing, emitting and grey medium in which scattering phenom-
ena are negligible. The refraction index is equal to unity, which is an excellent approximation here.
Under these assumptions, the radiant transport equation (RTE) can then be written
~s � grad��!ðLÞ ¼ jI eq � jI ð5Þ
where Ieq ¼ I eqð~rÞ is the equilibrium radiant luminance, given by the Planck�s function and j the
absorption coefficient.
2.2. Similitude criteria for the cold period

The dimensionless form of the momentum equation (2) gives rise to two similitude criteria (see
Padet [23,24])
� The Reynolds number; Re ¼ qUL
l

ð6Þ

� The Richardson number; Ri ¼ DqgL

qU 2
ð7Þ
For the cold period, no radiation is taken into account so that the term PR no longer exists in
the energy equation (3). So, its dimensionless form gives one similitude criterion which is
� The Peclet number; Pe ¼ Re � Pr ð8Þ
In this study, the reference length L is the hydraulic diameter Dh of the channel and the velocity
scale is the mass-flow velocity Um.

The temperature dependence of the physical parameters l, cp and k is considered. Moreover, as
the hydraulic diameter is constant, the mass conservation equation (1) involves qU = q0U0. The
similitude criteria for the Peclet number and the Reynolds number are satisfied by prescribing
a constant velocity U0 at the channel entrance.
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Two models can be considered to satisfy the similitude criterion on the Richardson number:

First model

We express the variation of density as a function of temperature in all the terms of the momen-
tum equation. For a buoyancy-driven flow, this model (called model 1) is known to give poorer
results than those given with the use of the Boussinesq approximation.

Second model
The other possibility (model 2) is based on the Boussinesq approximation. This approximation

assumes that (i) the buoyancy term in the momentum equation is written �gDq = q0gbDT and (ii)
the density q is constant and equal to q0 in all the other terms. Because of approximation (i), the
Richardson number is written
Ri ¼ gbDTL

U 2
ð9Þ
and because of approximation (ii), the mass-flow velocity is constant from the bottom to the top
of the channel as the equality qU = q0U0 is prescribed by the continuity equation (1). The Rich-
ardson number then writes
Ri ¼ gbDTL

U 2
0

ð10Þ
We notice a difference between Eqs. (9) and (10). As it is necessary to respect the similarity, we
propose in this study an original approach by introducing a fictitious thermal expansion coeffi-
cient bf instead of the thermal expansion coefficient b in Eq. (10)
bf ¼ b
q
q0

� �2

ð11Þ
where q is a function of temperature, q = f(T). As the variation of temperature between the en-
trance and the exit of the channel is of several hundred of degrees, this model considers the ther-
mal expansion coefficient b ¼ 1

T where T = T(z). The air behaves as a perfect gas so that qT = q0T0

(air inlet conditions), and Eq. (11) can be written
bf ¼
T 2

0

T 3
ð12Þ
For this second model, the channel is divided into 40 elementary air volumes. A constant value
of the fictitious thermal expansion coefficient is imposed in each one of these volumes.

2.3. Similitude criteria for the hot period

During the hot period, the effect of free convection is negligible so that the buoyancy term �gq
in the momentum equation (2) no longer exists and as a consequence the similitude criterion for
the Richardson number.

The Peclet number and the Reynolds number are still two similitude criteria and are respected
in the same way as in the cold period. But, the dimensionless energy equation give rise to a new
similitude criterion defined as (the refraction index is equal to unity, n = 1)
7



� The Planck number;
jk

n2rT 3
ð13Þ
where r is the Stefan–Boltzmann constant.
As the dependence of the thermal conductivity with temperature is considered in our models,

this similarity criterion will be respected when the absorption coefficient j is correctly taken into
account. The weighted sum of grey gas model (WSGGM) is used. First introduced by Hottel and
Sarofim [25], it suggests to write the global emissivity as
e ¼
X
i

ai 1� e�jiL
� �

ð14Þ
where ai and ji refer to the grey gas i and denote a weighting term and the absorptivity, respec-
tively. The weighting terms depend on temperature and absorptivity and are function of temper-
ature and characteristic length. In the presence of a gas mixture (H2O and CO2 in this study), the
weighting terms are linked by the relationship

P
iai ¼ 1. The coefficients ai and jiL can be ex-

plained as those which permit the best estimation of global radiant heat transfer in the gaseous
medium owing to its spectral nature. The model WSGG is of great interest thanks to its reduced
CPU time and some authors, as Denison and Webb [26], have recently made improvements on it.

2.4. Calculation procedure

The calculations need an initial temperature condition in the channel: the value (Tc,in + Th,in)/2
is then imposed. The transient calculation starts with a hot period followed by a cold period. This
operation goes on until the cyclic equilibrium is reached. The convergence criterion is satisfied
when the heat regenerated during the hot period is equal to the heat regenerated during the cold
period with a difference lower than 1%. For each period, only one step time is made as the evo-
lution of temperature is linear with time and height in the channel [9]. The typical CPU time was
approximately 4 weeks on one processor of a modern multiprocessor SUN powerstation.
3. Test results

As preliminary work, this section proposes to simplify the problem under consideration by
comparing the results of our method to reliable experimental or analytical data from the literature
describing each physical phenomenon (free convection, mixed convection, radiation) on a simple
geometry (tube, vertical flat plate). Thus, the simulation can be made with a two-dimensional grid,
contrary to the complete simulation described in Section 5 which is three-dimensional. For the
cold period, a turbulence model using wall functions and a computation grid are chosen by study-
ing both free convection along a vertical plate and aiding mixed convection in a smooth tube. For
the hot period, a model of radiation is chosen to describe the RTE.

3.1. Turbulent free convection

The well-known k–emodel combined with wall functions has been developed for forced convec-
tion flows. These wall functions have proved their efficiency especially with the introduction of
8



low-Reynolds number models for which there exist many different forms. But, as far as we know,
very few authors have tested their efficiency to represent free convection. Henkes and Hoogendo-
orn [27] have compared some of these models for a free convection flow along a vertical flat plate
and have proved that their behaviour can be widely different depending on the choice of the wall
functions. That is the reason why two types of wall functions, available in Fluent, are tested here
in combination with the k–e turbulence model: the ‘‘standard’’ wall functions and the ‘‘enhanced’’
wall functions whose form is close to the family of low-Reynolds number models. Grid indepen-
dence tests have been carried out, but only the results obtained with the most efficient grids are
reported in this paper. Thus, we know the range of values in which yþ ¼ qu�y

l at the wall (yþw) is
adequate.

Tsuji and Nagano [28] report very detailed experimental results which are of interest for our
problem. The experimental set-up consists of a 4 m high and 1 m wide vertical flat plate. These
dimensions allow assuming the flow to be two-dimensional. The wall temperature is kept constant
to the value Tw = 60 �C and the bulk temperature of the air is Tb = 16 �C. The physical properties
of the air are constant and taken at the film temperature Tf = (Tw + Tb)/2 (see Table 1).

The two-dimensional calculation field is sufficiently wide (0.8 m) to neglect the interaction be-
tween the lateral boundary and the growing boundary layer along the vertical plate. The grid has
41 nodes in the vertical direction and 43 nodes in the transverse direction.

When the flow is turbulent, that is to say when GrzPr P 3.5 · 109, the authors deduce the fol-
lowing correlation from their experimental results
Table

Physic

q (kgm

1.12
Nuz ¼ 0:12ðGrzPrÞ1=3 ð15Þ

This expression suggests a linear dependence between Nuz and the temperature difference be-

tween the plate and the external fluid. This statement leads to the conclusion that the heat transfer
coefficient is constant. The value of the heat transfer coefficient is reported in Fig. 3 where zcr cor-
responds to GrzcrPr = 3.5 · 109.

The results obtained with the ‘‘enhanced’’ wall functions are closer to the correlation than those
obtained with the ‘‘standard’’ wall functions (h becomes a constant after the transition length and
the relative error is smaller than with the standard model). Moreover, the local heat transfer coef-
ficient obtained with the ‘‘enhanced’’ wall functions remains constant whereas it slightly increases
with the ‘‘standard’’ wall functions. It is interesting to notice that the values of yþw evolve from 15
to 20 along the plate with the ‘‘enhanced’’ wall functions. These values are far from those recom-
mended in forced convection where they should be smaller than the viscous sub-layer (typically
yþw � 1). In the same way, the velocity profile is also better estimated with the ‘‘enhanced’’ wall
functions (Fig. 4).

Indeed, the thickness of the dynamic boundary layer is overestimated by the ‘‘standard’’ wall
functions. As for forced convection, the ‘‘enhanced’’ wall functions are then much better than
the ‘‘standard’’ wall functions for the determination of both heat exchange and flow pattern.
1

al properties of air at film temperature in Ref. [28]

�3) cp (Jkg
�1K�1) k (Wm�1K�1) l (Pas)

1006 0.02718 1.901 · 10�5
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Fig. 3. Evolution of the local heat transfer coefficient along the plate: comparison between our numerical results and

Ref. [28].
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Fig. 4. Evolution of the dimensionless velocity profile as a function of the distance to the wall when Grz = 8.44 · 1010:

comparison between our numerical results and Ref. [28].
Yet, contrary to the ‘‘standard’’ wall functions, the ‘‘enhanced’’ wall functions overestimate the
temperature difference between the wall and the air: a 20% difference is observed with respect
to the experimental data given in [28] (Fig. 5).
10



20%

Dimensionless temperature, T+

0

2

4

6

8

10

12

14

16

18

20

11 0 100 1000 10000

Dimensionless normal distance, y+

standard wall functions 
enhanced wall functions 
Tsuji & Nagano's experimental data 

Fig. 5. Evolution of the dimensionless temperature profile as a function of the distance to the wall when

Grz = 8.44 · 1010: comparison between our numerical results and Ref. [28].
Nevertheless, for y+ 6 50, the temperature profile obtained with the ‘‘enhanced’’ wall func-
tions is close to the experimental values. More precisely, the slope of the temperature profile
next to the wall is close to the experiments which means that the wall heat flux is well predicted.
For y+ P 50, the numerical results deviate from the experimental data. Henkes and Hoogendo-
orn report the same kind of result for different low-Reynolds number models they have tested.
The model of Jones and Launder [29] is indeed the best to predict heat transfer for a free
turbulent convection flow but it also overestimates the temperature difference between the wall
and the air. The explanation can be found by observing the evolution of the turbulent intensity
profiles in Fig. 6.

The turbulence model combined with the ‘‘enhanced’’ wall functions underestimates the level of
turbulence near the wall. Thus, energy transport from the vicinity of the wall to the core region of
the fluid is underestimated. The conclusions made by Henkes and Hoogendoorn are similar con-
cerning the behaviour of the low-Reynolds number model of Jones and Launder.

As it has been highlighted previously, the most important result is that the heat transfer coef-
ficient is well computed. For that reason, the ‘‘enhanced’’ wall functions will be chosen for the rest
of this study. This choice is all the more relevant as, during the cold period, the flow pattern is
more and more influenced by the mechanisms of forced convection when the air raises up in
the channel.

3.2. Mixed convection

Many papers reporting experimental studies deal with aiding mixed convection. The geometries
studied are vertical flat plates or more often smooth tubes. It is more difficult to find studies which
describe a wide range of the mixed convection domain. Even though the amount of data remains
weak, we can mention Steiner [30] and Carr et al. [31] for the case of a smooth tube. A recent
11
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Fig. 6. Evolution of turbulence intensity as a function of the distance to the wall when Grz = 8.44 · 1010: comparison

between our numerical results and Ref. [28].
study by Jackson [32] goes further on by carrying out an in-depth experiment. This study will be
used in this section for comparison.

Concerning numerical simulations, Cotton and Jackson [33] have tested a low-Reynolds num-
ber k–e model for a smooth tube in comparison with experimental data. The authors use the low-
Reynolds number k–e model proposed by Launder and Sharma [34] which is a slight modification
of the Jones and Launder model. The results of Cotton and Jackson show that the low-Reynolds
number k–e model is able to predict the aiding mixed convection regime with a good accuracy.
They use a fine mesh in their study and the calculation points which are close to the wall are
located in the viscous sub-layer (yþw � 0:5).

To compute low-Reynolds number flows, the Fluent code offers the possibility to use an im-
proved k–e model based on the RNG (Re-Normalization Group) theory (see Choudhury [35]).
For our problem, the aim of this section is to know if the k–e RNG model combined with
enhanced wall functions is able to correctly predict the evolution of the heat transfer coefficient
in the turbulent aiding mixed convection regime. The mesh used is identical to the one validated
for the study with free convection, as we use a 2D-axisymmetric approach. The geometry consists
of a 9 m high tube which diameter is D = 0.0729 m. A distance of 3 m has been shown necessary to
establish the forced turbulent flow. Beyond this zone, the tube is uniformly heated.

The physical properties considered are similar to those used for the study in free convection. The
Reynolds number is kept constant at the entrance of the tube and its value is Re = 3000. The exper-
imental data provided by the authors are introduced by following the evolution of the quantityNu/
NuTF as a function of a characteristic dimensionless number, Gr*/(Re3.425Pr0.8). But, as we are
mainly interested in the evolution of the heat transfer coefficient, their results have been expressed
in the form h/hTF where hTF denotes the heat mean transfer coefficient in the turbulent forced
regime (as the thermal conductivity is constant, we can notice that Nu/NuTF = h/hTF).
12
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Fig. 7. Axial evolution of the dimensionless heat transfer coefficient: comparison between our numerical results and

experimental values from [32].
The local heat transfer coefficient is obtained from the relationship
h ¼ U
T w � T b

ð16Þ
As already mentioned, the temperature difference between the wall and the fluid is overesti-
mated by 20% (with enhanced wall functions) what explains the same difference of 20% between
the experimental data from [32] and our model (Fig. 7). Thus, the estimation of heat flux that is
exchanged is not affected by this difference. Moreover, the slope of the curve is well computed
(close to 1/3). It means that the relative influence of free convection and forced convection is cor-
rectly taken into account, with the same mesh used for free convection. It is an important conclu-
sion for the simulation of the cold period of a regenerator.

3.3. Radiation

To simulate the thermal radiation exchange, the discrete ordinates (DO) method has been cho-
sen. This method has first been developed for other applications than radiant heat transfer [36,37]
and has been extended for thermal radiation. More precisely, the method of Raithby and Chui
[38] is used because it is based on a finite-volume method which can be applied with the same com-
putational grids that for fluid flow and convective heat transfer. The discrete ordinates method is
well adapted to media with a weak optical thickness as a channel of a regenerator (jL ffi 0.1), and
consists of dividing the space into a finite number of solid angles. Using spherical coordinates, the
number of solid angles is characterized by the values of N �

h and N �
/.
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Exact formulations for absorbing, emitting and scattering media in rectangular enclosures have
been published [39]. For our test, the dimensions of the geometry are given in Fig. 8.

The first test assumes that the walls are grey with different emissivities (ew = 0.4, 0.6 and 0.8)
and different wall temperatures imposed to Tw = 273, 373 and 473 K. The gaseous medium is
transparent. Moreover, we consider the equality N �

h ¼ N �
/ ¼ N �. The results are given in Table 2.

The good convergence of calculations can be verified on the last line of Table 2. The use of the
DO method gives satisfactory results whatever the value of the parameter N*. A value of N* = 2
seems sufficient to simulate radiant heat transfer in a transparent medium.

The second test assumes that the walls of the enclosure have the same properties than in the first
test but the gaseous medium is now semi-transparent, isothermal and grey. The results are given in
Table 3.

The use of the DO method gives satisfactory results. The values N* = 4 or 8 give a better result
to calculate weak fluxes than the value N* = 2. On the contrary, the value N* = 2 is preferable to
estimate higher fluxes. Anyway, the relative errors remain negligible whatever may be the value
Fig. 8. Dimensions of the enclosure used for testing the radiative model.

Table 2

Results of the test for a transparent medium

Surfaces ew Tw (K) Exact flux (W) Flux (W)

N* 2 4 8

1 or 2 0.8 273 �146.3 �146.56 �141.84 �140.68

3 or 4 0.4 373 32 32.8 30.02 29.46

5 or 6 0.6 473 114.3 113.76 111.82 111.22

Sum (W) 0 0 0 0

Table 3

Results of the test for a semi-transparent medium

Surfaces ep Tw (K) Exact Flux (W) Flux (W)

N* 2 4 8

1 or 2 0.8 273 �345.1 �343.5 �335.8 �334.1

3 or 4 0.4 373 �62.3 �59.2 �62.3 �63

5 or 6 0.6 473 69.9 72.7 69.5 68.7

Gaseous medium (W) �675 �660 �657.2 �656.8

Sum (W) 0 0 0 0
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of N*. According to these tests, and as there exists wide temperature gradients in a channel of a
regenerator, the value of N* = 4 is finally chosen, because it is both accurate and acceptable in
CPU time.
4. Experimental set-up and instrumentation

The work presented below has been done in our laboratory by Lagarenne [9] and co-workers.
The test section of the regenerator is presented in Fig. 9: it is limited at the bottom by a low grid
and at the top by a high grid.

It consists of a packing of 36 elementary channels, each one made of cruciforms, and having a
height equal to 5.040 m. At the base of the channel, the arches support the weight of the packing
by means of a transition row. The function of the grids is to ensure that the mass-flow rate is
equally distributed among the different channels. In addition, the internal envelop of the test sec-
tion is insulated to minimize thermal losses. During the hot period, the exhaust gas is coming from
a burner (500 < Q < 2000 Nm3/h and the temperature can reach 1450 �C): the flow crosses the
regenerator from top to bottom. On the contrary, the air passes through the regenerator from bot-
tom to top during the cold period.

Gas temperature is measured with two suction pyrometers SP1 and SP2. A regular thermocou-
ple placed into a flow would indeed give the equilibrium temperature reached as a result of con-
vective, radiant and conductive heat transfer. On the contrary, the suction pyrometer enables us
to minimize the impact of the radiation of the environment and to measure the real gas temper-
ature. The tip of a suction pyrometer is schemed in Fig. 10.

The tip is composed of two anti-radiation shields meant to reduce the effect of environmental
radiation [9]. They are made of ceramic materials with low emissivity. But, these shields are not
sufficient to ensure a satisfactory representativity of the measurement and gas suction is per-
formed to improve the quality of the measurement. The role of the suction is indeed to increase
the convective heat transfer between the thermocouple and the gas so as to reduce the difference
between the measured temperature and the real gas temperature. For the present study, the abso-
lute errors are given in Table 4.

During the cold period, the temperature of the air is lower than the temperature of its surround-
ings. It means that suction cools the thermocouple which is warmed up by radiation. Then, the
temperature given by the pyrometer is always above the real gas temperature. That explains
the negative errors which are reported in Table 4: absolute error of the suction pyrometers
(�C). On the contrary, the real gas temperature is always under-estimated during the hot period.
Of course, the higher the temperature is, the more the radiation has a negative impact on the accu-
racy of the pyrometers. This trend explains the difference between SP1 and SP2 for the cold per-
iod. This is also true for the hot period but as the exhaust gas takes part in radiation, which
temperature is the real gas temperature, the difference between SP1 and SP2 becomes negligible.

To calculate the mean spatial temperature over the section of the regenerator, we found that it
was helpful to maximize the measurement duration or the number, say N, of periods. At each new
period, the suction pyrometers are displaced and the evolution of gas temperature is recorded as a
function of time for a hot and a cold period. A temperature profile can then be obtained at the
boundaries of the test section.
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Fig. 9. Test section of our experimental regenerator.

Fig. 10. Tip of one of the suction pyrometers.
The flow rate passing through the regenerator is estimated with a relative error lower than 1%.
The distribution of the flow rate in each channel is obtained by dividing the flow rate by the num-
ber of elementary channels. In this case and thanks to the distributing grids, the flow rate in an
elementary channel is known with a precision of ±3%.
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Table 4

Absolute error of the suction pyrometers (�C)

Period SP1 SP2

Cold �10 �25

Hot +15 +15
In order to realize local temperature measurements in the walls, it is important to distinguish
the peripheral channels from the central channels. Indeed, the peripheral channels undergo the
effect of thermal losses through the insulation. It is not the case for the central channels which
are considered as insulated channels (Fig. 11).

To realize local measurements, thermocouples were installed into the wings of the cruciforms at
several heights in one of these insulated channels. These levels L1, L2 and L3 are visible in Fig. 9.
They respectively correspond to the altitude z = 0.85 m, z = 2.5 m and z = 3.85 m. At each level,
the wing of the instrumented cruciform contains six thermocouples as shown in Fig. 12.

For each level, the spatial mean temperature Tm is defined as the arithmetic average of these 6
thermocouples
Tm ¼ 1

6

X6

i¼1

T th;i ð17Þ
Lagarenne [9] has experimentally shown that the temperature Tm is dependant of time and that
its time-evolution is linear so that oTm

ot ¼ DTm

t1=2
for both cold and hot periods. The local heat flux

regenerated by the cruciforms is then calculated for an elementary channel
Fig. 11. A–A view of the test regenerator showing the 36 sub-channels.

Fig. 12. Distribution of the thermocouples in the wing of a cruciform.
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Fig. 13. Scheme of an elementary channel.

Table 5

Comparison of calculation methods for geometric data

p Sc (m
2) Se (m

2)

Geometric calculation 0.714 0.88 106.9

Industrial calculation 0.701 0.817 95.7

Difference (%) �1.8 �7.2 �10.5

Table 6

Working conditions

Qc (Nm3/h) Qh (Nm3/h) Tin,c (�C) Tin,h (�C) tc (s) th (s)

800 933 146 1135 1260 1380
Usol ¼
ð1� pÞ
1000

qSccp
oTm

ot
ð18Þ
As data acquisition is made for N periods for gas temperature acquisition, the calculation of Tm

is reproduced N times. The good consistency of data is then verified. The accuracy of the quantity
oTm

ot is ±4%. The porosity p, the cross section Sc and the surface exchange Se bring an additional
uncertainty. Because of the usual closed design of the packing, it is a current practice in industry
to neglect the minor surfaces (in the calculation of the surface exchange Se) from which heat
exchange is considered as negligible (Fig. 13).

The difference between the two methods is presented in Table 5.
Finally, for this test, the working conditions are presented in Table 6. The flow rates are given

for 36 channels and the values of Tin,c and Tin,h are kept constant.
5. Results and discussion

The three-dimensional mesh used in this section is a generalisation of the mesh validated in Sec-
tion 3. It consists of about 25,000 cubic cells. The global results reported in [9] are given in
Table 7. The gas temperatures measured by SP1 and SP2 for the hot period (Tout,h) and the cold
period (Tout,c), respectively, were recorded at each half period.
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Table 7

Experimental results of Lagarenne [9] for an elementary channel

Tout,h (�C) Tout,c (�C) Usol (kW/m)

553 852 1.3363

Table 8

Comparison of global energy exchanged for an elementary channel (models 1 and 2 have been presented in Section 2)

Experiment Model 1 Model 2

Usol (kW/m) 1.3363 1.1273 1.3107

Difference model/experiment (%) �15.7 �1.9
The data given in italic undergo the effect of thermal losses whose value is
Lth ¼ Eh�Ec

Eh
� 100% ¼ 15:3% for this test. The evaluation of the global heat exchange Usol in the

solid packing is made for an elementary channel which is insulated, so it does not undergo the
effect of thermal losses. A duration of 1320 s is considered to calculate the energy Usol, and cor-
responds to the arithmetic average between tc and th.

None of the two models take into account the thermal losses. Concerning global heat exchange,
it was then necessary to compare the global heat exchange obtained with the models to the global
heat exchange calculated in the solid packing with the help of the experimental results.

The second model is clearly better than the first one which under-estimates the global thermal
exchange by more than 15% (Table 8).

This difference between the two models can be understood by following the evolution of the
local heat exchange (Fig. 14). If, on account of the experimental uncertainty, the evolution of
model 1
model 2
experiment
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1.0
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0 1 2 3 54
height (m)

Heat flux(kW/m)

Fig. 14. Profile of the regenerated heat flux for the cold period: comparison between our numerical models and the

experimental data from [9].
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Fig. 15. Wall temperature profile in the middle of the period.
the heat flux regenerated along the channel is well computed by the two models, a discrepancy
nevertheless exists at the bottom of the packing (entrance of the air near z = 0).

Indeed, the bottom of the packing is the place where the free convection part of the aiding
mixed convection regime is maximum. As the air flows up inside the channel, the influence of
the forced convection becomes more and more important and the respective behaviours of the
both models get closer and closer. At the top of the channel, where the flow pattern is dominated
by the mechanisms of forced convection, the models predict the same amount of heat exchange.
This highlights the interest for our fictitious thermal expansion coefficient model (model 2) when
calculating the cold period: it combines the advantage of the Boussinesq approximation (good
description of free convection) with the respect of the similitude criterion on the Richardson num-
ber. Nor the first model, neither the lonely classical Boussinesq approximation can respect these
two points.

As the difference with the experimental data does not exceed 4% (Fig. 15) one can say that the
models correctly estimate the axial wall temperature profile. This result confirms that it is not nec-
essary to take into account the spectral nature of radiation to describe radiant heat transfer during
the hot period. The weighted sum of grey gas model (WSGGM) is sufficient.
6. Conclusion

We have proposed an open method based on a CFD code which has been shown successful.
The k–e RNG turbulence model combined with the ‘‘enhanced’’ wall functions is chosen to de-
scribe the turbulent aiding mixed convection phenomena from the region where heat transfer is
dominated by free convection to the region where heat transfer is controlled by forced convection.
So, convective heat exchange is correctly computed for the cold period and for the hot period.
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This approach is similar to the family of low-Reynolds number k–e models which have proved
their efficiency to describe heat transfer in such a flow pattern [27,33].

The DO method is accurate to calculate radiant heat exchange during the hot period. More-
over, as the cold period is the limiting factor of the heat exchanges, the assumption of a grey med-
ium for waste gas is proved to be adequate for a glass furnace regenerator.

An original method is proposed to take into account the effect of the vertical temperature gra-
dient on the evolution of the mixed convection regime. Based on the Boussinesq approximation, it
introduces a fictitious thermal expansion coefficient which includes the evolution of density with
temperature.

Finally, the model has proved to be of great interest to develop new geometries having an
increased thermal efficiency.
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