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1 Introduction

The function computing the number of ways one can decompose a vector as
a linear combination with nonnegative integral coefficients of a fixed finite
set of integral vectors is called a partition function. This problem can be
expressed in terms of polytopes as follows. Let A be a r by N integral matrix
with column vectors ¢q, ..., ¢nN, and assume that the elements ¢, generate
the lattice Z". Let a € Z" be a r-dimensional integral column vector and
let P(®,a) := {y € RY)JAy = a} be the convex polytope associated to
® = [¢1, o, ..., 6n] and a. The number of ways one can decompose a as a
linear combination with nonnegative integral coefficients of the vectors ¢; is
the number of integral points in P(®, a). The function a — |P(®, a)NZY| will
be called the partition function k(®)(a). It is intuitively clear that k(®)(a)
is related to the volume function vol(®)(a) = volume(P(®,a)). The latter
varies polynomially as a function of a, provided the polytope P(®,a) does
not change ‘shape’, that is, when a varies in a chamber ¢ for A. In short,
there is a decomposition of R" in closure of chambers ¢; and polynomial func-
tions v(®, ¢;) such that the function vol(®)(a) coincide with the polynomial
function v(®, ¢;)(a) on each cone ¢;. Similarly, there exists quasi-polynomial
functions k(®,c¢;) on Z" such that the function k(®)(a) coincide with the
quasi-polynomial function k(®, ¢;)(a) on ¢; NZ".

When ¢; and ¢y are adjacent chambers, P-E. Paradan [§] gave a remark-
able formula for the quasi-polynomial function k(®, ¢;)—k(®, ¢2) as a convolu-
tion of distributions. There is an analogous formula for v(®, ¢;) —v(®, ¢3). In
this note, we give an elementary algebraic proof of Paradan’s convolution for-
mula for the jumps. We also express k(®, ¢;) —k(P, ¢2) and v(P, ¢;) —v(P, ¢2)
by one-dimensional residue formulae. Let us describe these residue formulae.

Let ¢; and ¢, be two adjacent chambers lying on two sides of a hyper-
plane W (determined by a primitive vector E). Define &5 = ® N W. The
intersection of ¢; and ¢y is contained in the closure of a chamber ¢;5 of ®.

Theorem 1 o Let via = v(Pg, ¢12) be the polynomial function on W as-
sociated to the chamber ¢1o of ®y. Let Viy be any polynomial function



on R" extending vi2. Then, if (E,c¢;) > 0, we have for a € R”

e(a,a}—l—zE)
v(®, c1)(a) ~0(®, e2)(a) = Res.—y <Vw<5‘w> Tocone, (@ + ZE>> |
€ o\ =0

e Suppose @ is unimodular. Let ki = k(®Po, c12) be the polynomial func-
tion on W associated to the chamber ¢i1o of ®q. Let K15 be any polyno-
mial function on R" extending kis. Then, if (E,¢;) > 0, we have for
acR"

6<a,:v+zE>
k(®,c1)(a)—k(P,c)(a) = Res.—o (Klg(&c) : ) :
’ ’ _ p—{(¢,x+2E)
H¢e<1>\<1>0(1 € ) o0

In fact we will give a general version of the second part of this theorem
in Section i, where @ is not necessarily unimodular.

It is immediate to see that both formulae for the jumps k(®, ¢;) — k(P, ¢o)
and v(®, ¢;)—v (P, ¢y) are related by the application of a generalized Khovanski-
Pukhlikov differential operator [{], [[d], [B]-

We also demonstrate in various examples how to use these formulae to
compute the functions v(®, ¢) and k(®, c).

List of Notations

U r-dimensional real vector space; z € U; dxr Lebesgue measure on U.
\%4 dual of U; a € V; da dual Lebesgue measure on V.

r a lattice in V; v e I,

r dual lattice in U; (I',I'™*) C Z.

), T torus U/T™.

P a sequence of nonzero vectors in I' all on one side of a hyperplane ;¢ € ®.
C(P) cone generated by ®.

<P > vector space generated by .

7.® lattice generated by ® in < & >.

P(®,a) convex polytope associated to ¢ and a.

vol(®,dz)(a) volume of P(®,a) for the quotient measure dt/da.

kE(P)(a) number of integral points in P(®,a).



c a chamber of C(®).
v(®,dx,c) polynomial function coinciding with vol(®, dx) on the cone c.
k(®,¢) quasi-polynomial function coinciding with k(®) on eNT.

K quasi-polynomial function of a.

7(7) translation operator (7(v)K)(a) = K(a — 7).

D(9¢) difference operator (D(¢)K)(a) = K(a) — K(a — ).

w hyperplane in V' defined for a fixed £ € U by {a € V|{a, E) = 0}.
v a sequence of vectors in I' not in W; ¢ € W.

AT a sequence of vectors all on one side of W; o € AT,

2 Partition functions

2.1 Definitions and notations

Let U be a r-dimensional real vector space and V' be its dual vector space.
We assume that V' is equipped with a lattice I'. We will usually denote by
x the variable in U and by a the variable in V. We will see an element P of
S(V') both as a polynomial function on U and a differential operator on V'
via the relation P(3,)e'®) = P(x)el®).

Let ® = [¢1, 02, ...,0n] be a sequence of non-zero, not necessarily dis-
tinct, linear forms on U lying in an open half space. Assume that all the
or € ® belong to the lattice I'. ' We denote by < & > the linear span of .
Then ® generates a lattice in < ® >. We denote this lattice by Z® C T.

We consider RY with basis (wi,...,wy) and let A be the linear map
from RY to the vector space < ® > defined by A(wy) = ¢, 1 < k < N.
The vectors ¢, are the column vectors of the matrix A, and the map A is
surjective onto < ® >. For a €< ® >, we consider the convex polytope

P(®,a) :={t = (t1,1s,...,tn) € RY)| At = a}.
In other words,

P(®,a) = {t = (ti,ta, ..., tx) € RY| Y ti¢ = a}.

Any polytope can be realized as a polytope P(®,a).

Let C(®) c< ® > be the cone generated by {¢1,...,¢n}. The cone
C(®) is a pointed polyhedral cone. The dual cone C(®)* of C(P) is defined
by C(®)* = {x € U |{(¢,z) > 0 for all ¢ € ®} and its interior is non—empty.
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The polytope P(®,a) is empty if a is not in C(P). If @ €< & > is in the
relative interior of the cone C'(®), then the polytope P(®,a) has dimension
d:=N —dim(< ¢ >).

We choose dxr on < ® >* and denote by da the dual measure on <
® >. Let dt be the Lebesgue measure on RY. The vector space Ker(A) =
A71(0) is of dimension d = N — dim(< ® >) and it is equipped with the
quotient Lebesgue measure dt/da satisfying (dt/da)Ada = dt. Fora €< & >,
A~1(a) is an affine space parallel to Ker(A), thus also equipped with the
Lebesgue measure dt/da. Volumes of subsets of A7'(a) are computed with
this measure. In particular we can define for any a €< ® >, the number
vol(®)(a, dx) as being the volume of the convex set P(®P, a) in the affine space
A~1(a) equipped with the measure dt/da. If dx is rescaled by ¢ > 0, then
vol(®)(a, cdx) = cvol(®)(a, dx). By definition, if the dimension of P(®,a) is
less than d, vol(®)(a, dz) is equal to 0.

Definition 2 Let < ® > be the subspace of V' generated by P.
o [fae< ® >, define vol(®,dx)(a) = volume(P (P, a),dt/da).
o Ifae<® >, define k(®)(a) = |P(®,a) NZN|.

We extend the definition of the functions vol(®,dz)(a) and k(®)(a) as
functions on 'V by defining vol(®,dx)(a) = 0 if a ¢< & >, k(P)(a) = 0 if
ag< o >.

Clearly, vol(®, dz)(a) = 0 if a is not in C(®) and k(P,a) = 0 if a is not
in Z& N C(P).

In the rest of this article, we will formulate many of our statements when
® generates V', as we can always reduce to this case replacing eventually V'
by < ® >.

If ® = [¢1,o,...,¢P,] consists of linearly independent vectors, then the
set P(®, a) is just one point when a € C(®) and is empty when «a is not in the
closed cone C'(®). Thus the function vol(®)(a,dz) is just the characteristic
function of the closed cone C(®) multiplied by |det(®)|~! where the deter-
minant is computed with respect to the Lebesque measure da. Similarly, the
function k(®)(a) is the characteristic function of C(®) N ;_; Ze.

Lemma 3 Assume ® = & U{¢} where &' generates < & >. Then

vol(®, dz)(a) = / vol(®', dx)(a — to)dt

>0

bt



foranyaeV.
Proof. Indeed, decompose ® = [¢, ®']. Then
P(®,a) = {[t,t'];t > 0,t' € P(?',a—t9)}.

The proof follows by Fubini.

By induction, we obtain the following corollary.

Corollary 4 If® consists of linearly independent vectors, the function vol(®, dx)(a)
is continuous on C(P).

If ® generates V' with |®| > dim V', then the function vol(®,dx)(a) is
continuous on V.

For an element ~ in V', define the translation operator 7() on functions
k(a) on V by the formula: if a € V| then

(r(v)k)(a) = k(a — 7).

The difference operator D(y) = 1 — 7(7y) acts on functions k(a) on V' by the
formula:

(D(7)k)(a) = k(a) = k(a — 7).

The following lemma is obvious from the definition.

Lemma 5 Let ¢ € ® anda € . Then

kK(@)(a) =) K@\ {g})(a —n).

The following relation follows immediately.
Lemma 6 Let ¢ € ® anda € I'. Then

(D(@)k(®))(a) = k(@ \ {$})(a).

In particular, (D(¢)k(®))(a) is equal to 0 if a is not in the subspace of V
generated by O\ {o}.



Lemma 7 Assume ® generates V. Let W be a hyperplane in V' such that
WNC(P) is a facet of C(P). Let @y be the sequence ® NW which spans W.
If a € W, then k(®)(a) = k(Py)(a).

Proof. As W NC(P) is a facet of C(P), if a € W N C(P), any solution of
a = 2511 y;; with y; > 0 will have y; = 0 for ¢; ¢ W.

The following lemma is also o]l\[])tained immediately from Fubini’s theorem
applied to the integral f]RN e~ (Xi=1 %2 g, dty - - - dty decomposed along the
>0

fibers of the map A : RJZVO_H C(®), or to the analogous discrete sum.

Lemma 8 For x in the interior of C'(®)*,

1
vol(®, dz)(a)e™*da = =———,
/C(cb) H¢e<1><¢a fE>
S k(@) (a)e ) = 11 o
a€C(®)Nr H¢€‘D e

2.2 Chambers and the qualitative behavior of partition
functions

In this section, we assume that ® generates V. For any subset v of ®, we
denote by C(v) the closed cone generated by v. We denote by C(®)gn, the
union of the cones C(v) where v is any subset of ® of cardinality strictly
less than r = dim(V'). By definition, the set C(®),e, of ®-regular elements is
the complement of C(®)sng. A connected component of C'(®),e is called a
chamber. We remark that, according to our definition, the exterior of C'(®)
is itself a chamber denoted by cey. The chambers contained in C'(®) will be
called interior chambers. If ¢ is a chamber, and o is a basis of V' contained
in @, then either ¢ C C(0), or ¢ N C(0) = 0, as the boundary of C(o) does
not intersect c.

Let @ C ® be such that ®" generates V. If ¢ is a chamber for ®, there
exists a unique chamber ¢ for ®’ such that ¢ C ¢’

A wall of @ is a (real) hyperplane generated by r — 1 linearly independent
elements of ®. It is clear that the boundary of a chamber ¢ is contained in
an union of walls.



We now define the notion of a quasi-polynomial function on the lattice
. Let I'* be the dual lattice of I'. An element z € U gives rise to the
exponential function e,(a) = e*™®% on I'. Remark that the function e,(a)
depends only of the class of x (still denoted by x) in the torus T'(I") := U/T"*.

Let M be a positive integer. A quasi-polynomial function with period M
on I' is a function K on I' of the form K(a) = Y . es(a)P,(a) where F is a
finite set of points of U such that M F' C I'* and P, are polynomial functions
on V. Then the restriction of the function K to cosets h + MT" of I'/MT
coincide with the restriction to h + MT of a polynomial function on V. If
the degree of the polynomial P,(a) is less or equal to k for all = € F', we say
that K is a quasi-polynomial function of degree k and period M.

If ' =Z and v € C* is a M*™ root of unity, the function n — n*y" is a
quasi-polynomial function on Z of period M and degree k.

If C is an affine closed cone in V with non empty interior, a quasi-
polynomial function on I' vanishing on I' N C' is identically equal to 0 on
I.

If v € T, the difference operator D(vy)k(a) = k(a) — k(a — ) leaves the
space of quasi-polynomial functions on I' stable.

The following theorem is well known (see [H],[B, [, [E]). See yet another
proof in the forthcoming article [f].

Proposition 9 Let ¢ be an interior chamber of C(®).

o There exists a unique homogeneous polynomial function v(®,dz,c) of
degree d on V' such that, for a € t,

vol(®, dz)(a) = v(P, dx, ¢)(a).

o There exists a unique quasi-polynomial function k(®,c) on I' such that,
foraecenT,

kE(®)(a) = k(®,¢)(a).

Remark 10 The sequence ® is called unimodular if, for any subset o of ®
forming a basis of V', the subset o is a basis of Z®. In other words, we
have |det(o)| = 1, where the determinant is computed using the volume da
giing volume 1 to a fundamental domain for Z®. In this particular case,
the function k(®,c) is polynomial on ZP.

In the next lemma, we list differential equations satisfied by the polyno-
mial function v(®, dz, ¢).



Lemma 11 Let¢p € . If ®\{¢p} does not generate V', then O(p)v(P, dx,¢) =
0.
If ®\ {¢} generates V', let ¢’ be the chamber of ®\ {¢} containing ¢, then

O(6)0(®,dr,c) = (@ \ {0}, i, ).
Proof. If &5 = &\ {¢} is contained in a wall W, then V = W & Ro,

and it is immediate to see that an interior chamber ¢ for ® is of the form
¢ = ¢g + Rog¢p, where ¢y is a chamber for ®q. If a = w + t¢ with w € W
and ¢ > 0, then vol(®, dz, ¢)(w + t¢) = vol(Py, dxg, ¢o)(w), with dzedp = dz.
This proves the first statement.

To prove the second statement, if a € ¢, we use the following relation (as
given in Lemma [J)

vol(®, dz)(a) — vol(®, dz)(a — €6) /:0 vol(®o, dz)(a — te)dt.

Corollary 12 Let &g C ® such that &y does not generate V.. Then
(I 2®)v(®,dz,c) = 0.
@D\ Do

In the next lemma, we list difference equations satisfied by the quasi-
polynomial function k(®, c).

Lemma 13 Let ¢ € ®. If P\{¢p} does not generate V', then D(¢)k(P,¢c) = 0.
If ®\ {¢} generates V', let ¢ be the chamber of ®\ {¢} containing ¢, then

D(@)k(®,¢) = k(®\ {¢},¢)

Proof. By Lemma [, the function k(®) satisfies D(¢)k(®) = k(P \ {¢}).
Considering this relation on an affine subcone S of ¢ such that S — ¢ does
not touch the boundary of ¢, we obtain the relations of the lemma.

3 Two polynomial functions

3.1 Residue formula

Let £ be the space of Laurent series in one variable z:

L= 1) = fih}

k>ko



For f € L, we denote by Res,—f(z) the coefficient f_; of z71. If g is a germ
of meromorphic function at z = 0, then g gives rise to an element of £ by
considering the Laurent series at z = 0 and we still denote by Res,_yg its
residue at z = 0. If g = d%f, then Res,—_qg = 0.

With the notation of Section B, let E be a vector in U. It defines a
hyperplane W = {a € V|(a, E) =0} in V.

Definition 14 Let P be a polynomial function on'V and let ¥ be a sequence
of vectors not belonging to W. We define, for a € V,

ela,z+zE)
e Pol(P,V, F)(a) = Res,—g <P(3m) : W)xZO.

e Par(P,V, E)(a) = Res.—g (P(@x) ola,a+2E) )FO.

Mypeg(i—e=rF=m)
It is easy to see that Pol(P, ¥, F')(a) as well as Par(P, ¥, E)(a) are poly-

nomial functions of ¢ € V.

Lemma 15 The functions Pol(P, ¥, E) and Par(P, ¥V, E) depend only on the
restriction p of P to W.

Proof. If p =0, then P = EQ where () is a polynomial function on V.

Then
P(0,)F(z+2E) = LQ(0,)F(eE + z + zE)—

- %Q(ax)F(:E + (2 +€)E)e=o
= 3:(Q(0:)F(z + 2E))

so that the residue Res,—( vanishes on the function z — P(0,)F(z+ 2E),—o.
We can then give the following definitions.
Definition 16 Let p be a polynomial function on W. We define
Pol(p, ¥, E) := Pol(P, ¥, F)

where P is any polynomial on V' extending p.
We define
Par(p, ¥, E) := Par(P, ¥, F)

where P is any polynomial on V' extending p.
In the following, given polynomials p,q, ... on W, we denote by P, Q, ...

polynomials on V' extending p,q, .. ..

10



3.2 Some properties

Let us list some properties satisfied by the function Pol(p, ¥, F).

We first remark that if we replace ¢ in W by ¢ with ¢ # 0, then
Pol(p, ¥, E) becomes Pol(p, ¥, E).

We now discuss how Pol(p, ¥, E') transforms under the action of differen-
tiation.

Proposition 17 Let ¢ € V. Then
O(4)Pol(p, ¥, E) = Pol(p, ¥\ {}, E).
Let w e W. Then
O(w)Pol(p, ¥, E) = Pol(0(w)p, ¥, F).

Proof. The first formula follows immediately from the definition.
For the second part of the proposition, we will use the following lemma,
which is implied by the relation P(0,){x,w) — (x,w)P(0,) = (O(w)P)(0;).

Lemma 18 For any function J(z) of x € U,

(PO w)I@) = ((0w)P)@,)I(x))

z=0 z=0 '

Now, as (w, E) =0, for J(z,2) = m we have
€

d(w)Res.—q (P(9,)el ™8 ] (z, z)) = Res.—o (P(0,)(w, z)e'® "”ZEU(x z))

= Res.—q ((O(w) P)(0,)el 25 ]

z=0 z=0

z=0"

So we obtain the formula of the proposition.

Lemma 19 o [fU = {4}, then forw € W and t € R,

p(w)
(Y, E)

Pol(p, {4}, E)(w + t) = Par(p, {4}, E)(w + t4) =

o [f|V]| > 1, then the restriction of Pol(p, ¥, E) to W wvanishes of order
|U| — 1.

11



Proof. Let Uy = {z|(¢,x) = 0}. We write U = Uy ®RE. The space S(Uy)
is isomorphic to the space of polynomial functions on W. We may choose
P in S(Uy). We write © = x¢ + 21 F, with g € Uy. In these coordinates
(V,x+ zE) = (21 + 2)(¢, E) is independent of xy. So we can set x; = 0 in

the formula
R P ) e(a,a:—l—zE)
€S,—0 ( o (:L‘l + Z)<’I7Z),E> o

and the residue is computed for a function that have a simple pole at z = 0.
The formula follows. The other points are also easy to prove.

Let us list some difference equations satisfied by the function Par(p, ¥, E).
Proposition 20 Let ¢ € W. Then
D(y)Par(p, ¥, E) = Par(p, ¥ \ {4}, E).
Let w e W. Then
7(w)Par(p, ¥, E) = Par(r(w)p, ¥, E).

Proof. The first formula follows immediately from the definition.
The translation operator 7(w) satisfies the relation

P(0:)e” ") = &~ (r(w)P)(@,).

Thus, the second formula follows from the same argument as in the proof of
the second item in Proposition [[7.

4 Wall crossing formula for the volume

In this section, we give two formulae for the jump of the volume function
across a wall. The first one uses convolutions of Heaviside distributions and
is in the spirit of Paradan’s formula ([§], Theorem 5.2) for the jump of the
partition function. The second one is a one dimensional residue formula.

12



4.1 Inversion formula

We will need some formulae for Laplace transforms in dimension 1. For z > 0
and k > 0 an integer, we have

1 > tk —tz
(1) szrl :/(; He dt

Consider the Laplace transform

R L

Assume that p(t) = >, cikpir(t) is a linear combination of the functions
—tx; t*

pik(t) = 755, We assume that x; > 0. Then, the integral defining L(p) is
convergent. We have

(2) L)) =3¢

G Z)tt
The following inversion formula is immediate to verify.

Lemma 21 Let R > 0. Assume that |x;| < R for all i. Then we have

(3) p(t) = i e L(p)(z)e*dz.

Reciprocally, if p is a continuous function on R such that L(p)(z) is convergent
and given by Formula (), then p is given by Equation ().

If p(t) = >, ck% is a polynomial (that is all the elements z; are equal
to 0), then L(p)(z) is the Laurent polynomial }_, ¢,z7*~!, and the inversion
formula above reads

(4) p(t) = Res.—oL(p)(z)e”.

4.2 Convolution of measures

Let E € U be a non zero linear form on V and W C V the corresponding
hyperplane. Let V* = {a € V|{a,E) > 0} and V~ = {a € V|{a, E) < 0}
denote the corresponding open half spaces. Let A" = [ay, g, ..., ] be a
sequence of vectors contained in V*. Consider the span < AT > of A*.

13



We choose a Lebesgue measure da on < A" > with dual measure dzx on
< At >*. We define the continuous function v(A*, dx)(a) on the cone
C(A") Cc< AT > such that, for z € C(A1)*, we have

-
HaeA+ <Oé, SL’>

By Lemma §, v(A*,dx)(a) = vol(AT, dx)(a).

We choose the Lebesgue measure dw = da/dt on WN < AT > where
t = (a, F). The measure dw determines a measure on all affine spaces W N
(a+ < AT >).

(5) = / v(AT, dz)(a)e™ " da.
oa+)

Proposition 22 Let p be a polynomial function on W. We define

(p* v(AT, dx))(a) = / p(w)v(AT, dr)(a — w)dw.

WN(a+<At+>)

Then, for a € VT, we have
(pxv(AT,dx))(a) = Pol(p, At, E)(a) for a € V7.

Remark that p * v(A™,dx) depends only on the choice of E. Indeed,
p * v(AT, dz) is the convolution of two functions, one of which depends on
the measure dz, while the convolution depends on the measure dw. We see
that finally this depends only of the choice of E.

We also remark that, for fixed a € V't the integral defining p* v(A™, dx)

is in fact over the compact set W N (a — C(A™T)) where v(AT, dz)(a — w) is
not equal to zero .
Proof. We decompose W = Wy @ Wi, where Wy = WN < At >,
Then, we can write a € V as a = tF + wy + wy, with (F,E) = 1. If
p(wy + wy) = po(we)p1(wy), we see that (p x v(AT, dx))(tF + wy + wy) =
p1(w1) (poxv(AT, dx))(tF+wyg). Hence, it is sufficient to prove the proposition
in the case where A" generates V. Then

(pxv(A*,dr))(a) = /Wp(w)v(A*, dr)(a — w)dw.

The polynomial nature of (p* v(A™,dz))(a) is clear intuitively. In any case,

we will prove the explicit formula of the proposition, which gives a polynomial
formula for (p x v(A*,dx))(a).

14



We need to compute, for a € V7, I(a) := [, p(w)v(A*,dz)(a — w)dw.
This integral is over a compact, subset of W Let P € S (U ) be a polynomial
function on V' extending p. We may write

I(a) = (P(@m) : /W v(AT, dx)(a — w)e<“”m>dw)

=0
Define
gela) = [ oA dr)(a— w)e .
w

Then g,(a) depends analytically on the variable z € U, and we have
(6) I(a) = (P(,) - € go(a)) |o=o-

The function a — g,(a) = [, v(A",dz)(a — w)e™ @ dy is a continuous
function of @ modulo W that is, it is a continuous function of the variable t =
(a, E) > 0 when a € V+. We then write g,(t) = g,(tF) = [, v(AT, dx)(tF -
w)e” W)y,

To identify the function g,(t), we compute its Laplace transform in one
variable. Let z > 0. If z is in C(A™)*, the integral defining L(g,) is conver-
gent and we have

L(g2)(= ft>0 e g, (LF)dt = fv+ e~ (@2 By (AT, dx)(a)e 4" da
1

aeat (@az+zE)

by Formula (B). Here (o, + 2E) = doz + (o, x) with d, = (a, E) > 0 and
(a, ) > 0.

Thus, by partial fraction decomposition, L(g,)(z) is a function of the type
given by Formula (f]). By the inversion formula for the Laplace transform in
one variable, we obtain that (for x small enough)

1 6<a,zE'>

\a) = — dz.
g ( ) um |z|=1 HaeA+ <OZ,ZL‘ + ZE)

Thus Formula (f]) becomes

1 (a,zE)
I(a) = P(3,) - <e<a’x>—, ‘ dz)
2im 1121 [aeas (o, 2 + 2E) o

1 (P(a ) e(a,a}—l—zE) ) p
= ) - z.
j2|=1 [Leaslawz+2E) )

15




The function in the integrand has a Laurent series at z = 0 with polyno-
mial coefficients in a of the form Y, gr(a)z*. Thus we obtain

elaz+2E)
I(a) = Res,—g (P(@x) ' [1.cns{a,z+ ZE>) .
a€A ’ z=0

This shows that I(a) coincide with the polynomial function Pol(p, A", E) on
V.

We also remark that, if p is homogeneous, Pol(p, AT, E) is homogenous
in a of degree |AT| — 1+ deg(p).

4.3 The jump for the volume function

Let vol(®, dx) be the locally polynomial function on the cone C'(®) generated
by ®. Let W be a wall, determined by a vector £ € U. Let V* and V~
denote the corresponding open half spaces. Define &y = & N W; this is a
sequence of vectors in W spanning W.

Let ¢; € VT and ¢o C V~ be two chambers on two sides of W and
adjacent. Here, we mean that ¢; N ¢y has non empty relative interior in W.
Thus ¢y N ¢y is contained in the closure of a chamber ¢;5 of ®;. We choose
the measure dw on W such that da = dwdt with t = (a, ). We write

d = [@y, T, D]

where T =dNVTand P~ =dNV~.
Let

Ry (®) = [¢]¢ € DT]U[-dlp € 2.

By construction, the sequence R, (®) is contained in V.

Theorem 23 Let vy = v(Po, dw, ¢12) be the polynomial function on W as-
sociated to the chamber ¢io of ®y. Then, if (E, c¢1) >0,

(7) v(®,dx,c1) —v(P,dx, ca) = Pol(vi2, @ \ Pp, F).
Remark 24 We have

Pol(vys, @ \ &y, E) = (—1)I* IPol(v15, R (@), E).

16



Thus, by results of the preceding section, the difference of the volume func-
tions v(®,dx,¢;) — v(P,dx, ¢ca) coincides on VT, up to sign, with the con-
volution of the polynomial measure vis(w)dw associated to the chamber
¢12 and with the Heaviside distributions associated to the vectors ¢ € R, (®).
This is in the line of Paradan’s description of the jump formula for partition
functions (8], Theorem 5.2) .

Proof. Denote by Leq(®) the left hand side and by Req(®) the right hand
side of Equation ([]) above.

We will first verify the claim in the theorem when there is only one vector
¢ of ® that does not lie in W. We can suppose that ®* = {¢} and that
(E, ) = 1. Then the chamber ¢; is equal to ¢12 xR, while cs is the exterior
chamber. In this case, v(®,dx, ¢1)(w + tp) = v(Py, (dw)*, ¢12)(w) = vi2(w),
while v(®, dx, ¢5) = 0. The equation ([]) follows from the first item of Lemma

If not, then |®| > dim(V') and the function vol(®,dz) is continuous on
V by Corollary . Let ¢ be a vector in ® that does not lie in W. We may
assume that ¢ € V. Then the sequence ® = @\ {¢} will still span V.
The intersection of ® with W is ®,. If ¢| and ¢}, are the chambers of @'
containing ¢; and ¢y respectively, they are adjacent with respect to W. As
&' NW = dy, the polynomial v}, attached to ¢;5 and &’ NW is equal to vys.
By Lemma [1], we have

a<¢)(v<q)7 cl) o U<(I)7 CQ)) = U<q)/7 cll) - U<q)/7 cl2)
By Proposition [,
a(¢)Pol(U12, d \ (I)(], E) = POI(’U12, (I)/ \ (I)(), E)

By induction, we obtain 9(¢)(Leq(®) — Req(®)) = 0. Thus the polynomial
function Leq(®) — Req(®) is constant in the direction R¢. The left hand side
vanishes on W, as the function vol(®) is continuous on V. The right hand
side also vanishes by Lemma [[9. This establishes the theorem.

Consider a vector space V with basis {e;, ¢ : 1,...,7}; we denote its dual
basis by {e'}. The set

O(B,) ={e;, 1 <i<rju{ei+e;, 1<i<j<riu{e—e;, 1<i<j<r}

17
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Figure 1: Chambers of B,

is the set of positive roots for the system of type B, and generates V. We
will denote a vector a € V by a = Y'_, ae;; it lies in C(®(B,)) if and only
ifa;+---+a; >0foralli:1,...,r. This will be our notation for this root
system in subsequent examples.

Example 25 We consider the root system of type By (see Figure[l) with ® =
{e1,eq,61 — ea,e1 + ex}. We will calculate v(®P,¢) for all the chambers using
our formula in Theorem B3 iteratively starting from the exterior chamber.

(i) Jump from the exterior chamber to ¢; (W = Rey): In this case E = e,
Oy = {ex}, P = {e1 +eg, 61,61 —ex} and P~ = ).

(P, ¢1)(a) — v(P, cext)(a) = Pol(1, P\ &y, F)(a)

o Res e(a,z+zel)
o z=0 H¢€<p+u<p7<¢yx+zel> =0

ea1(z1+2)+agzy

= Res.— (m1+z+z2)(T1+2)(T1+2—22) ) ¢
v(P,¢q)(a) = Res,—o (%) = 2ai.

1) Jump from ¢q to ¢ = R(e; +e3)): We have E = e' — €2, &y =
(it)

18



{e1 4+ ex}, T ={e1,e1 — ea} and @~ = {ey}.

(P, co)(a) — v(P,c1)(a) = Pol(1,®\ &y, E)(a)
ea1(z1+2)+ag(wg—2) )
(z14+2)(z1—22+22)(22—2) =0

(a1—ag)z 1 2
= —R,GSZ:0 (e 523 ) = _Z(a'l — (1,2) .

= Res,—g

Using (i), v(®, ¢2)(a) = 307 — (a1 — a2)* = (a1 + a2)* — 3a3.
(1ii) Jump from cy to ¢c3 (W = Rey): We have E = €*, &y = {e1},
Ot = {ey,e1 + €2} and = = {e; — es}.

v(P, o) (a) —v(P,c3)(a) = Pol(1,®\ o, £)(a)
ea11+ag(z2+z) )
(za+2)(z1+a2t2)(z1—22—2) ) g

= Res,—g

|
No|
IS
NN

Using (i), v(®, ¢3)(a) = 303 — (a1 — a2)® + 3a3 = +(a1 + a»)*.

5 Wall crossing formula for the partition func-
tion: unimodular case

In this section, we compute the jump k(®P,c;) — k(P,cy) of the partition

function k(®) across a wall. In order to outline the main ideas in the proof,

we will first consider the case where ® is unimodular (see Remark [[( for the

definition). We give two formulae. The first one is the convolution formula

of Paradan ([§], Theorem 5.2). The second one is a one dimensional residue
formula.

5.1 Discrete convolution

Let £ € U be a primitive element with respect to I'* so that (E,I") = Z. Let
U be a sequence of vectors in I" such that (¢, E) # 0 for all v € W. Thus
U =0ty with 0"t =0 NV and ¥~ =¥ NV~. Define

Ri(¥) = [lv € VT U [l € 7.

Let
W:={a€eV|{(a, E) =0},
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We choose F' € T such that (E, F') = 1. We thus have I' =Ty @ ZF.
Let I'so be the set of elements a € I' such that (a, E) > 0. Let us define
the function K (¥) on I'sq such that we have, for x € C(R,(¥))*,

1
_ + —(a,z)
(8) =2 KW@,
Pew aeFZO
that is we have written

(1—e?)=> e™ ify et

n>0

and

1/(1—e™¥)=—e"/(1—¢e¥) = —Ze”wiflp ev .

n>0

Let ko =3 cq- ¥ so that (v, E) = > - (¢, E) is a strictly negative
number if and only ¥~ is non empty. Then we have

K (0)(a) = (=) k(R4 (¥))(a — o),

where k(R (V)) is the partition function of the system R, (V).
The function K+ (W) is supported on the pointed cone —x_ + C'(R, (¥)).
In particular the value K+ (¥)(0) is 1 if ¥~ is empty, or 0 if U~ is not empty.

Let g be a polynomial function on I'y. Define for a € T’

Clg, ¥, E)(a) = Y q(w)K*(¥)(a - w).

welg

The sum is over the finite set I'y N (a — C(R(V))).

Theorem 26 Assume U is non empty. Assume that, for any ¢ € ¥, we
have (¢, E) = £1. Let q be a polynomial function on I'g. Then, for a € I'sy,

C(q,V, E)(a) = Par(q, ¥, E)(a).

Proof. We need to compute, for a € I'sg,

S(a) =Y q(w)K*(¥)(a - w).

w€elg
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This sum is over a finite set.
Let @ € S(U) be a polynomial function on V' extending q. We may write

Sa) = (@@) Y K@) w)e@,@) .

wely

Define
Gola) =) KT(¥)(a—w)e ",

w€elg

Then G, (a) depends in an analytic way of the variable z € U, and we have

(9) S(a) = (Q(8,) - € Gy(a)) lo=o-

The function a +— Gy(a) = > cp, K7 (¥)(a — w)e™ (@) is a function
on I'/Ty = ZF. To identify the function G,(nF"), we compute its discrete
Laplace transform in one variable. Let z be in C(R(V))*. Write u = e *.
We compute

Mycg (e @aulbB))"

In the fourth equality, we have written any element a € I'sp as a = nF —w,
withn > 0 and w € I'g. The next equality is by the definition of the function
K*(¥)(a). Furthermore, we see that the sum is convergent when |u| < 1.

As Lais(Gz)(u) = 3,50 Go(nF)u”, Cauchy formula reads

GulnF) = 3 f-, 7" (G} )%

u
_ 1 u~ " du
T 2w Jful=e [[yeg(1—e @ u(bE)) u

Thus we obtain for n = (a, F),

1 u " du
Sta) = Q@) - ¢ e
< 2T Jjuj=e [Tyew(1 — e~ @y E)) oy 0
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1 elax) du
= — U_n Q(@Q . — —_—.
20 J )= ( Hwe\y(l —e <¢v$>u<va>)>x:0 u

As at least one of the (1, F) is positive and n > 0, it is easy to see that
the function under the integrand has no pole at u = co. As (¢, F) = £1, its
poles are obtained for u = 0 and w = 1. The integral on |u| = € computes
the residue at u = 0. We use the residue theorem so that —S(a) can also
be computed as the residue for u = 1. We use the coordinate u = e~* near
u = 1, and we obtain

S(a) =R <Q<a> i )
a) = Res,—o z) "
— *<¢7$+2E>
[lyeo(l—e ) 0

which establishes the formula in the theorem.

Finally, we compute the restriction to W N T of Par(q, ¥, F).

Lemma 27 e If || = (), then the restriction of Par(q, ¥, E) to W is
equal to q.

o [f|U~| >0, then the restriction of Par(q, ¥, E) to W vanishes.

Proof. The sum formula gives Par(q, ¥, E)(w) = K+ (¥)(0)g(w). Recall
that K (W)(0) vanishes as soon as |[¥~| > 0; it is equal to 1 if U~ = (),

5.2 The jump for the partition function

Let ® be a sequence of vectors spanning the lattice I'. In this section we
assume that ® is unimodular and that I' = Z®.

Let k(®)(a) be the partition function. Then k(®)(a) coincides with a
polynomial function on each chamber. We consider, as in Section .3, two
adjacent chambers ¢; and ¢y separated by a wall W. As before, ®, denotes
W N ®; it is also a unimodular system for the lattice ' N W. Let ks =
k(®o, c12) be the polynomial function on W N T associated to the chamber
¢12 of ®g. Consider the sequence ¥ = &\ &;. We choose E € U such that
U* is non empty.

As the system @ is assumed to be unimodular, the integers d, = (¢, E)
are equal to £1 for any ¢ € ® not in W.
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Theorem 28 Let k1o = k(Py, ¢12) be the polynomial function on W associ-
ated to the chamber ¢12. Then, if (E,¢1) > 0, we have

(10) k((IJ,cl) - k’(q),CQ) = Pal‘(k’lg,(b\(bo,E).

Remark 29 By Theorem 24, the function Par(kiz, @\ o, E) coincide, up to
sign, on I'>q with the discrete convolution Y v ki2(w)k(R(V))(a—r_—
w) of the polynomial function kiz(w) on W by the partition function (shifted)
k(Ry(¥)). Thus, our residue formula for k(®,c;) — k(®, ca) coincide with
Paradan’s formula ([§], Theorem 5.2) for the jump of the partition function.

Proof. Denote by Leq(®) the left hand side and by Req(®) the right hand
side of Equation ([[(j) above.

As the system is unimodular, the lattice I' is generated by I'y and any
¢ not in W. So in a parallel way to the proof of the jump for the volume
function, it would be sufficient to verify that D(¢)(Leq(®) — Req(®)) = 0 for
some ¢ € ® not in W, and that (Leq(®) —Req(®)) vanishes on W. However,
in order that our proof adapts without change to the non unimodular case,
we will check D(¢)(Leq(®) — Req(®)) = 0 for any ¢ € P.

Let us first verify Equation ([I]) above when there is only one vector ¢ of
® not in W. We can suppose that U = {¢} and U~ is empty. In this case
the wall I is a facet of the cone C'(®). The chamber ¢; is equal to ¢ X R,
while ¢y is the exterior chamber. It is easy to see that k(®,¢)(w + to) =
kio(w), whereas k(®,cz) = 0. The equation follows from the first item of
Lemma [[J.

Suppose that this is not the case. Let ¢ be in ®, and denote ' = &\ {¢4}.
We study the difference equations satisfied by Leq(®) and Req(®).

We have several cases to consider.

e ¢isnotin W.

Then the sequence ¢ = ® \ {¢} spans V and W is a wall for ®’. The
intersection of ®" with W is ®y. Let ¢} and ¢, be the chambers for
@’ containing ¢y, ¢;. Then, they are adjacent with respect to W. The
chamber ¢ remains the same. By Lemma [, we have

D(G)(k(®, ¢1) — k(@ 62)) = K(D', ) — k(@' &)
By Proposition P0,

D(¢)Par(kia, @\ @, F) = Par(kis, @'\ &y, F).
By induction, we obtain D(¢)(Leq(®) — Req(®)) = 0.
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o ¢isin W and & = &y \ {¢} span V.

Then the sequence & = &\ {¢} spans V', and W is a wall for the system
®’. Let ¢} and ¢}, be the chambers for ®’ containing ¢, ¢o. Then, they
are adjacent with respect to W. By Lemma [[3, we have

D<¢)(k<q)7 C1) - k<q)7 c2)) = /{;(CI)/’ c,1> - k<q),7 cl2)

Let ¢}, be the chamber for the sequence ®f containing c;5. The sequence
P\ @y is equal to ¢’ \ ®;. By Proposition R0, we obtain

D(¢)Par(k(®, ¢15), &\ &g, E) = Par(k(®),c,), ® \ &y, E)
— Par(k(®), cty), ©' \ B}, E).

So by induction, we conclude that D(¢)(Leq(®) — Req(®)) = 0 again.

o ¢ is in W and ®; does not span W. Then W is not a wall for the
sequence P’

It follows from the description given in Proposition f] of the regular
behavior of functions on chambers that k(®’, ¢}) — k(®’, ¢}) = 0. Thus,
by Lemma [[3,

D(@)(k(®, c1) = k(P, c2)) = k(D' ¢}) — k(') = 0.

Similarly, the function k(®o, c12) satisfies D(¢)k(Po, c12) = 0. As
D(¢)Par(k(®o, c12), @ \ Bo, E) = Par(D(6)k(®y, c1a), ® \ o, E),
we obtain D(¢)(Leq(®)) = 0 = D(¢)(Req(®P)).

We conclude that D(¢)(Leq(®) — Req(®)) = 0 for any ¢ € ® so that
Leq(®) — Req(®) is constant on I' = Z®. It is thus sufficient to verify that
Leq(®) — Req(®) vanishes on W. If & and ®~ are both non empty, both
chambers ¢; and ¢y are interior chambers. So, Leq(®) vanishes on W. By
Lemma R7, Req(®) also vanishes on W. If &~ is empty, the wall W is a facet
of C(®). The restriction of the function k(®,c) to a facet is the function
k(®g, ¢12). Thus Leq(®) restricts to k2 on W by Lemma [. This is the same
for Req(®) by Lemma P7. Thus we established the theorem.
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We now give some examples of jumps in partition functions for the root
system of type A, (which is unimodular).

Let Y be an (r+1) dimensional vector space with basis {e;, i : 1,... ,r+1};
we denote its dual basis by {e'}. Let V denote the vector space generated
by the set of positive roots

O(A)={e;—ej: 1 <i<j<r+1}

of A,. Then, V is a hyperplane in Y formed by points v = E:;Lll vie; €Y
satisfying Z::ll v; = 0. Using the explicit isomorphism p : R” — V' defined
by (ai,...,a.) — aje; + -+ are, — (ay + -+ a,)e, 41, we write a € V' as
a= 22:1 a;(e; — er11). Under p*, the vector e¢; — e,,1 determines the linear
function z; in U = V* ~ R". The vector a € V lies in C(P(A,)) if and only
ifa;+---+a; >0foralli:1,... r. This will be our notation for subsequent

examples concerning A,.

25



Example 30 We consider the root system of type As with ® = {e; — ey, 9 —
es,e1 — es} (see Figure [). The cone C(®) is comprised of two chambers
¢ =C({e1 —e3,ea —e3}) and co = C({e; — es,e1 —ea}). We will calculate
both k(®, ¢1) and k(®, ¢2) using our formula in Theorem 2§ iteratively starting
from an exterior chamber.

(i) Jump from the exterior chamber to c¢i: In this case, E = e, &y =
{ea —e3}, Dt ={e; —e3,e1 —ex} and D~ = 0.

k(®,¢1)(a) — k(P cexs)(a) = Par(1,®\ g, e')(a)

k(®, ¢1)(a) = Reseco (e
lel

= Reszzo(lfeﬁ =1 + a;.

=0

(1) Jump from ¢y to ca: We have E = €2, &g = {e; —ez}, P~ = {e; — e}
and & = {ey — e3}.

k(®,¢1)(a) — k(®,co)(a) = Par(1,®\ g, e*)(a)

- R ealzl+a212+za2
= ReS;—o (1—e—®2=7)(1—e @1 T32—7)
a =0
— e~2 —
= R'eSZZO(lfe_Z)(lfez) = —ay.

Then, k(®,¢2)(a) =1+ ay + as.

Example 31 We now consider the root system of type As (see Figure [3
which depicts the T chambers of As via the intersection of the ray R« of
each root av with the plane 3a; + 2as + az = 1).

We will calculate the jump in the partition function from ¢; := C'({e; —
€g,e1—e€3,e1—eq}) to ey := C({e;—ey,e3—eq,e1—ey}). In this case, E = €3,
Dy = {eg — e4,60 — 4,1 —ea}, Pt = {eg — ey} and D~ = {e; — e3,e9 —
es}. Notice that k1o is the partition function corresponding to the chamber
C({e1 — eq,e1 — ex}) of the copy of As in Az having the set ®q as its set of
positive roots. Using the final calculation in part (ii) of Example [3Q (e4 here
plays the role of e3 in that example), ki2(a) = a1 +as+1. Then, by Theorem

3,
k(®, ¢0)(a) — k(®,¢1)(a) = Par(kis, ® \ &p, E)(a)

= Resz:O ((8331 + 8;)32 + 1) . e@1v]1tagxgtzag

(1-e=?)(A—e""1¥%)(1—e~"22)) |

= taz(az — 1)(2a3 + 3az + 3a; +5).
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5.3 Khovanskii-Pukhlikov differential operator

We recall that I' = Z®. We normalize the measure dz in order that it gives
volume 1 to a fundamental domain for I'*; and we write v(®, dz, ¢) simply as
v(P,c).

We recall the relation between the function k(®,c¢) and v(®,c). Define
Todd(z) as the expansion of

R R ]
l—e= 277797

in power series in z. For ¢ € ®, Todd(d(¢)) is a differential operator of
infinite order with constant coefficients. If p is a polynomial function on
V', Todd(9(¢))p is well defined and is a polynomial on V. We denote by
Todd(®, 0) the operator defined on polynomial functions on V' by

Todd(®,0) = [ [ Todd(d(¢)).

PP

The operator Todd(®, 9) transforms a polynomial function into a poly-
nomial function on T'.
The following result has been proven in Dahmen-Micchelli [H].

Theorem 32 Let ¢ be a chamber. Then
k(®,c¢)(a) = Todd(P,0) - v(P,¢c).

Here we give yet another proof of this theorem, by verifying that our
explicit formula for the jumps are related by the Todd operator.

Let W be a wall of ® determined by E. Assume that ®* is non empty.
Let Todd(®y, d) be the Todd operator related to the sequence &5 = & N W

which is also unimodular.

Proposition 33 Let p be a polynomial function on W. Then
Todd(®, 0)Pol(p, @ \ ®¢, £) = Par(Todd(Py,0)P, ® \ &y, E).

Proof. We have

Todd(®, d) = Todd(®P \ Py, 0)Todd(Py, 9).
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By Proposition [[7]
Todd (g, d)Pol(p, & \ By, E) = Pol(Todd (o, d)p,  \ &y, E).

Let ¢ = Todd(®g, d)p. Then we apply Todd(® \ ®y,0) to

e(a,a:—l—zE)
POl(Q7©\©07E) - R'eSZ:O Q(a$) : H <¢ l‘+2E> °
(be‘i)\‘i)o ? 2=0

We obtain

Todd(® \ @, 0)Pol(q, P \ g, £)(a) = Par(q, ® \ ®o, F).

We now prove Theorem B2 by induction. We assume that Todd(®y, 9)v(Po, ¢12) =
k(®o, ¢12). We then obtain from Proposition B3:

Todd(®, 9)(v(P, ¢1) — v(P,¢2)) = Todd(P, d)Pol(v(Py, ¢12), D\ Do, E)
= PaI'(TOdd((I)(), 8)1}((1)0, C12), d \ (I)(), E)
= Par(k((I)o, Clg), P \ (IDQ, E)
= k?(q), Cl) - k?(q), CQ).

Starting from the exterior chamber where k(P ceyy) = Todd (P, 0)-v(D, Cexy) =
0, we obtain by jumping over the walls that k(®, ¢) = Todd(®, ) - v(P, ¢) for
any chamber.

6 Wall crossing formula for the partition func-
tion: general case

In this section, we compute the jump k(®P,c;) — k(P,cy) of the partition
function k(®) across a wall when @ is an arbitrary system.

6.1 A particular quasi-polynomial function

Let W be a hyperplane of V' determined by a primitive vector £, and I'y =
W NTI. We denote by T the torus V*/T"* and Tj the torus W*/I'j. The
restriction map V* — W* induces a surjective homomorphism r : T" — Tj.
The kernel of r is isomorphic to R/Z.
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Let @ be a quasi-polynomial function on I".© We may write Q(a) =
> yer ey(a)Qy(a) where y € V* give rise to an element of finite order in
V* /T, still denoted by y. The set of elements g € T such that r(g) = r(y)
is isomorphic to R/Z.

Definition 34 Let Q(a) = >_ o ey(a)Qy(a) be a quasi-polynomial function
on ' and let ¥ be a sequence of vectors not belonging to W. We define, for
acl,

e(a,m+2i7rg+zE>
Para(Q, \117 E) (a) = Z Z Resz:O Qy(ax) ' H (1 — 6_(¢,x+2i7rg+ZE>) '
) e 7=0

y€T geT|r(g)=r

Remark 35 The definition may look strange, as we sum a priori on the
infinite set r(g) = r(y). However, in order that the function

( ( ) e(a,a}+2i7rg+zE)
Qy(0, .
_ o—(Y,x+2img+zE)
Hwew(l € ) o0

has a pole at z = 0, we see that there must exist a v in ¥ such that e2™¥:9) =
1. As r(g) is fized, this leaves a finite number of possibilities for g. More
concretely, if y is given, any g such thatr(g) = r(y) is of the form g = y+GE,
and G must satisfy e B = e=27WY) for some ¢ € V. Furthermore, we
see that if the integers (1, E) are equal to £1 for all b € U, and if Q is
polynomial (so that y = 0 on the above equation), then Para(Q,V,FE) is
equal to Par(Q, V¥, F).

It is easy to see that Para(Q, ¥, F)(a) is a quasi-polynomial function of a € V.
Furthermore, using the same argument as in the proof of Lemma [15, we
obtain the following.

Lemma 36 The quasi-polynomial function Para(Q, ¥, E) depends only on
the restriction q of @ to I'y.

Choose a primitive vector F such that I' = T'y®ZF'. Then we see that any

quasi-polynomial function ¢ on I'y extends to a quasi-polynomial function @)
on I
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Definition 37 Let q be a quasi-polynomial function on I'y. We define
Para(q, ¥, E) := Para(Q, VU, F),
where Q) is any quasi-polynomial function on I extending q.

Remark 38 Let q be a quasi-polynomial function on T'y; we may write q(w) =
ZyeTO ey(w)qy(w). Let Q) denote any extension of the polynomial function
qy on' V. Then, while calculating Para(q, UV, E), we are in fact summing over
g € T such that r(g) = y.

Proposition 39 Let ¢ € W. Then

D(y)Para(q, ¥, E) = Para(q, ¥ \ {¢}, E).
Let w € I'y. Then,

D(w)Para(q, ¥, E) = Para(D(w)q, ¥, E).

Proof. The first formula is immediate from the definition. For the second
formula, if r(g) = r(y) and if w € Ty, then

a—w,x+2img+zE) a,x+2img+zE)

7<w’x>€y<_w>€< )

el =e

and the result follows as in the proof of Proposition R0

6.2 Discrete convolution

We take the same notations as in Section p.J. However here the system ¥ is
arbitrary. We define, as before, the function K (¥) on I'sg by the equation

(11) 11 ﬁ = 3 KHW)()e @),

Pew aeFZO

Let ¢ be a quasi-polynomial function on I'y. Define for a € I'sq

Clg, ¥, E)(a) = Y q(w)K*(¥)(a - w).

welg
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Theorem 40 Let q be a quasi-polynomial function on I'y. Assume that U+
is non empty. Then, for a € I'sg,

C(q, ¥, E)(a) = Para(q, ¥, E)(a).

Proof. We need to compute, for a € I'sg,

S(a):= Y q(w)K*(¥)(a —w).

w€elg

This sum is over a finite set.
Let Q(a) = >, crey(a)Qy(a) be any quasi-polynomial function on I' ex-
tending q. We may write

S(a) =) (Qy(&v) ) KT(¥)(a- w)€<w’”2”y>> :

yeT welg

Define
Gi”y!/(a’) = Z K+(\I’)<a — w)e*<a*w,x+2iﬂy>.

wely

Then G, ,(a) depends in an analytic way of the variable + € U, and we have

(12) S(a) =D (Qy(8y) - et G, (a)), -

yeT

The function a — Gy y(a) = 3, cp, KT (V) (a —w)e™ @227 s a function
on I'/Ty = ZF. To identify the function G, ,(nF), with n = (a, E), we com-
pute its discrete Laplace transform in one variable. With the same proof as
the proof in Theorem P{, we obtain that for z in the dual cone to C' (R4 (¥)),
Lais(Gay)(u) =, 50 Goy(nF)u™ is convergent for |u| < 1 and we obtain

1 u " du
27/77- \u|:e Hwe\ll(l — e_<w,l‘+2iﬂ'y>u<’¢'7E>) u

Guyla)

where n = (a, E).
Thus Formula ([[J) becomes

1 U

: -n du
_ . laxt2imy) _— “oo
S(a) = Z (Qy(a:v) € 90 . H¢em(1 — e (bat2iny)  ($.5)) o ) _0'

yeT |u|=
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Let

, u "
. y(u) ( y(ax) - elarrEmy) ' ) '
_ p—(Wx+2imy) o, (. E)
Hwexp(l € u ) o0

As at least one of the (¢, E) is strictly positive and n > 0, the function F,(u)
has no pole at co. The integral over |u| = € computes the residue of F,(u)
at u = 0. All other poles are such that u¥'#) = e®¥2m) for some ¢ € ¥, so
they are roots of unity ¢ = ¢*"¢ with G € R/Z. Any element g € T with
r(g) = r(y) is of the form g = y + GE with some G. We obtain

S(a) = — Z Z Res,—czinc Fyy(u).

yeT GeR/Z

We write u = e2"Ce~ 2imG and we obtain the formula

of the theorem.

% in the neighborhood of e

Similarly, we compute the restriction of Para(q, ¥, F) to W NT.

Lemma 41 o If|U~| =0, then the restriction of Para(q, ¥, E) to W is
equal to q.

o [f|U~| >0, then the restriction of Para(q, ¥, E) to W vanishes.

Proof.  The sum formula gives Para(q, ¥, E)(w) = K (¥)(0)g(w) and
K*(¥)(0) vanishes as soon as [~ > 0.

6.3 The jump for the partition function

Let ® be a sequence of vectors spanning the lattice I'. Let k(®)(a) be the
partition function given by quasi-polynomial functions on chambers. We
consider as in Section two adjacent chambers ¢; and ¢, separated by a
wall W. As before, &y denotes W N ®. Let k1o = k(Pg, ¢12) be the quasi-
polynomial function on W NI associated to the chamber ¢;5 of ®. Consider
the sequence ¥ = ® \ &;. We choose F € U such that U* is non empty.
In the preceding section, we have associated a quasi-polynomial function
Para(kja, @ \ ®g, F) on I' to &\ &y, F and kj5 . We recall that

Para(kiz, @\ @, E)(a) = »_ kip(w)K(®\ p)(a — w).

weWnl
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Theorem 42 Let k1o = k(Pg, c12) be the quasi-polynomial function on Ty
associated to the chamber ¢i15. Then, if (E,¢;) > 0, we have

(13) k:(<1>,c1) - kf(‘b,CQ) = Para(k12,®\¢o,E).

Proof. The proof is exactly the same as in the proof of Theorem
corresponding to the unimodular case.

Example 43 We consider the root system of type By (see Figure []). We
will calculate k(®,c) for all chambers ¢ using our formula in Theorem [[3
iteratively starting from an exterior chamber.

(1) Jump from the exterior chamber to ¢;: We have E = €', &5 = {es},
Ot ={e; + eg,e1,e1 —ex} and @~ = (). With the notation of Definition [[],
Q = 1(hencey = 0) and (¢, E) = &1 for all ¢ € ®\Py. Then, by Remark BJ,
Para(1l,® \ &y, F) = Par(1,® \ @, ). We get

e(a,z+zel>
k(®,e1)(a) — k(P, cext)(a) = Res.— ((1_5—(x1+x2+z))(1_6—(w1+z))(1_e—(w1—wz+z))>
k@, c1)(a) — Res.o (72557 ) = Har +2)(ar + 1),

(ii) Jump from ¢ to c3: We have E = e' — €2, &y = {e; + ey}, T =
{e1,e1 — ez} and &~ = {es}. We also have Q = kis = 1, thus y = 0. Then,
the set of feasible g € T giving a nontrivial residue at z = 0 for a summand

in Para(1, ® \ @, F) and satisfying r(g) = 0 is {0, 61562 }. By Theorem |3,

kE(®,co)(a) — k(P,¢1)(a) = Para(l,®\ &g, F)(a)

> Res ( ela,w+2ing+2E) )
= 19 _ ~ .
g:O,g:% z=0 Hd>e<1>\<l>0(176 (¢,z+2z7‘rg+zE>)

=0

=0
(—1)%1+a2 elag—ag)z

ela1—ag)z
= Res.=g ((1_672)(11—;22)(1—@2)) + Res.—o ((1-{—6’2)(1—6*22)(14—62))

_ ai;+asg 1
(_1) 1+ 2§_

1
- 8
—i(aQ —ay)(ag —a; —2) if a; + ay even,
_i(aQ_al —1)2 ifa1+a2 odd

:—i(ag—a1—1+(W))(a2—al—1—(

Using (i), we get

k(@ 0)(a) = L(a 8
=102+ laray — L3 + ar + Jap + T+ (D)ol

33

(2042 — 4ayay + 203 + 1 — 4ay + 4ay)

14(—1)21t22 ))

2

1+ 2)(ar + 1) 4+ (1) 92 L — (243 — 4aras + 243 + 1 — 4ap + 4ay)
(_



(iii) Jump from ¢y to ¢c3: We have E = €2, &g = {e1}, T = {ey,e1 + €2}
and &~ = {e; — ex}. We again have Q = kog = 1 and (¢, E) = £1 for all
€D\ Dy Thus, y =g =0 and (as in part (i)) we can use the formula for
the unimodular case:

e(a,z+zE)
K@, e2)(a) = b(®.e3)(a) = Res.o (-2 )

(1—e=2)(1—e—?)(1—e?)

—

= Res,—g
Then, k(®,c3)(a) = %a% + %alag + ia% +a;+ag+ g + (—1)“1“2%.

6.4 Generalized Khovanskii-Pukhlikov differential op-
erator
Here @ is a general sequence (not necessarily unimodular). We assume again
that Z® = I'. We choose the measure dz giving volume 1 to U/I™*. We write
v(P, ¢, dx) = v(P,¢).
For the complex number ¢, define Todd((, z) as the expansion of

z
1 — C—le—z
into a power series in z. If { # 1,
Todd((, z) 1
(14> - 1 —1lp—2
z —(le

is analytic at z = 0.

For ¢ € ®, Todd(¢,0(¢)) is a differential operator of infinite order with
constant coefficients. If p is a polynomial function on V', Todd({, d(¢))p is
well defined and is a polynomial on V.

For ¢ € T = U/I'*, define the Todd operator (a series of differential
operators with constant coefficients) by

Todd(g, ®,9) := H Todd(ey(¢r), O(dr)),

where e,(¢y,) := 299,
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If G is a finite subset of T', we denote by Todd(G,®,0) the operator
defined on polynomial functions v(a) on V by

(Todd(G, @, 0)v)(a) = Z eg(a)(Todd(g, @, 0)v)(a).
geG

Let g € T, and define ®(g) = {¢ € ®|ey(¢p) = 1}. If ®(g) do not
generate V/, it follows from Corollary [ that (] ];¢qs,) 9(¢))v(®,¢) = 0. Thus
Todd(g, @, 9)v(®, ¢) = 0. Indeed Todd(g, ®, ) is divisible by (][44, 9(¢))

as follows from Equation ([[4) above.

Definition 44 Define
GP)={geT| <P(g) >=V}.

The set G(®) is finite. Indeed, if g € G(®P), there must exists a basis o of
V extracted from ® such that e,(g) =1 for all ¢ € o, and this gives a finite
set of solutions. If ® is unimodular, then G(®) is reduced to the identity
element.

The following result has been proven in [J].

Theorem 45 Let ¢ be a chamber. Then
k(®,¢)(a) = Todd(G(P), P,0) - v(P,¢c).

Here we will give yet another proof of this theorem, by verifying that the
explicit formula for the jumps are related by the Todd operator.

For the proof, it is easier to sum over ‘all elements’ ¢ of T. If v is a
polynomial function on V' such that

(15) Todd(t, ®,0) - v = 0 except for a finite number of elements ¢,
we may define

Todd(T, ®,9)v(a) = Y _ e(a)Todd(t, ®,0) - v,
teT
being understood that we only sum over the finite subset of ¢ € T' such that
Todd(t, ®,0) - v # 0. With this definition, for v = v(®, ¢), then
Todd(7', ®,0)v = Todd(G(P), P, 0)v.

To prove Theorem [, we follow the same scheme of proof as in Theorem

32,
Let W be a wall and let ¢y be a chamber of the wall for the sequence
Oy = PN W. We only need to prove
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Theorem 46
(16) TOdd(T, (I), a)POI(U<(I)0, Co), o \ (I)(], E) = Para(k:(q)o, Co), o \ (I)(], E)

Proof. It is easy to see that the function v := Pol(v(®g, ¢g), P \ Do, F)
satisfies the hypothesis ([§) above. Let Vy be a polynomial function on V/
extending vy = v(Pg, ¢p). Then (Todd(T, P, 0)v)(a) is equal to

> ) ela)(Todd(ty, @y, 0)Todd(t, @ \ 0o, 0) - v)(a),

to€To teT | r(t)=to

where T denotes the torus W*/I'j. We have

()(Todd(t, D\ T, B)u)(a) (0. cormn
e¢(a)(Todd(t, D\ Py, 0)v)(a) = Res.—g [ Vo(0,) - T ,
Hd)eq)\%(l — e~ {pz+2imt+ E)) L

so that (Todd(T, ®,0)v)(a) is equal to

6(a,m+2i7rt+zE)
— Z Z Res.—o | (Todd(ty, o, 0)Vo)(0x) '
=0

_ p—{px+2iTt+2E)
to€To teT |r(t)=to quecb\cbo (1 € )

By induction hypothesis, a quasi-polynomial function extending kg (P, ¢)
is
> eto(a)(Todd(to, 2o, 9)Vp)(a)

to€To

where we denote again by ¢, any element of 7" such that r(t) = t,. Thus the
last formula is exactly the definition of Para(ko(®, o), P \ Do, E)(a).
The rest of the proof is identical to the proof of Theorem B3

7 Some examples

In this section we give further examples of jumps in partition and volume for
various root systems.

Example 47 We will calculate the jump in volume from ¢ := C({e1,e1 —
g, e1—e3} to co := C({e1, e1—ea, e1+e3}) of Bs (see Figure[] where chambers
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Figure 4: Chambers of Bj

of Bs are depicted via the intersection of the ray RTa of each root with the
plane 3a; + 2as + a3 =1).

We consider the copy By in Bs having the set {e1, es,e1+ea, €1 —e2} as its
set of positive roots. This particular jump is over the chamber C({e1,e;—es})
of this By. We have E = 3, ® = {e3,e,+e3, ea+e3} and @~ = {e;—e3, e9—
es}. Using part (iii) of Exvample 23, vi2(a) = 1(a1 + as)?. By Theorem 3,

v(®, e2)(a) = v(®,¢1)(a) = Pol(vig, @\ g, E)(a)
— ReS v (a ) . ed171+agrotag(z+z3)
2=0 \ Y12\¥2) " (g342) (21 tas+2) (@2 tas+2) (@1 —23—2) (T2 —T3—2) -

= ﬁaé(%al% + 15a? + 15a3 + 2a3).

Example 48 We will calculate the jump in volume from ¢o = C({e1,e; —
ey, €1+ e3}) to ez :=C({e1,e1 +e3,ea—e3}) NC({er,e1 +e3,e2+e3}) of Bs
(see Figure []). We consider the copy By in Bz having the set {ey,es, e; +
es,e1 — ez} as its set of positive roots. This particular jump is over chamber
C({e1,e1+e3}) of this By. We have E = 2, 1 = {ey, ea+e3,e0—e€3,¢1+€2}
and &~ = {e1—ey}. Using part (i) of Example B3, vas(a) = (a1 +as)* —3a3.
By Theorem [23,

(P, c3)(a) —v(P,c0)(a) = Pol(vaz, @\ Po, E)(a)

ed1®1+tagztazzy
= Res.—o (”23(696) ' z(x3+z)(—x3+z><x1+z><xﬁz>>ro
1

= —%ag(a% + 2aya3 — a3)

Example 49 We will calculate the jump in the partition function from ¢; =
C({e1,e1 —ea,e1 —e3} to ca = C({e1,e1 —ea,e1 +e3}) of Bz (see Figure [).
This particular jump is over the chamber C({e1,e1 — ea}) of the copy of By
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in Bs having positive roots ®y = {e1, ey, €1 + €9,61 — e3}. We have E = €3,
O* = {ez,e1 +e3,e0 + ez}, DT = {eg — ez, — e3}.
. cee _ 1 2

Using part (iti) of Ezample f3, ki2(a) = (a1 + a2)® + a1 + ap + L +
(—1)‘“”2%. Then, with the notation of Section 6, we havey =0 ory = £ +e ;
correspondingly Qo(a) = (a1 + a2)* + a1 + ag + £ and Q. g2 2(a) = 5. For
y = 0, the only feasible g € T giving a nontmmal residue at z = =0 for a
summand in Para(kis, ® \ ®o, E) and satisfying r(g) = 0 is g = 0. On the

o 61+€2 . .. .o .

other hand, for y = <Z% the feasible set of g giving a nontrivial reszldUS at
z =0 for a summand in Para(kiz, ® \ ®o, E) and satisfying r(g) = <%= is
{#, %} Then, by Theorem [[3,

kE(®,co)(a) — (P, ¢1)(a) = Para(kia, @ \ o, £)(a)
a,x+ze3)

o
- Resz 0 (QO( x (1 e(¢,z+263>))

H¢>ec1>+u<b* - =0

(a,z+im(e +e2)+ze )
_'_Resz =0 <Qe 1ie2 :1: : im(elte2 3 )
_(1—e—(Psztim(et+e)+ze2)
( H¢e¢>+u<b (1—e ) =0

e(a,z+iﬂ(el +82 +63)+263>
Q e +e :13

_(1—e—(patin(el+e2+ed)+ze3)
H¢6<I>+U<I> ( ) o

+Res.—q

- Res Q ed1%1tagra+azz
- z=0 0 $ (1 e— Z)(l e (zlJrz))(l e (12+Z))(1767(zl72))(1767(1272)) R

1 ( 1 a1+a26a32 (71)a1+a2+a36a32
+‘Resz 0 ((1 c z)(1+e =)z (1+ez)2> + §Res.—g ((lJre_z)(lfe_z)Q(lfez)Q)

= sasa3(as — 1)(as + 2)(az + 1)(4a3 + 4as + 30ai + 60aza; + 30a3 + 441 + 240a; + 240a,)
+(—1)mte o (—1)ate2tes o (2a5 4 1)(2a3 + 2a3 — 3).

Let 3 := 17(721)“3 and 12 =

we can factor k(®,cy)(a) — k(P, c1)(a) as:
1
2880

where

I-(zymrez. Then, after some calculation,

(a3=7s)(as+2=73)-((1 = 73) (/1 = 30(1 = 712)(1 = 2a3)) + 73(f2 = 30(1 —712)(3 + 2a3))) ,

fi = 4a3+ 4a} + 30aia} + 60axaia3 + 240asa3 + 30a3a3 + 437a3 + 240a3a,
—34a3 — 426 — 60aga; — 30a? — 240ay — 30a3 — 240a,

f2 = 4a3+ 1243 + 30a%aj + 60asa1aj + 240aza3 + 30a3a3 + 44943 + 240a3a,
+60a3az + 60alaz + 480azas + 120asa,a3 + 912a3 + 480aia3 + 45

Example 50 Let ¢, denote the interior of the cone generated by the roots
{e; —ery1, 1 < i < r} of A.. With the notation of Section p.3 , a =
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Yo iai(e; — eprg1) S in Chice if and only if a; > 0 for all 1 < ¢ < r. Then,
the copy of A._1 (with positive roots {e; —e; : 2 < i < j < r+1}) in
A, can be thought as the hyperplane W with ¢; = Cext, €2 = Cnice(A,) and
€12 = Cnice(Ar—1). Together with the fact that k(A,_1, thice)(a) is independent
of a,_1, we have by Theorem 2§,

k<Ar7 cnice)(a> = Par(k<Ar717 cnice>7 {61 —€2,...,61 — er+1}7 61)(CL)

. e17tagzy+ tapr 12,1
- Resz:O (k(AT*b cnice)(arzv SRR 81%—1) : (1—e®2=7)..(1—e®r—1"%)(1—e—?)2 2—0 .

For example, using k(Asz, tpice)(a) = a1 + 1 (part (i) of Example [3]),

H(As, i) (@) = Resoco (00, + 1) S5y )
= (a1 +2)(ar + 1)(a1 + 3as + 3).

We can iteratively calculate,

k’(A4, cnice)(a) = ReSZ:() <%(8J:2 + 2)(8902 + 1)(81:2 + 36J:3 + 3) : (1—6_232?:1122—2;?;53—@“3_Z))xzo

= g5(a1 +3) (a1 4+ 2)(a1 + 1) (a1 + 3 + as + 3as)
(a3 + 9ay + 5ayas + 10a3 + 20 + 30as).

In a similar fashion, using Theorem PR3, we can calculate v(A,, cpice) iter-
atively. The computation of v(Az, cpice) took 12 seconds. The result is too
big to be written here.

Recall that Baldoni-Beck-Cochet-Vergne [[] can compute individual num-
bers k(A,)(a) for a fixed, for n = 10 in less than 30 minutes. The full polyno-
mial k(A,, hice) is computed in 7 minutes when n = 7 and 30 minutes when
n =38 on a 1,13GHz computer. The method of Baldoni-Beck-Cochet-Vergne
uses an arbitrary order on roots. The method of calculation which follows
from wall crossing formulae seems less efficient, but it may give some light
on the best order strategy and the complexity of calculations.
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