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A proximal iteration for deconvolving Poisson noisy

Images using sparse representations

F.-X. Dup&, M.J. Fadil? and J.-L. Starck

a GREYC UMR CNRS 6072 P DAPNIA/SEDI-SAP CEA-Saclay
14050 Caen France 91191 Gif-sur-Yvette France

Abstract

We propose an image deconvolution algorithm when the datansaminated by Poisson noise. The image to
restore is assumed to be sparsely represented in a digtiohamveforms such as the wavelet or curvelet transforms.
Our key contributions are: First, we handle the Poissonenpisperly by using the Anscombe variance stabilizing
transform leading to aon-linear degradation equation with additive Gaussian noise. Secinreddeconvolution
problem is formulated as the minimization of a convex fumél with a data-fidelity term reflecting the noise
properties, and a non-smooth sparsity-promoting pesattier the image representation coefficients (&.grorm).
Third, a fast iterative backward-forward splitting algbrn is proposed to solve the minimization problem. We derive
existence and uniqueness conditions of the solution, atatlesh convergence of the iterative algorithm. Finally, a
GCV-based model selection procedure is proposed to obgdgetselect the regularization parameter. Experimental
results are carried out to show the striking benefits gaimerh ftaking into account the Poisson statistics of the
noise. These results also suggest that using sparse-doegailarization may be tractable in many deconvolution

applications with Poisson noise such as astronomy and sdopy.

Index Terms

Deconvolution, Poisson noise, Proximal iteration, fomvbackward splitting, Iterative thresholding, Sparse

representations.



. INTRODUCTION

Deconvolution is a longstanding problem in many areas ofadignd image processing (e.g. biomedical imaging
[1], [2], astronomy [3], remote-sensing, to quote a few): Example, research in astronomical image deconvolution
has recently seen considerable work, partly triggered eéyihbble space telescope (HST) optical aberration problem
at the beginning of its mission. In biomedical imaging, ersters are also increasingly relying on deconvolution
to improve the quality of images acquired by confocal micapses [2]. Deconvolution may then prove crucial for
exploiting images and extracting scientific content.

There is an extensive literature on deconvolution problgdme might refer to well-known dedicated monographs
on the subject [4]-[6]. In presence of Poisson noise, sédaeonvolution methods have been proposed such as
Tikhonov-Miller inverse filter and Richardson-Lucy (RL)gakithms; see [1], [3] for a comprehensive review. The
RL has been used extensively in many applications becauseailapted to Poisson noise. The RL algorithm,
however, amplifies noise after a few iterations, which canabeided by introducing regularization. In [7], the
authors presented a Total Variation (TV)-regularized Roagthm. In the astronomical imaging literature, several
authors advocated the use of wavelet-regularized RL dlgori8]-[10]. In the context of biological imaging
deconvolution, wavelets have also been used as a regtianzzcheme when deconvolving biomedical images;
[11] presents a version of RL combined with wavelets dengisand [12] uses the thresholded Landweber iteration
introduced in [13]. The latter approach implicitly assuntiest the contaminating noise is Gaussian.

In the context of deconvolution with Gaussian white noigggrsity-promoting regularization over orthogonal
wavelet coefficients has been recently proposed [13]-[G&heralization to frames was proposed in [16], [17]. In
[18], the authors presented an image deconvolution alguoriiy iterative thresholding in an overcomplete dictionary
of transforms, and [19] designed a deconvolution methot¢bmbines both the wavelet and curvelet transforms.
However, all sparsity-based approaches published so far imainly focused on Gaussian noise.

In this paper, we propose an image deconvolution algorithimdéta blurred and contaminated by Poisson noise.
The Poisson noise is handled properly by using the Anscorabiance stabilizing transform (VST), leading to a
non-lineardegradation equation with additive Gaussian noise,[$ed ) deconvolution problem is then formulated
as the minimization of a convex functional with a non-linéata-fidelity term reflecting the noise properties, and
a non-smooth sparsity-promoting penalty over the reptasien coefficients of the image to restore, e.g. wavelet
or curvelet coefficients. Inspired by the work in [15], a fasbximal iterative algorithm is proposed to solve the
minimization problem. Experimental results are carrietl @u a set of simulated and real images to compare our
approach to some competitors. We show the striking benefiteed from taking into account the Poisson nature of

the noise and the morphological structures involved in ti@ge through overcomplete sparse multiscale transforms.

A. Relation to prior work

A naive solution to this deconvolution problem would be tglgpraditional approaches designed for Gaussian

noise. But this would be awkward as (i) the noise tends to &ansonly for large mean intensities (central limit



theorem), and (ii) the noise variance depends on the meavagn more adapted way would be to adopt a bayesian
framework with an adapted anti-log-likelihood score (data fidelity term) reflecting the Poisson statistics of the
noise. Unfortunately, doing so, we would end-up with a fioral which does not satisfy a key property: the data
fidelity term does not have a Lipschitz-continuous gradantequired in [15], hence preventing us from using the
forward-backward splitting proximal algorithm to solveetbptimization problem. To circumvent this difficulty, we

propose to handle the noise statistical properties by ugiagAnscombe VST. Some previous authors [20] have
already suggested to use the Anscombe VST, and then dewenwith wavelet-domain regularization as if the

stabilized observation were linearly degraded and comtared by additive Gaussian noise. But this is not valid as

standard asymptotic results of the Anscombe VST is notlineecause of the square-root, sge (1).

B. Organization of this paper

The organization of the paper is as follows: we first formaillatir deconvolution problem under Poisson noise
(Section[1}), and then recall some necessary material abegricomplete sparse representations (Segtipn 1l1). The
core of the paper lies in Sectign]IV, where we state the dealatien optimization problem, characterize it and
solve it using monotone operator splitting iterations. W docus on the choice of the two main parameters of the
algorithm and propose some solutions. In Secfibn V, expantal results are reported and discussed. The proofs

of our main results are deferred to the appendix awaitinggason by the interested reader.

C. Notation

Let H a real Hilbert space, here a finite dimensional vector sulesp&R™. We denote byj.|| the norm associated
with the inner product.,.) in H, andI is the identity operator oft{. x and « are respectively reordered vectors
of image samples and transform coefficients. A functjors coercive, iflim),| 4 f (¥) = +oc. The domain
of f is defined bydom f = {x € H : f(z) < +oo} and f is proper ifdom f # (). An operatorA acting onH
is k-Lipschitz continuous iz, y € H, ||A(z) — A(y)|| < k||z — y|| wherek is the Lipschitz constant’o(H) is
the class of all proper lower semi-continuous (Isc) conwencfions fromH to | — oo, +oc|. We denote by the

0, if xeC,
indicator of the convex set: ic(z) = . We denote by— the weak convergence (from weak

+o00, otherwise
topology to weak topology).

[I. PROBLEM STATEMENT

Consider the image formation model where an input image pfxels x is blurred by a point spread function
(PSF)h and contaminated by Poisson noise. The observed imageisiitiscrete collection of counis= (v )1<i<n
which are bounded, i.e; € /... Each county; is a realization of an independent Poisson random varialite w
a mean(h ® x);, where® is the circular convolution operator. Formally, this wsitg; ~ P ((h® x);). The

deconvolution problem at hand is to restardrom the observed count image



A natural way to attack this problem would be to adopt a maxima posteriori (MAP) bayesian framework
with an appropriate anti-log-likelihood score (i.e. datefity term) reflecting the Poisson statistics of the noise.
But, as stated above, this would prevent us from using th&vimacl-forward splitting proximal algorithm to solve
the MAP optimization problem, since the gradient of the datelity term is not Lipschitz-continuous. We then

propose to handle the noise statistical properties by usiagAnscombe VST [21] defined as
2 =2 (h@w)i—kg—ka, e ~N(0,1), 1)

wheres is an additive white Gaussian noise of unit varidnde words, > is non-linearlyrelated taz. In Section(1y,

we provide an elegant optimization problem and a fixed pdoréhm taking into account such a non-linearity.

[1l. SPARSE IMAGE REPRESENTATION
Let z € H be any/n x /n image.x can be written as the superposition of elementary atpmparameterized
by v € 7 according to the following generative model :

x:Za7@7:<Da, Z|=L>n. 2
yEL

We denote by® the dictionary i.e. thex x L matrix whose columns are the generating Wavefo(m,s),yg all
normalized to a units-norm. The forward (analysis) transform is then defined by@a-necessarily square matrix
T = &7 ¢ REX™ with L > n. When L > n the dictionary is said to be redundant or overcomplete. éndéwse of
the simple orthogonal basis, the inverse (synthesis) foemsis trivially ® = TT. Whereas assuming thét is a
tight frame implies that the frame operator satisfieB” = cI, wherec > 0 is the tight frame constant. For tight
frames, the pseudo-inverse reconstruction (syntheseatqr reduces te~! ®. In the sequel, the dictionag will
correspond to an orthobasis or a tight frameraf

Owing to recent advances in modern harmonic analysis, meshyndant systems, like the undecimated wavelet
transform, curvelet, contourlet, were shown to be veryatiife in sparsely representing images. By sparsity, we
mean that we are seeking for a good representation with only few significant coefficients.

In the rest of the paper, the dictionafly is built by taking union of one or several (sufficiently inesant)
transforms, each corresponding to an orthogonal basis mha ftame. Choosing an appropriate dictionary is a
key step towards a good sparse representation, henceatéstioA core idea here is the concept of morphological
diversity. When the transforms are amalgamated in theadfiaty, they have to be chosen such that each leads to
sparse representations over the parts of the images it vingee.g. wavelets for smooth images with isotropic
singularities [22], curvelets for representing piecevasothC? images away fronC? contours [23], [24], wave
atoms of local DCT to represent warped locally oscillatiegtares [22], [25].

IRigorously speaking, the equation is to be understood insgmptotic sense.



IV. SPARSEITERATIVE DECONVOLUTION
A. Optimization problem

The class of minimization problems we are interested in aasthted in the general form :

min f1(z) + f2(x), @)

zeH
where f; € To(H), f2 € To(H) and f; is differentiable with ax-Lipschitz gradient. We denote by the set of

solutions of [B).

From (1), we immediately deduce the data fidelity term

FoHo® (), with 4)
n 1 2
FiUGR"H;f(m% fni) =5 <Zz'—2\/77z+§> ,
whereH denotes the (block-Toeplitz) convolution operator. Frorstatistical perspective[](4) corresponds to the
anti-log-likelihood score.
Adopting a bayesian framework and using a standard MAP aulegoal is to minimize the following functional

with respect to the representation coefficiemts
(Paw) : moin J(a) , (5)

L

J:ar— FoHo® (a)41cod (a)+/\zw(ai),
N e’ i1

fi(a)

fa2(e)
where we implicitly assumed thdty;);<;<;, are independent and identically distributed with a Gibbsdansity

x e~ (@) The penalty function) is chosen to enforce sparsity,> 0 is a regularization parameter andis the
indicator function of the convex sét In our case( is the positive orthant. We remind that the positivity coaisit
is because we are fitting Poisson intensities, which aregipe&y nature. We also define the gBt= {«|®a € C},
that isier =10 o .

From (), we have the following,

Proposition 1.

(i) f1is convex function. It is strictly convexdf is an orthobasis ander (H) = ( (i.e. the spectrum of the PSF
does not vanish within the Nyquist band).
(i) The gradient off; is
Vfila) =T oH o VFoHOo ® (a) , (6)

with

—2;



(i) f1 is continuously differentiable with a-Lipschitz gradient where
3/2
r < (3)Y ae [H3 )1zl < +oc. ®)
(iv) (Pxy) is a particular case of problen).

A proof can be found in the appendix.

B. Characterization of the solution

SinceJ is coercive and convex, the following holds:
Proposition 2.

1) Existence(P, ;) has at least one solution, i.e\{ # 0.

2) Uniqueness(P, ,) has a unique solution b is an orthobasis ander (H) = (), or if ¢ is strictly convex.

C. Proximal iteration

We first define the notion of a proximity operator, which wasdduced in [26] as a generalization of the notion

of a convex projection operator.

Definition 1 (Moreau [26]). Lety € T'o(H). Then, for every: € H, the functiony — ¢(y)+ ||z — y||* /2 achieves
its infimum at a unique point denoted pyox, z. The operatorprox,, : H — H thus defined is the proximity

operator ofp. MoreoverVzx,p € ‘H
p=Dprox,r <= x —p € dp(p) 9)
< (y—p,x—p)+ o) <ely) Yy € H.
(B) means thaprox,, is the resolvent of the subdifferential pf[27].

It will also be convenient to introduce the reflection operaprox, = 2 prox,, —1.

For notational simplicity, we denote by the functiona — >, ¢(c;). Our goal now is to express the proximity
operator associated tf, which will be needed in the iterative deconvolution altfun. The difficulty stems from
the definition of fo which combines both the constraint and the regularizatigmfortunately, we can show that
even with a separable penalfy(«), the operatoproxy, = prox, .p4xp has no explicit form in general, except
the case wher@ = I. We then propose to replace explicit evaluationpofx, by a sequence of calculations
that activate separatefyrox, .. andprox,y. We will show that the last two proximity operators have eldgorm
expressions. Such a strategy is known as a splitting metliodomotone operators [27], [28]. As both: and
U e Ty (H) but non-differentiable, our splitting method is based oa Bouglas-Rachford algorithm [27], [29].

The following lemma summarizes our scheme.



Lemma 1. Let & an orthobasis or a tight frame with constant
1) If a € C' thenproxy, (o) = prox,y(a).

2) Otherwise, lefy", v:(1 — ;) = +oo. Take4? € ‘H, and define the sequence of iterates:
t+1 _ At _ t
v -—7+w<mmgwgfﬂwnmmyl>W% (10)

whereprox, 1 (") = [ prox) (ci +7%) , Por = prox,,, = c '1®ToPro®@+ (I—c 10T 0 @)
and P is the projector onto the positive ortha(iPcn); = max(n;,0). Then,

7" =y and prox;, (o) = Per (7). (11)

The proof is detailed in the appendix. Note that whigiis an orthobasisPe: = ®T o P¢ o ®.
To implement the above iteration, we need to expiess,,,, which is given by the following result for a wide

class of penaltieg:

Lemma 2. Suppose that) satisfies, (i) is convex even-symmetric , non-negative and non-deciasift, +oo),

and ¢ (0) = 0. (ii) ¢ is twice differentiable orR \ {0}. (iii) v is continuous orR, it is not necessarily smooth

at zero and admits a positive right derivative at zezlfip(o) = limp_o+ 1”5?) > 0. Then, the proximity operator
proxg, (v) = @(v) has exactly one continuous solution decoupled in each coately; :
L i |l < 6, (0) w2
7= 8 (@) il > 8¢ (0)
A proof of this lemma can be found in [30]. A similar result@lsas recently appeared in [31]. Among the most
popular penalty functions satisfying the above requirements, we have;) = |«;|, in which case the associated
proximity operator is the celebrated soft-thresholding.

We are now ready to state our main proximal iterative alparito solve the minimization problerP, . ):

Theorem 1. Fort > 0, let (u;); be a sequence i), +oo[ such tha) < inf; uy < sup, e < (%)3/2/ (2(: =3 HzHOO),
let (6;): be a sequence if0,1] such thatinf; 3, > 0, and let (a;); and (b;); be sequences ift{ such that

> llacll < +oc and Y-, ||be]| < +oc. Fix o € H, for everyt > 0, set
ot = ot + ﬁt(proxutf2 (ozt — (Vfl () + bt)) +a; — o) (13)

whereV f; andprox,, ;, are given by Propositiofy 1(ii) and Lemrpl 1. Then),>o converges (weakly) to a solution
of (P)\ﬂ/)).

This is the most general convergence result known on thedfohlsackward iteration. The role of the sequences
a; andb; is to prove the robustness of the algorithm to errors whenpetimg the gradienV f; and the proximity
operatorprox,,. The latter remark will allow us to accelerate the algorittutnen @ is a tight frame, by running

the sub-iteration[(30) only few iterations (and even onlg deration, see implementation details[in IV-F).



D. Choice ofu

The relaxation parameterhas an important impact on the convergence speed of theathlgoThe upper-bound
provided by Theorer| 1, which is derived from the Lipschitnstant [B), may be pessimistic in some applications.
To circumvent this drawback, Tseng proposed in [32] an esitenof the forward-backward algorithm with an
iteration to adaptively estimate a "good” value ©f The main result provided hereafter is an adaptation to our

context to the one of Tseng [32]. We state it in full for the sa&@if completeness and the reader convenience.

Theorem 2. LetC’ as defined abovg (TV}A). Choose amye C'. Let (14):en be a sequence such thét > 0, i, €
(0,00). Let f1 as defined infH). Then the sequendey;);cn of iterates
a, 1= proxyg (ar — mVfi(ar))

e (14)
a1 = Por (O‘H% — b <Vf1(04t+%) - Vfl(at)>>

converges weakly to a minimum &f

As V f1 is Lipschitz-continuous, choosing; is rather easy. Indeed, using an Armijo-Goldstein-type sz
approach, we can compute and updateat each iteration by taking, to be the largest € {o,no,n%o,...}
satisfying

<0 , (15)

«
t+

u Hv filo, 1) = Vie)

1=
2
wheren € (0,1), 6 € (0,1) ando > 0 are constants.

It is worth noting that for tight frames, this algorithm widbmewhat simplify the computation pfox ;,, removing

the need of the Douglas-Rachford sub-iteratipri (10). Bitatever the transform, this will come at the price of

keeping track of the gradient g% at the pointSaHl and «y, and the need to check {15) several times.
2

E. Choice of\

As usual in regularized inverse problems, the choice &f crucial as it represents the desired balance between
sparsity (regularization) and deconvolution (data figgliEor a given application and corpus of images (e.g. caifoc
microscopy), a naive brute-force approach would consisesting several values of and taking the best one by
visual assessment of the deconvolution quality. HoweWes, is cumbersome in the general case.

We propose to objectively select the regularizing parameteased on the generalized cross validation (GCV)

[33]. GCV attempts to provide a data-driven estimate\ddfy minimizing :
2
z — 24/HPa* + gH
df? ’

wherea* denotes the solution arrived at either by iteratipr] (13)fig})( anddf is the effective number of degrees

GCV(\) = (16)

of freedom.



Deriving the exact analytical form aff is very challenging in our case as it faces two main diffieslti(i) the
observation mode[(1) is non-linear, and (ii) the solutighis not known in closed form but given by the forward-
backward algorithm[(33). Nonetheless, in the casé gbenalty, and using a series of simplifying assumptions,

an approximate closed-form expressiondgfis shown in the appendix. It is given by

n

A
df ~ . 17
P Sy peraarae ()

wherec is again the tight frame constant ahds the discrete Fourier transform of the P&F

- 10t b

10

10"

10 “f

10 10~ 10° 10~ 10 10 10 10
A A
(a) (b)

Figure 1. GCV for the cameraman(a) and the neuron phantongipy the wavelet orthogonal transform (the solid line espnts the
GCV, the dashed-line the MSE and the dashed-dotted line thE)M

Although this formula is only an approximation and its praefjuires simplifying assumptions, in all our
experiments, it performed very well. This is testified by .Hlfa) and (b) which respectively show the behavior
of the GCV as a function of\ for two images: the Cameraman portrayed in fig. 4(a) and theam phantom
shown in Fig[R(a). As the ground-truth is known in the sintiola, we also give for each the mean absolute-error
(MAE adapted to Poisson noise) and the mean square-erroE)M&ween the deconvolved and true image. We

can clearly see that the GCV reaches its minimum very clogbdse of the MAE and the MSE.

F. Computational complexity and implementation details

The bulk of computation of our deconvolution algorithm isested in applyingd (resp.H) and its adjointd™
(resp.H*). These operators are never constructed explicitly, ratney are implemented as fast implicit operators
taking a vector, and returningbz (resp.®Tz) andHz (resp.H*z). Multiplication by H or H* costs two FFTs, that

2In fact, similar derivations can be carried out for any condg penalty.
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is 2n log n operations« denotes the number of pixels). The complexitydond®™ depends on the transforms in
the dictionary: for example, the wavelet orthogonal transf costsO(n) operations, the curvelet transform costs
O(nlogn), etc. LetVy denote the complexity of applying the analysis or syntheperator. DefinéVyp and Npgr

as the number of iterations in the forward-backward algaritand the Douglas-Rachford sub-iteration, and recall

that L is the number of coefficients. The computational complegitf our iterations[(13) anfl {14) are summarized

below:
Algorithm Computational complexity bounds
® orthobasis ® tight frame
@3) | Nes (4nlogn + Npgr (2Va + O(n))) | Nep (4nlogn + 2V + Npr(2Vs + O(L)))
@) Nrg (8nlogn + 2Ve + O(n)) Nrg (8nlogn + 6Ve + O(L))

The orthobasis case requires less multiplication®and®™ because in that casé,is a bijective linear operator.
Thus, the optimization problen](5) can be equivalently teritin terms of image samples instead of coefficients,
hence reducing computations in the corresponding iterat{@3) and[(14).

For our implementation, we have simplified](13) by takiag= b; = 0 and 3; = 1. As the PSFh in our
experiments is low-pass normalized to a unit sql\lﬁﬂg = 1. ¥ was the/;-norm, leading to soft-thresholding.
Furthermore, in order to accelerate the computatioprok, in (13), the Douglas-Rachford sub-iteratign](10) was

only run once (i.eNpr = 1) starting with»° = a. One can check that this leads to the "natural” formula

proxy, (a) = Pe o proxéqj(a).
2

In our experimental studies, the GCV-based selection wfas run using the forward-backward algorithjm] (13)
which has a lower computational burden thhr] (14) (see alable for computational complexities). Ongewas
objectively chosen by the GCV procedure, the deconvolutigorithm was applied using (14) to exempt the used

from the choice of the relaxation parameter

V. RESULTS
A. Simulated data

The performance of our approach has been assessed on deseiailages: 428 x 128 neuron phantom [34],
a 370 x 370 confocal microscopy image of micro-vessel cells [35], th@m@raman 256 x 256), a 512 x 512
simulated astronomical image of the Hubble Space Telestdige Field Camera of a distant cluster of galaxies
[3]. Our algorithm was compared to RL with total variatiorguéarization (RL-TV [7]), RL with multi-resolution
support wavelet regularization (RL-MRS [9]), fast trattigla invariant tree-pruning reconstruction combined with
an EM algorithm (FTITPR [36]) and the naive proximal methbdttwould treat the noise as if it were Gaussian
(NaiveGauss [12]). For all results presented, each algarivas run withNyg = 200 iterations, enough to reach

3~ needs also to be id’.
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convergence. For all results belowwas selected using the GCV criterion for our algorithm. For €omparison
to [12], A was also chosen by adapting our GCV formula to the Gaussiee.no

Fig[3(a), depicts a phantom of a neuron with a mushroomeshapine. The maximum intensity is 30. Its blurred
(using a7 x 7 moving average) and blurred+noisy versions are in (b) apdAf@h this neuron, and for NaiveGauss
and our approach, the dictiona@y contained the curvelet tight frame [24]. The deconvolutiesults are shown in
Fig[3(d)-(h). As expected at this intensity level, the woesult is given by the NaiveGauss algorithm, as it does
not fit the noise model at this intensity regime. It turns dw#ttNaiveGauss under-regularizes the estimate and the
Poisson signal-dependent noise is not under control. Télievior of NaiveGauss, which was predictable at this
intensity level, will be observed on all tested images. RL-does a good job at deconvolution but the background
is dominated by artifacts, and the restored neuron hascasarlike artifacts typical of TV regularization. Our
approach provides a visually pleasant deconvolution tesuthis example. It efficiently restores the spine, althoug
the background is not fully cleaned. RL-MRS also exhibitedjaleconvolution results. On this image, FTITPR
provides a well denoised estimate but with almost no dedatieo.

These qualitative visual results are confirmed by quaiviaheasures of the quality of deconvolution, where we
used both the MAE (adapted to Poisson noise), and the wadltMSE criterion. At each intensity value, 10 noisy
and blurred replications were generated and and the MAE wagpuated for each deconvolution algorithm. The
average MAE over the 10 replications are given in [f]g. 6 (simiesults were obtained for the MSE, not shown
here). In general, our algorithm performs very well espca medium intensity regimes, whereas the NaiveGauss
gives the worst MAE measure. RL-MRS is effective at low andlime intensity levels. RL-TV outperforms all
algorithms at high intensity, but its MAE remains very comgide to ours.

The same experiment as above was carried out with the cdnfeiceoscopy cell image; see Fi] 3. In this
experiment, the PSF was & x 7 moving average. For the NaiveGauss and our approach, thendicy ¢
contained the translation-invariant discrete wavelatdfarm (TI-DWT). NaiveGauss deconvolution result is spdil
by artifacts. RL-TV produces a good restoration of smallatsd details but with a dominating staircase-like
artifacts. FTITPR and RL-MRS yield a somewhat oversmoothmege, whereas our approach provides a sharper
deconvolution result. This visual inspection is in agrestneith the MAE measures of Fid] 6. In particular, one
may notice that the performance of our approach comparedetother methods on this cell image is roughly the
same as on the previous neuron image.

Fig[4(a) depicts the result of the experiment on the Camanawith maximum intensity of 30. The PSF was the
same as above. Again, the dictionary contained the TI-DVélin&. One may notice that the degradation in[Fig.4(c)
is quite severe. Our algorithm provides the most visualgaping result with a good balance between regularization
and deconvolution, although some artifacts are persisRigMRS manages to deconvolve the image with more
artifacts than our approach, and suffers from a loss of phetry. Again, FTITPR gives an oversmooth estimate
with many missing details. Both RL-TV and NaiveGauss yiadnparable results with many artifacts. This visual

impression is in agreement with the MAE values in Hig. 6.
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@)
Figure 2. Deconvolution of a simulated neuron (Intensit0). (a) Original, (b) Blurred, (c) Blurred&noisy, (d) RLVIT7], (e) NaiveGauss
[12], (f) RL-MRS [3], (g) FTITPR [36], (h) Our Algorithm.

To assess the computational cost of the compared algoritfiais[] summarizes the execution times on the
Cameraman image with an Intel PC Core 2 Duo 2GHz, 2Gb RAM. pxB&-MRS which is written in C++, all
other algorithms were implemented in MATLAB.

The same experimental protocol was applied to a simulatdabléuSpace Telescope wide field camera image
of a distant cluster of galaxies portrayed in fHig.5(a). Weduthe Hubble Space Telescope PSF as given in [3]. For

NaiveGauss and our approach, the dictionary contained HIBMT frame. For this image, the RL-MRS is clearly
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(h)

Figure 3. Deconvolution of a microscopy cell image (Intgnsi 30). (a) Original, (b) Blurred, (c) Blurred&noisy, (d) RLVI[7], (e)
NaiveGauss [12], (f) RL-MRS [3], (g) FTITPR [36] (h) Our Algthm.

the best as it was exactly designed to handle Poisson naiseiéh images. Most faint structures are recovered by
RL-MRS and large bright objects are well deconvolved. Owyraach also yields a good deconvolution result and
preserves most faint objects that are hardly visible on #gratied image. But the background is less clean than
the one of RL-MRS. NaiveGauss fails to control the noisedjyig) an estimate dominated by artifacts. FTITPR
manages to properly recover most significant structurel witvery clean background, but many faint objects

are lost. RL-TV gives a deconvolution result comparable woscon the brightest objects, but the background is
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(@)
Figure 4. Deconvolution of the cameraman (Intensity80). (a) Original, (b) Blurred, (c) Blurred&noisy, (d) RLVI[7], (e) NaiveGauss
[12], (f) RL-MRS [3], (g) FTITPR [36], (h) Our Algorithm.

dominated by spurious faint structures.

B. Real data

Finally, we applied our algorithm on a re@l2 x 512 confocal microscopy image of neurons. Hip. 7(a) depicts the
observed imadeusing the GFP fluorescent protein. The optical PSF of the dsmnce microscope was modeled

“Courtesy of the GIP Cycéron, Caen France.
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Method Time (in s)
Our method 88

NaiveGauss 71
RL-MRS 99.5
RL-TV 15.5

Table |

EXECUTION TIMES FOR THE SIMULATED256 X 256 CAMERAMAN IMAGE USING THE TI-DWT (Ngg = 200).

using the gaussian approximation described in [37]. [fig) hows the restored image using our algorithm with the
wavelet transform. The images are shown in log-scale faebetsual rendering. We can notice that the background
has been cleaned and some structures have reappearedifidseaspe well restored and part of the dendritic tree is
reconstructed. However, some information can be lost {agenbles). We suspect that this result may be improved

using a more accurate PSF model.

VI. CONCLUSION

In this paper, a novel sparsity-based fast iterative tloleliig deconvolution algorithm that takes account of the
presence of Poisson noise was presented. The Poisson resideandled properly. A careful theoretical study of the
optimization problem, and characterization of the iteatlgorithm were provided. The choice of the regularizatio
parameter was also attacked using a GCV-based procedweraSexperimental tests have shown the capabilities
of our approach, which compares favorably with some sthtbevart algorithms. Encouraging preliminary results
were also obtained on real confocal microscopy images.

The present work may be extended along several lines. Fan@ga it is worth noting that our approach
generalizes straightforwardly to any non-linearity fjh ¢her than the square-root, provided that the correspgndin
data fidelity term as in[[4) has a Lipschitz-continuous geatli On the applicative side, the extension to 3D to
handle confocal microscopy volumes is under investigatiexiension to multi-valued images is also an important

aspect that will be the focus of future research.
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APPENDIX

A. Proof of Propositior{]1

Proof:

(i) f1 is obviously convex, a® andH are bounded linear operators afids convex.

(i) The computation of the gradient ¢f; is straightforward.
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(i) For any o,/ € H, we have,

|V file) = V()| < 1@l [|H||5 |[VF o Ho ®(ar) — VF o Ho ®(a)]|. (18)
The functlon—\/mjr_g/8 + 2 is one-to-one increasing off), +oo) with derivative uniformly bounded above

by Z (8/3)%/2. Thus,

3
_ / 82 [zl _ :
|[VFoHo®(a) - VFoHo®(d)|| < |[Ho®(a) —Ho ®(d)]|

3 2
8\2 Iz
ZOO
< (3)" 1=l 1 fo - ) (19)

Using the fact thaf|® |5 = ||®®T]|, = c for a tight frame, and: is bounded sincg € (., by assumption,

we conclude tha¥ f; is Lipschitz-continuous with the constant given fh (8).

B. Proof of Propositior{]2

Proof: The existence is obvious becausés coercive. If® is an orthobasis anker (H) = ) then f; is strictly

convex and so ig/ leading to a strict minimum. Similarly, i) is strictly convex, so isf2, henceJ. [ |

C. Proof of Lemm4]1
Proof:

1) Letg : v — 3| —4]|* + A\¥(y). From Definition[]L, prox,y(c) is the unique minimizer of;, whereas
proxy, () is the unique minimizer of + 1. If o € C’, thenproxy, () is also the unique minimizer of as
obviouslyc:(a) = 0 in this case. That isprox, (a) = prox,y ().

2) Let’'s now turn to the general case. We have to find the unsgligion to the following minimization problem:

proxy, (a) = arg min g(7) +1c o ®(7) = arg min g(7).
Y yecC’

As both: andg € T'y (H) but non-differentiable, we use the Douglas-Rachford pdjtmethod [27], [29].

This iteration is given by:

t+1 _ ot — t
YT =+ <rpr0x>\\11+%||.—a|2 OTPIOX,,, I> (7). (20)

where the sequenag satisfies the condition of the lemma. From [29, Corollary],562d by strict convexity,
we deduce that the sequence of iteraiésonverges weakly to a unique poit and P¢ () is the unique
proximity point prox , ().

It remains now to explicitly expressrox andprox, . prox is the proximity operator

AT+ 2| —a? AU+ =l

of a quadratic perturbation of¥, which is related tprox,y by:

o+ .
prox)\‘lf—kél\.—alf(') = pI"OX%\Ij <T> . (21)
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See [15, Lemma 2.6].
Using [38, Proposition 11], we have
prox, .o = I+ ol o (Pe—1)o®

= ¢ 'oToProd 4+ (1—-c'oTd). (22)

This completes the proof. [ |

D. Proof of Theorenj]1

Proof: The most general result on the convergence of the Forwac#vgad algorithm is is due to [15,

Theorem 3.4]. Hence, combining this theorem with Len{ina Inia[2 and Propositiof] 1, the result followss

E. Derivation of the approximate GCV formula

The following developments rely on two ingredients : (i) #hegradation equatiorf](1) is linearized, and (i) the
¢1-norm is rewritten in the form of a re-weighted-norm. The latter trick is in the same vein as what is used by
the IRLS and FOCUSS algorithms [39], [40].

Letd = 2 and denoteA = Ho. Recall that: denotes our observation= 2vH®a + d + ¢, £ ~ N(0,1).

We first linearize [(L) by means of the Taylor formula to thetfosder:
z=2d"? + d?Aa +r(a) + ¢, (23)

where the rest satisfidan,_.q ﬁ = 0. This rest will be neglected hereafter.
Letu = /22 — 2d = H®a + ¢/, wheree’ ~ N(0,d). From the modified degradation problem, we are now able
to formulate the following penalized least-squares pnaoble

2
)

m&n% Hu—AaHZ—FTHW_la! (24)

wherer = \d, andW~! is a diagonal weight matrix with /\/]a;| as its main diagonal entries (assume that for
a; = 0 the weight is chosen to be some finite high value in order tadawdinity). Formed as such, we can use

simple least-squares to solve this problem withassumed to be fixed. It can be shown that,
a = (ATA+rW2) ATy = W2AT (AW?AT +7) (25)
Let j = Aa = Bu, whereB = AW2AT(AW2AT + 7)~1 is the so-called hat matrix or the derivative influence

matrix [33]. Thus, the GCV is given by:

VA d|* ||z —2vAa" 1 d|”

Hz -2
GOVOY) = df? tr [—B]2

(26)

wherea* is the estimate which has been computed using our restorakirithm, andif is the effective number
of degrees of freedom defined through the influence matrix(28), the ~ symbol originates from the above

simplifying assumptions. However, computidgj necessitates a matrix inversion that involves the largeioest
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H and ®. These cannot be constructed explicitly. Consequentdy,etkpression oflf = tr [I — B] is not easy to
compute in practice. We then propose to approximate thehweigtrix by a diagonal one such tHat® ~ |ja*| 1.
In such a case,
* * -1
B = [0 AAT (lo* | AAT + 7)
= |0l o ¢HH* (J|0* ||, cHH* + 7)™
. . -1

= |la*||,, cU diag ((\hﬁ)l) (Ha*”oocdiag ((\hzl2>l) + T> U*,

where we used the fact that the convolution oper&ids diagonalized in the discrete Fourier bakisi.e. H =

U diag ((ﬁi)1<i<n> U*, and®®” = cI when® is a tight framedf has then a closed-form expression given by:

A
df ~ . . 27)
2 <A+ % ol !W)

7




