
HAL Id: hal-00264641
https://hal.science/hal-00264641

Submitted on 17 Mar 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Wavelet-based Compression of 3D Mesh Sequences
Frédéric Payan, Marc Antonini

To cite this version:
Frédéric Payan, Marc Antonini. Wavelet-based Compression of 3D Mesh Sequences. ACIDCA-
ICMI’2005, Nov 2005, Tozeur, Tunisia. �hal-00264641�

https://hal.science/hal-00264641
https://hal.archives-ouvertes.fr


Wavelet-based Compression of 3D Mesh Sequences

Frédéric Payan, Marc Antonini

Laboratoire I3S - UMR 6070 CNRS / Université de Nice - Sophia Antipolis
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Abstract— We present an original wavelet-based compression
algorithm for sequences of 3D meshes with fixed connectivity.
This algorithm, based on a temporal lifting scheme exploits the
high temporal coherence of the geometry of successive frames
in order to reduce the information needed to represent the
original sequence. The resulting sets of wavelet coefficients are
then optimally quantized by the mean of a bit allocation process.
The proposed allocation process allows to dispatch the bit budget
across the wavelet sequences according to their influence on the
quality of the reconstructed sequence for one specific user-given
bitrate. Simulation results show that the proposed algorithm
provides better compression performances than some state of
the art coders.

I. INTRODUCTION

Today animated sequences of 3D meshes (Fig. 1) are more

and more exploited to represent realistic visual data in many

domains: computer games, character animation, physical sim-

ulations... Such data are generally represented by a sequence

of irregular meshes of fixed connectivity, and could be thus

encoded frame by frame by any compression method for static

irregular meshes. Since the connectivity remains the same

along the sequence, a more relevant approach is to consider

the animated sequences of meshes as geometry deformations

of one single static mesh (e.g. the first frame of the sequence).

An efficient way to compress animated sequences is thus to

encode the first frame, and then the geometric displacements of

the vertices from frame to frame. This can be done according

to several techniques [1]–[9].

The first works concerning the compression of animated

sequences of 3D meshes with a fixed connectivity were done

by [1], [2] and exploited the affine transformations. In [1]

Lengyel proposed to split a mesh into several submeshes,

and considered each submesh has a rigid-body motion. In

this way, only a set of affine transformations are needed

to represent a submesh, instead of all the displacements of

the submesh vertices. Shamir and Pascucci also proposed

an approach based on the affine transformations, but in

the same time exploited a multiresolution approach [2].

Their technique was to find the best affine transformations

between each frame and the first one, and to encode the

temporal prediction errors. Other predictive coding schemes

have been then proposed [5], [6], [8] in order to exploit

the temporal and spatial correlations of animated mesh

sequences. These works were proposed to predict all the

vertex positions or displacements, and finally encode the

residual errors. In parallel, Alexa and Müller [3] proposed

a coding scheme based on the principal component analysis

(PCA) to represent the mesh sequences with only a small

number of basis functions. Karni and Gotsman improved

this method by further exploiting the temporal coherence

and finally encode the PCA coefficients with a second-order

linear predictive coding (LPC) [10]. In [7] Briceno et al.

presented an original approach. The technique was to project

each frame onto a 2D image, and then encode the whole ”2D

image sequence” with some well-known video techniques.

Recently, a wavelet-based compression method was presented

by Guskov and Khodakovsky in [9]. They proposed to apply

a multiresolution analysis on the frames to exploit the spatial

coherence, and progressively encode the resulting details with

a predictive coding scheme.

In this paper, we describe an original approach based on

a temporal wavelet transform to encode animated sequences

of meshes. We propose precisely to use a monodimensional

lifting scheme applied directly on the positions of the vertices

across time in order to exploit the high temporal correlation

between the geometry of the successive frames.

The rest of the paper is organized as follows. Section

II presents the proposed approach. Section III describes the

main steps of our compression algorithm based on a temporal

wavelet transform. Section IV gives then a detailed descrip-

tion of the proposed temporal wavelet transform. Section

V presents the allocation process included in the proposed

coder. Simulation results of the proposed coder are given and

compared to results of several state of the art methods in

Section VI. Finally, we conclude and propose future works

in Section VII.

II. PROPOSED APPROACH

As shown in the previous section, there are few works

about compression of animated mesh sequences. Moreover,

to our knowledge, despite the efficiency of the wavelet-based

compression algorithms (in image or video processing since

several decades and in static mesh processing since several

years) only Guskov and Khodakovsky proposed a wavelet-

based approach [9]. In their works, a wavelet transform is

used to exploit the spatial coherence of a single frame. Each

frame is consequently transformed into several sets of details,

in other words the wavelet coefficients. In order to also exploit

the temporal coherence, the subbands of coefficients are then



Fig. 1. Several frames of the animated sequence of 3D meshes called DOLPHIN.

encoded thanks to a predictive coding. This approach is thus a

3D+t wavelet-based approach, i.e a spatial wavelet transform

followed by a coding exploiting the temporal coherence.

Since it has been recognized that the t+2D wavelet-based

approaches are generally more efficient than the 2D+t ones

[11], we propose in this paper a t+3D wavelet-based coder

for mesh sequences with fixed connectivity. More precisely

we exploit a monodimensional lifting scheme directly applied

on the positions of the vertices across time in order to

exploit the temporal coherence. The different details subbands

and the main temporal components are then encoded with a

model-based coder initially proposed for the static semiregular

meshes [12].

III. OVERVIEW OF OUR COMPRESSION ALGORITHM

The proposed compression algorithm is presented in Fig. 2.

The main steps are:

• Temporal wavelet transform: a temporal wavelet trans-

form is first applied on the original mesh sequence.

If a multilevel wavelet decomposition is processed, the

original sequence is transformed in a low frequency (LF)

sequence and several sequences of high frequency (HF)

details.

• Scalar quantization (SQ): each sequence is splitted in 3

subbands of coordinates. These subbands will be treated

separately in the rest of the algorithm. The quantization

parameters are determined by an allocation process.

• Bit allocation: this is an essential step of the proposed

coding scheme. The allocation process allows to solve

the rate-distortion problem relative to the data quantiza-

tion, that is minimize the losses due to the quantization

process and, in the same time, minimize the bitstream

size of the compressed sequence. The allocation process

proposed here dispatches the bit budget across the wavelet

sequences according to their influence on the quality of

the reconstructed mesh sequence for one specific bitrate.
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Fig. 2. Overall coding scheme.

• Entropy coding: Once quantized, the wavelet coefficients

are entropy coded to produce the bitstream. For this, a

simplified version of the context-based arithmetic coder

of [13] is used.

• Connectivity coding: in order to reconstruct the quan-

tized mesh sequence after decompression, the connectiv-

ity of the original mesh sequence must be also encoded

and transmitted. Since the connectivity is the same for

each sequence frame, we simply encode the connectivity

of the first frame with the coder of Touma and Gotsman

[14].

IV. TEMPORAL WAVELET TRANSFORM FOR 3D MESH

SEQUENCES

A. Principle of the Lifting Scheme

The lifting scheme is a second-generation wavelet transform

that easily provides a multiresolution representation of signals,

and enables decorrelation in space and frequency [15]. During

analysis, the idea of a lifting scheme is to first split the original

data in 2 subbands: the first subband contains the samples of

odd indices and the second one contains the samples of even

indices (Fig. 3). Two operators are then used. The prediction

operator P is first applied to obtain the HF subband (or

wavelet coefficients). The update operator U is then applied to

obtain the LF signal (in other words a coarser representation

of the original data). During the synthesis step, the process

order and the sign of the operators only need to be inverted

to obtain the original data from the wavelet coefficients.

There are a lot of lifting schemes, which depend on the

dimension of the neighborhood used to compute the wavelet

coefficients and the LF signal. So, a lifting scheme is generally

defined by a pair [n,m], where n and m are respectively the

dimension of the prediction operator and the dimension of the

update operator [16].

B. Temporal Lifting Scheme

The lifting scheme can be exploited to decorrelate data in

space and frequency, but in case of signals with a temporal
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Fig. 3. Principle of the lifting scheme.



dimension, that is a signal dD + t (d=1,2, or 3), a lifting

scheme can be also applied along the time axis (see Fig. 4).

This approach, called temporal lifting scheme allows to exploit

the high temporal coherence existing in the processed data in

order to reduce the information needed to represent the original

sequence.

To our knowledge, the temporal lifting scheme has never

been exploited in compression of such animated sequences

of meshes (i.e. each frame of the sequence has the same

connectivity). In the next section, we present how a temporal

lifting scheme can be applied to exploit the temporal coherence

of the geometry of an animated sequence of meshes.

Sequence of 

HF details

LF sequence

Original

sequence

time

Fig. 4. Temporal wavelet transform on one level.

C. Proposed Temporal Lifting Scheme

Formally, an animated mesh sequence is represented by a

set of T static meshes {f1, f2, ..., fT }, called frames. A frame

fi is defined by its geometry, i.e. the set of vertex coordinates

at time i, and a list of triangles describing how the vertices

are connected. In this paper, we focus only on the animated

mesh sequences with fixed connectivity. The list of triangles

Ti is consequently the same for all the frames.

As a lot of related papers [1], [3]–[8], we consider the

animated sequences of meshes as geometry deformations of

one single static mesh (the first frame of the sequence). The

main idea is thus to apply a monodimensional lifting scheme

on the successive positions of each vertex (see Fig. 5). Note

that, contrary to most of video coders we do not have to use

a motion estimation algorithm to match the treated vertices

with vertices of previous frames before applying the temporal

wavelet transform [11]. We emphasize that the data processed

are geometric positions in space. As the connectivity is the

same for each frame involving a fixed number of vertices

along the sequence, the motion of each vertex is implicit.

The principle of the proposed approach is the following. The

evolution of the vertex of index i along the time is defined by

Vt(i) = {V (i, 0), V (i, 1), ..., V (i, T − 1)},

with V (i, t) its euclidean position at the instant t (correspond-

ing to the frame t). For each vertex i,

1) The set Vt(i) is first splitted in two sets, in function of

the indices: the set of ”even samples” {Ve(i)} and the

V(i, t)V(i, t-1) V(i, t+1)

Fig. 5. Proposed approach. The previous and next positions of one vertex
are used to compute the associated wavelet coefficient at the instant t.

set of ”odd samples” {Vo(i)}:

{Ve(i)} = {V (i, 2k)} (1)

{Vo(i)} = {V (i, 2k + 1)} (2)

with k = [0..nbv/2], nbv being the number of vertices

of each frame.

2) For each odd sample V (i, 2k+1), the associated wavelet

coefficient h(i, k) is computed in function of the set of

even samples ({Ve(i)}) and of the prediction operator

P :

h(i, k) = V (i, 2k + 1) − P ({Ve(i)}) (3)

So, we obtain the set of wavelet coefficients h(1)(i)
relative to the vertex i.

3) The LF coefficient l(i, k) relative to each even sample

V (i, 2k) is now computed in function of the update

operator U and of the wavelet coefficients previously

computed:

l(i, k) = V (i, 2k) + U
(

{h(1)(i)}
)

(4)

So, we obtain the set of LF coefficients l(1)(i) relative

to the vertex i.

Fig. 6 shows the principle of the lifting scheme [2, 0] with

2 levels of decomposition [11], [16], applied on the different

positions of the ith vertex.
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Fig. 6. A 2-level decomposition, with the lifting scheme [2, 0]. V (i, t) is
the position of the vertex i in the frame t.

Hence, after a one-level decomposition, that is once this

process applied on each vertex, the sequence of T meshes is

splitted in two ”subsequences”:

• a sequence of T/2 HF detail sets denoted by h(1);

• the LF sequence of T/2 meshes denoted by l(1), that is

a coarse version of the original sequence.



By applying N times such a decomposition on the LF se-

quence previously computed, a multilevel decomposition is

obtained, with N sequences of HF details {h(r)} (with r the

resolution index), and a coarse version l(N) of the original

sequence. For instance, Fig. 7 shows the resulting data of a

3-level decomposition on some frames of the sequence FACE.

D. Complexity

One advantage of this temporal lifting scheme is its low

computational cost. During the analysis, the computation of

the wavelet coefficients (Prediction step) with a filter [n,m]
represents only 2n arithmetic operations per sample. In paral-

lel, the computation of the LF data (Update step) needs only

2m arithmetic operations per sample. So, the computational

cost of the analysis of the proposed lifting scheme for a whole

mesh sequence is 2 ∗ (n + m) ∗ T/2 ∗ nbv ∗ 3 arithmetic

operations, or equivalently 3(n+m) arithmetic operations per

vertex per frame (ovf ). The computational cost of the synthe-

sis is obviously the same. Table I gives the computational cost

of several lifting schemes frequently used. The complexity is

given in ovf .

This represents finally a very low computational cost con-

trary to other analysis methods like [3], [4], [9]. Moreover,

during decompression no side information is needed to recon-

struct the mesh sequence, contrary to the methods based on

PCA [3], [4], which need an important ”payload” due to the

transmission of the basis vectors.

As a result, compared to other well-known approaches based

on an analysis tool [3], [4], [9], our method requires much less

computing resources in processing time (3(n+m) ovf for the

analysis but also for the synthesis, which is a great advantage.

E. Comparison of different Lifting Schemes

As explained in Section IV-A, several lifting schemes exist,

depending on the dimension of the prediction and update

time

h(1)

h(2)

h(3)l(3)

Decomposition

level

h(1)(1) h(1)(2) h(1)(3) h(1)(4)

h(2)(1) h(2)(2)

h(3)(1)

…

Fig. 7. 3-level decomposition of 8 frames of the sequence FACE.

Lifting Scheme 2, 0 2, 2 4, 2 6, 2

Complexity 6 ovf 12 ovf 18 ovf 24 ovf

TABLE I

COMPUTATIONAL COST ACCORDING TO DIFFERENT SCHEMES.

operators. Here, we compare the efficiency of different lifting

schemes (by using the coder presented in the next sections).

We particularly deal with the schemes [2, 0], [2, 2], [4, 2], and

[6, 2] of [11], [16] and exploit a 4-level decomposition. For the

comparison, we use three well-known sequences with different

features (see Table II): FACE, COW and CHICKEN.

To evaluate the performances of the different lifting

schemes, we use the metric error introduced by Karni and

Gotsman in [4]. In the rest of the paper, this metric is

called KG error, and is expressed in percent. This metric,

corresponding to the relative discrete L2-norm both in time

and space is given by

KG error = 100
||G − Ĝ||

||G − E(G)||
, (5)

where G is a matrix of dimension (3×nbv, T ) containing the

geometry of the original sequence, Ĝ the quantized version of

the geometry, and E(G) an average matrix in which the tth

column is defined by

(

X̄t (1 ... 1) , Ȳt (1 ... 1) , Z̄t (1 ... 1)
)T

, (6)

with X̄t, Ȳt, and Z̄t the mean values of the coordinate sets of

each frame t.

Fig. 8, 9 and 10 show the curves KG Error/bitrate for the

three sequences according to the different lifting schemes and

the proposed coder presented in section III. The bitrate is

given in bits per vertex per frame (reached by the mean of

the allocation process described in Section V). Globally, we

observe that the proposed coder exploiting the scheme [2, 0]
provides the worst coding performances, whereas the best

coding performances are obtained when the schemes [4, 2] or

[6, 2] are used.

We point out that we obtain the expected results. Actu-

ally, the prediction operators of the schemes [4, 2] and [6, 2]
“capture” more efficiently the vertex displacements than the

schemes [2, 0] and [2, 2] since the latter take into account less

neighbor samples. So, the prediction errors, i.e., the wavelet

coefficients are smaller, and the coding scheme is finally more

efficient.

Sequence # frames # vertices by frame

CHICKEN 399 2916

FACE 10001 539

COW 204 2904

TABLE II

FEATURES OF THE SEQUENCES USED.
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Fig. 8. Curve KG Error/bitrate for CHICKEN according to the different lifting
schemes and the proposed coder.
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Fig. 9. Curve KG Error/bitrate for FACE according to the different lifting
schemes and the proposed coder.
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Fig. 10. Curve KG Error/bitrate for COW according to the different lifting
schemes and the proposed coder.

However, at low bitrates we observe for the sequence FACE

that the schemes [2, 2], [4, 2] and [6, 2] provide similar results.

This is understandable, because globally this sequence does

not present a high motion. The vertex displacements being

small between successive frames, the prediction operators of

the filters [2, 2], [4, 2] and [6, 2] give almost the same wavelet

coefficients. Furthermore, at low bitrates the coefficients are

so coarsely quantized that the proposed coder finally gives

similar coding performances whatever the filter used.

As the filter [4, 2] requires less computing resources in

processing time and memory usage than the filter [6, 2] (25%
fewer operations) for similar results, we conclude it is more

relevant to use the filter [4, 2] for an efficient encoding of the

animated mesh sequences used here.

V. BIT ALLOCATION

A. Principle

Once the temporal wavelet transform applied on the original

sequence, the resulting sequences of wavelet coefficients and

the LF one need to be encoded. To optimize the quantization

process, we introduce a bit allocation in the compression

algorithm.

The objective of an allocation process is to optimize the

trade-off between rate and distortion (after lossy compression

and decompression). In these works, the lifting scheme trans-

forms the original sequence in several detail sequences. So, our

allocation process aims to dispatch the bit budget across the

wavelet sequences according to their influence on the quality

of the quantization of the mesh sequence for one specific

bitrate.

More precisely, the allocation process presented here al-

lows to compute the set of optimal quantizers {q∗}, which

minimizes the reconstructed mean square error DT for one

specific user-given target bitrate Rtarget. The solutions {q∗}
are obtained by solving the problem

(P)

{

minimize DT ({q})
with constraint RT ({q}) = Rtarget,

(7)

with RT the total bitrate.

B. Optimal solution

By using a lagrangian approach, the constrained allocation

problem P can be solved by minimizing the criterion

Jλ({q}) = DT ({q}) + λ(RT ({q}) − Rtarget) , (8)

with λ the lagrangian operator.

The optimal quantization steps {q∗} are obtained by solving

the following system [12]:
{

∂Jλ({q})
∂q

= 0
∂Jλ({q})

∂λ
= 0

. (9)

As the wavelet transform is processed in parallel on the

three coordinates of the vertex positions, we propose to encode

separately the three sets of coordinates of each sequence



with different non uniform scalar quantizers (SQ). So, the

reconstructed mean square error can be defined by

DT ({q}) =

N
∑

i=0

wi

3
∑

j=1

Di,j (qi,j) , (10)

with {wi} the weights due to the non-orthogonality of the

lifting schemes used [17] (i represents the resolution level),

Di,j the mean square error relative to the coordinate set i, j
and qi,j the associated quantization step (j = 1 for the x-

coordinates, j = 2 for the y-coordinates, and j = 3 for the z-

coordinates). In parallel, the total bitrate RT can be developed

in

RT ({q}) =

N
∑

i=0

3
∑

j=1

ai,jRi,j(qi,j), (11)

with {ai,j} the coefficients depending on the subsampling,

and corresponding to the ratio between the size of the (i, j)
th

set of coordinates and the total number of samples [12]. By

merging (10) and (11) in (8) and developing the system (9),

we obtain the following system of (3(N + 1)) equations with

(3(N + 1) + 1) unknowns (the set {qi,j} and λ):

∂Di,j(qi,j)
∂qi,j

∂Ri,j(qi,j)
∂qi,j

= −λ
ai,j

wi

(12a)

N
∑

i=0

∑

j∈Ji

ai,jRi,j(qi,j) = Rtarget. (12b)

In order to obtain the optimal quantization steps analytically,

(12a) requires to be inverted. Unfortunately, this stage is

impossible due to the complexity of the equations. To over-

come this problem, an iterative algorithm depending on λ is

generally proposed [12].

C. Overall Algorithm

The optimal solutions of system (12) for the given bitrate

Rtarget are then computed thanks to the following overall

algorithm:

1) λ is given. For each set (i, j), compute qi,j that verifies

(12a);

2) while (12b) is not verified, calculate a new λ by di-

chotomy and return to step 1;

3) stop.

The computation of the quantization steps {qi,j} as solu-

tions of (12a) can be done according to different methods.

As we observe the probability density function (PDF) of each

HF coordinate set can be modeled by a Generalized Gaussian

Distribution (GGD), the model-based allocation process and

the associated algorithm presented in [12] can be applied. See

[12] for more details.

D. Encoding of the LF sequence

The PDF of the three coordinate sets of the LF sequence

cannot be modeled by a GGD. To overcome this problem, we

use a differential coding. The main idea of such a coding is

to encode the differences between the samples instead of the

samples themselves [18]. It has been shown in previous works

[12] that using such a coding involves that the PDF of the LF

data can be finally modeled by a GGD.

In this paper, we propose a Geometric differential (GD) cod-

ing. The idea is to process the differences between coordinates

in function of the vertex indexes, that is for each frame t, the

coder deals with the sequence

[V (0, t)−V (1, t), V (1, t)−V (2, t), ..., V (nbv−1, t)−V (nbv, t)].

So, we exploit the spatial correlation existing between neigh-

bor vertices.

VI. COMPARISON WITH OTHER CODERS

In this section we compare the coding performances of the

proposed coder with some state of the art coders:

• the coder for static meshes of Touma and Gotsman [14]

denoted by TG;

• the PCA-based coder for mesh sequences of Alexa and

Müller [3] denoted by PCA;

• the coder for mesh sequences of Karni and Gotsman [4]

denoted by KG. It includes the PCA approach of [3] and

a linear prediction coding;

• the coder Dynapack of Ibarria and Rossignac [8];

• the wavelet-based coder of Khodakovsky and Guskov [9],

denoted by AWC.

All the results relative to these methods are extracted from [4]

and [9]. Therefore some results are missing.

Figure 11(a) shows that for the sequence FACE our method

is more efficient than the methods TG, Dynapack and AWC.

On the other hand, the methods PCA and KG provide signif-

icant better coding performances than our algorithm. This is

understandable given the specific features of this sequence: the

number of frames is much higher than the number of vertices,

which is an high advantage for the PCA-based methods [4].

In parallel, for the sequence CHICKEN (Fig. 11(b)) we

observe that our method is significantly better than TG but also

better than PCA. Contrary to FACE, the sequence CHICKEN

has a much smaller number of frames than vertices, and it

is recognized that the methods PCA or KG are not suitable

for such cases [4]. Besides, we observe that our method also

gives better results than KG (and logically PCA) for COW

(Fig. 11(c)) which has features similar to CHICKEN.

On the other hand, we observe that the proposed algorithm

gives better coding performances than AWC for FACE, but

not for COW. This is because AWC exploits a spatial mul-

tiresolution analysis for each frame (contrary to the proposed

method which exploits a temporal multiresolution analysis).

Such a spatial multiresolution analysis is efficient only for

highly detailed meshes, i.e., with a high number of vertices

[9].
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Fig. 11. Curves KG Error/bitrate relative to different compression methods.

VII. CONCLUSIONS AND FUTURE WORKS

In this paper we introduce a temporal lifting scheme for

the geometry of animated mesh sequences (with a fixed

connectivity), the final objective being an efficient wavelet-

based compression algorithm for such data. The advantage of

this lifting scheme is to strongly reduce the information needed

to represent the geometry of a mesh sequence by exploiting

its temporal coherence. We show experimentally that the filter

[4, 2] is the filter offering the best trade-off between coding

performances and computational cost. Furthermore, we show

that the proposed temporal lifting scheme associated to our

optimal coder (that includes a model-based bit allocation

optimizing the quantization process) provides better coding

performances than several state of the art coders.

In addition, the proposed lifting scheme has the advantage

to be simpler and faster than the other analysis tools (used by

the state of the art coders we studied) during decompression

but also during compression.

There are a lot of perspectives for such a coding scheme.

The main one is about the encoding of the LF sequence.

In this paper the multiresolution analysis is only processed

along the time axis thanks to the proposed temporal lifting

scheme. So, the spatial coherence of the LF sequence is not

fully exploited. An additional spatial multiresolution analysis

of the LF sequence should improve the coding performances

of the coder proposed in this paper.
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