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Abstract 

 

This work proposes new semi-analytical solutions for the interpretation of cross-borehole slug tests in 

fractured media. Our model is an extension of a previous work by Barker (1988) and Butler and Zhan 

(2004). It includes inertial effects at both test and observation wells and a fractional flow dimension in the 

aquifer. The model has 5 fitting parameters: flow dimension n, hydraulic conductivity K, specific storage 

coefficient Ss, and effective lengths of test well Le and of observation well Leo. The results of a sensitivity 

analysis show that the most sensitive parameter is the flow dimension n. The model sensitivity to other 

parameters may be ranked as follows: K > Le ~ Leo > Ss. The sensitivity to aquifer storage remains one or 

two orders of magnitude lower than that to other parameters. The model has been coupled to an automatic 

inversion algorithm for facilitating the interpretation of real field data. This inversion algorithm is based 

on a Gauss-Newton optimization procedure conditioned by re-scaled sensitivities. It has been used to 

interpret successfully cross-borehole slug test data from the Hydrogeological Experimental Site (HES) of 

Poitiers, France, consisting of fractured and karstic limestones. HES data provide flow dimension values 

ranging between 1.6 and 2.5, and hydraulic conductivity values ranging between 4.4x10-5 and 7.7x10-4 

m.s-1. These values are consistent with previous interpretations of single-well slug tests. The results of the 

sensitivity analysis are confirmed by calculations of relative errors on parameter estimates, which show 

that accuracy on n and K is below 20% and that on Ss is about one order of magnitude. The K-values 
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interpreted from cross-borehole slug tests are one order of magnitude higher than those previously 

interpreted from interference pumping tests. These findings suggest that cross-borehole slug tests focus 

on preferential flowpath networks made by fractures and karstic channels, i.e. the head perturbation 

induced by a slug test propagates only through those flowpaths with the lowest hydraulic resistance. As a 

result, cross-borehole slug tests are expected to identify the hydrodynamic properties of karstic channels 

and fracture flowpaths, and may be considered as complementary to pumping tests which more likely 

provide bulk properties of the whole fracture/karstic-channel/matrix system. 

 

Keywords 

 

Slug test; Cross-borehole; Fractured aquifer; Inertial effects; Fractional flow 

 

1. Introduction 

 

Slug testing is a widely used field method for assessing the hydraulic properties of an aquifer. Since the 

early work of Hvorslev (1951), a number of theoretical models have been developed for the interpretation 

of slug test experiments, see e.g. the extensive review by Butler Jr. (1997) and more recent works by 

McElwee and Zenner (1998), Zlotnik and McGuire (1998a), Zurbuchen et al. (2002), Butler Jr. and Zhan 

(2004), Chen (2006) and Yeh and Yang (2006). Most of these models assume homogeneous, isotropic, 

and continuous aquifer properties. Their use in fractured rock environments may thus be questioned 

because of the channelized nature of flowpaths in such media (see e.g. Tsang and Neretnieks (1998), 

Audouin et al., Flowpath structure in a limestone aquifer: multi-borehole logging investigations at the 

Hydrogeological Experimental Site of Poitiers, France. submitted at Hydrogeology Journal, (2007)). A set 

of analytical slug test models accounting for discrete flowpaths has been developed by Karasaki et al. 

(1988) but, as pointed out by Butler Jr. (1997) and Lee and Lee (1999), these models are of little practical 

use because they involve a large number of input parameters (one set of hydraulic parameters per 

individual flowpath), which can be hardly assessed independently from each other in real field studies. 

This leads to a multiplication of fitting parameters and raises the classical problem of non-uniqueness. 
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Karasaki et al. (1988) acknowledge that many combinations of model parameters may lead to similar 

responses in their models. Although fractured aquifers are inherently heterogeneous, the use of 

homogenized models involving a reduced number of parameters may thus be considered as a practical 

alternative. A suited modelling approach is that proposed by Barker (1988), who developed a theoretical 

framework involving fractional flow dimensions to conceptualize the channelized geometry of flow in 

fractured media. The generalized radial flow (GRF) model of Barker (1988) has been widely used for 

interpreting interference pumping tests (e.g. Leveinen 2000, Walker and Roberts 2003, Kuusela-Lahtinen 

et al. 2003, Le Borgne et al. 2004) but surprisingly has not been so popular for slug test interpretation 

(Novakowski and Bickerton 1997). Its applicability is limited in high-permeability fractured aquifers 

because it does not account for inertial effects, which may lead to underdamped (i.e. oscillatory) slug test 

responses (Van Der Kamp 1976, Kipp Jr. 1985, McElwee and Zenner 1998, Zlotnik and McGuire 1998a, 

Zlotnik and McGuire 1998b, Butler Jr. and Zhan 2004, Audouin and Bodin 2007). Furthermore, the slug 

test model proposed by Barker (1988) does not allow to interpret response data from observation wells 

located at a distance from the test well (e.g. Novakowski 1989), which, when available, can considerably 

improve the reliability of parameter estimates (McElwee et al. 1995a, 1995b, Butler Jr. 1997). A new 

semi-analytical model is developed in the present paper, on the basis of the previous works of Barker 

(1988) and Butler Jr. and Zhan (2004). This model enables to interpret cross-borehole slug tests while 

accounting for (i) fractional flow dimension in the aquifer, and (ii) inertial effects at both the test and 

observation wells. The governing equations and the derivation of the semi-analytical solution are 

presented in the first part of this paper. In section 2, the influence of inertial effects and fractional flow 

dimension are illustrated qualitatively by comparing the synthetic slug-test responses simulated with our 

model to those obtained by Cooper Jr. et al. (1967) and Butler Jr. and Zhan (2004). Section 3 discusses 

the results of a sensitivity analysis in the perspective of field data interpretation. In the last section, we 

present interpretation results from a series of cross-borehole slug test experiments performed in a 

fractured limestone aquifer (Hydrogeological Experimental Site of Poitiers, France).  

 

2. Model theory 
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The model developed here is based on the previous works of Barker (1988) and Butler Jr. and Zhan 

(2004). The aquifer is assumed to be confined, of infinite areal extent and constant thickness. While the 

model of Butler Jr. and Zhan (2004) enables to account for partially and fully penetrating wells, we 

restrict ourselves to the case of fully penetrating wells for simplifying convenience. Both the test well and 

observation well are considered screened (or open) throughout the thickness of the aquifer. Well skin 

effects are assumed to be negligible. The propagation/dissipation of the pressure-head disturbance 

induced by the slug test is assumed to occur radially in the aquifer, into a n-dimensional homogeneous 

and isotropic flow structure. For the test well and adjacent aquifer, the governing equations and associated 

initial/boundary conditions are: 

 

- Aquifer flow (Barker 1988): 

 1
1

( , ) ( , )n
s n

h r t K h r tS r
t r r r

−
−

∂ ∂ ∂⎛ ⎞= ⎜ ⎟∂ ∂ ∂⎝ ⎠
 (1) 

 ( ), 0 0h r t = =  (2) 

 ( ) ( ),w sh r r t h t= =  (3) 

 ( ), 0h r t= ∞ =  (4) 

 

- Mass balance in the test well (Barker 1988): 

 
( ) ( )2 3 1 ,

w

n n
c n w

r r

dH t h r t
r Kb r

dt r
π α− −

=

∂
=

∂
 (5) 

with  
n/22=

( / 2)n n
πα

Γ
, Γ(x) the gamma function (6) 

 

- Momentum balance in the test well (Butler Jr. and Zhan 2004): 

 
( ) ( ) ( ) ( )

2

2 2

8
s

c

d H t dH tL g gH t h t
dt r Le dt Le Le

υ
+ + =  (7) 
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with  
4

4 2
c

w

r bL l
r

⎛ ⎞⎛ ⎞= + ⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 (Butler 2002) (8) 

The initial conditions in the test well are:  

 0( 0)H t H= =  (9) 

 0
( 0)dH t V
dt

=
=  (10) 

where 

 b aquifer thickness [L] 

 g gravitational acceleration [L/T²] 

 H(t) deviation of hydraulic head in the test well from static conditions [L]  

 H0 initial slug-head increase in the test well [L] 

 V0 initial velocity of water level in the test well as a result of slug test initiation [L/T] 

 h(r,t) deviation of hydraulic head in aquifer from static conditions [L] 

 hs(t) deviation of hydraulic head within the screen of the test well from static conditions [L] 

 Le effective length of water column in well (Kipp Jr. 1985) [L] 

 l length of water column above the top of screen [L] 

 r radial distance from the centre of the test well [L] 

 rc casing radius in the test well [L] 

 rw screen radius in the test well or borehole radius in the case of open well [L] 

 Ss specific storage coefficient of aquifer [L-1] 

 K hydraulic conductivity of aquifer [L/T] 

 υ kinematic viscosity of water [L²/T] 

 n flow dimension (Barker 1988) 

 

The Laplace transform solution of (1) with its associated initial/boundary conditions (2)-(4) is in the form 

(Barker 1988, eq. 15): 

 ( ) ( ) ( ),h r p A p r K rμ
μ λ=  (11) 
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 1 / 2nμ = −  (12) 

 2
sp S Kλ =  (13) 

where p is the transform variable, A(p) is a function to be determined from the boundary conditions, and 

Kμ(z) is the K-Bessel function. 

 

The derivative of (11) at the screen radius is:  

 
( ) ( ) ( )1

,

w

w w

r r

h r p
A p r K r

r
μ

μλ λ−

=

∂
= −

∂
 (14) 

 

Taking the Laplace transform of (5) and using (14) gives:  

 ( )
( )( )

( )

2
0

3 / 2
1

c
n n

n w w

r H pH p
A p

Kb r K rμ

π
α λ λ−

−

−
=  (15) 

 

Equation (11) becomes:  

 ( )
( )( ) ( )

( )

2
0

3 / 2
1

, c
n n

n w w

r H pH p r K r
h r p

Kb r K r

μ
μ

μ

π λ
α λ λ−

−

−
=  (16) 

 

Taking the Laplace transform of (7) with its associated initial conditions (9-10) and using (16) gives the 

following semi-analytical solution for the transient water level in the test well: 

 ( ) ( )
( )

0 0p H V
H p gp p

Le

γ β

γ β

+ + +
=

+ + +
 (17) 

where 

 
( )

( )

12

3
1

n
c w w

n
n w

g r r K r
LeKb K r

μ

μ

π λ
γ

α λ λ

−

−
−

=  (18) 

 2

8

c

L
r Le
υβ =  (19) 
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The semi-analytical solution for the hydraulic head in the aquifer is obtained by substitution of (17) in 

(16) 

 ( ) ( )
( ) ( )

2 0 0

3 / 2
1

, c
n n

n w w

gH pVr r K r Leh r p gKb r K r p p
Le

μ
μ

μ

π λ
α λ λ γ β

−
−

⎛ ⎞−⎜ ⎟
= ⎜ ⎟

⎜ ⎟+ + +⎜ ⎟
⎝ ⎠

 (20) 

 

The derivation of the semi-analytical solution of the water level in the observation well is made in the 

same way as above. Basing on the work of Barker (1988), Zhan and Butler Jr. (2003), and Butler Jr. and 

Zhan (2004), the governing equations and associated initial/boundary conditions can be written as: 

 

- Aquifer flow: 

 1
1

( , ) ( , )no o
s on

o oo

w r t w r tKS r
t r rr

−
−

⎛ ⎞∂ ∂∂
= ⎜ ⎟∂ ∂ ∂⎝ ⎠

 (21) 

 ( ), 0 0ow r t = =  (22) 

 ( ) ( ),o wo sow r r t w t= =  (23) 

 ( ), 0ow r t= ∞ =  (24) 

 

- Mass balance in the observation well: 

 
( ) ( )2 3 1 ,

o wo

on n
co n wo

o r r

dW t w r t
r Kb r

dt r
π α− −

=

∂
=

∂
 (25) 

 

- Momentum balance in the observation well: 

 
( ) ( ) ( ) ( ) ( )( )

2

2 2

8 ,o
so L

co o o o

d W t dW tL g gW t w t h r t
dt r Le dt Le Le

υ
+ + = +  (26) 

with  
4

4 2
co

o
wo

r bL l
r

⎛ ⎞⎛ ⎞= + ⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 (27) 
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The initial conditions in the test well are:  

 ( 0) 0W t = =  (28) 

 
( 0) 0dW t
dt

=
=  (29) 

where  

 W(t) deviation of water level in the observation well from static conditions [L] 

 w(ro,t) deviation of hydraulic head in aquifer from static conditions [L] 

 wso(t) deviation of hydraulic head within the screen of the observation well from static conditions 

[L] 

 Leo effective length of water column in the observation well [L] 

 lo length of water column above the top of screen [L] 

 ro radial distance from the centre of the observation well [L] 

 rco casing radius in the observation well [L] 

 rwo screen radius in the observation well or borehole radius in the case of open well [L] 

 rL distance from the test well to the observation well [L] 

 

The Laplace transform solution of the hydraulic head in the aquifer in relation to the water level in the 

observation well is derived analogously to (16): 

 ( ) ( ) ( )
( )

2

3 / 2
1

, co o o
n n

n wo wo

r pW p r K r
w r p

Kb r K r

μ
μ

μ

π λ
α λ λ−

−

−
=  (30) 

 

Substitution of (30) in the Laplace transform of (26) gives the following semi-analytical solution for the 

transient water level in the observation well: 

 ( )

( )
( ) ( )

( )

2 0 0

3 / 2
1

c L L
n n

o n w w

o o
o

gH pVg r r K r Le
gLe Kb r K r p p
LeW p gp p

Le

μ
μ

μ

π λ
α λ λ γ β

γ β

−
−

⎛ ⎞−⎜ ⎟
⎜ ⎟
⎜ ⎟+ + +
⎝ ⎠=

+ + +
 (31) 

where  
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( )

( )

12

3
1

n
co wo wo

o n
o n wo

g r r K r
Le Kb K r

μ

μ

π λ
γ

α λ λ

−

−
−

=  (31) 

 2

8 o
o

co o

L
r Le

υβ =  (32) 

 

For a flow dimension n = 2, (17) and (31) reduce, respectively, to Equations 11 and 24 of Butler Jr. and 

Zhan (2004) for the case of fully penetrating wells. The computation of slug test responses in the real-

time domain requires numerical inversion of Laplace transform solutions. In this work, we have used the 

MATLAB® routine “Invlap.m” written by Hollenbeck (1998), which is based on the De Hoog et al. 

(1982) algorithm.  

 

3. Slug test response at the observation well: influence of inertial effects and fractional flow 

dimension 

 

The influence of inertial effects at both the test well and observation well is evaluated below by 

comparing cross-borehole slug test responses corresponding to the model of Cooper Jr. et al. (1967) to 

responses calculated from (31) using a flow dimension n = 2. Computing h(rL,t) from (20) allows to 

account only for inertial effects in the test well. The first comparison illustrated in Fig. 1 corresponds to 

the following set of parameters: K = 3x10-5m/s, Ss = 5x10-7m-1, b = 100m, rL = 30m, Le = Leo = 50m, rw = 

rc = rwo = rco = 0.11m, H0 = 1m. Resulting head-time curves show the marked influence of inertial effects 

in the observation well as compared to those in the test well. Slug test responses calculated with the 

model of Cooper Jr. et al. (1967) and from (20) are quite similar. Inertial effects in the test well cause an 

apparent delay on the propagation of the slug-induced perturbation, but the time of maximum amplitude 

remains unchanged. Both curves are identical for long times. Taking into account inertial effects at the 

observation well leads to significant changes in the response, with a decrease of the perturbation peak 

amplitude and a shift of the maximum amplitude time from 14.5 to 27.5s. This time shift is due to the 

negative deviation of hydraulic head within the observation well screen wso(t) for the first 30s (see Fig. 1), 

which thwarts the head h(rL,t) in the resulting signal W(t), see Eq. 26. Increasing K by one order of 

ha
l-0

02
60

61
7,

 v
er

si
on

 1
 - 

4 
M

ar
 2

00
8



 

 10

magnitude (K = 3x10-4m/s) leads to the oscillatory response curves illustrated in Fig. 2. As observed 

above, inertial effects in the observation well involve a time shift of the response signal, but in that case 

the dephasing between h(rL,t) and wso(t) produces an amplification of the slug test response. Fig. 1 and 2 

clearly show the significant influence of inertial effects at the observation well, which, if neglected, may 

lead to a misinterpretation of cross-borehole slug test data.  

The influence of flow dimension is illustrated in Fig. 3. The parameters are the same as used previously 

except for the hydraulic conductivity K whose value was set at 1.5x10-4m/s. Three flow dimension values 

were considered: n = 1.8, n = 2.0, and n = 2.2. For n = 2.0, the slug test response calculated from (31) is 

strictly identical to that given by the model of Butler Jr. and Zhan (2004) and appears critically damped. 

As visible in Fig. 3, variations in flow dimension values have a large impact on the calculated curves. For 

n = 1.8, the slug test response is underdamped, with the same oscillation period as for n = 2.0. A higher 

amplitude of the first peak and a smaller attenuation maintain the oscillatory character of head response at 

long times. For n = 2.2, the slug test response is overdamped, with a maximum amplitude time similar to 

that of oscillatory responses. The decrease of peak amplitude as compared to 2D flow is consistent with 

the increase of flow area. Note that the head responses calculated with fractional dimensions may be 

roughly approximated with a 2D flow assumption using modified hydrodynamic parameters (e.g. n = 2.0, 

K = 1.1x10-4m/s and Ss = 1x10-6m-1 instead of n = 2.2, K = 1.5x10-4m/s and Ss = 5x10-7m-1), but the 

corresponding curves are not strictly identical at intermediate and long times (Fig. 3).  

 

4. Sensitivity Analysis 

 

The purpose of a sensitivity analysis is to investigate the behavior of slug test responses calculated from 

(31) in relation to variations of input parameters. The aim is to identify the parameters that have the 

largest influence on the shape of the slug test responses, which enables to assess the reliability of 

parameter estimates when interpreting real field slug test data. The proposed model involves five fitting 

parameters: n, K, Ss, Le and Leo. While Le and Leo could theoretically be calculated from geometrical 

considerations about the well casing/screen system, several authors have noted that effective length 

values must often be considerably enlarged when attempting to fit real field slug test responses (Kipp Jr. 
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1985, Butler Jr. 1997, McElwee and Zenner 1998). According to McElwee and Zenner (1998), this 

discrepancy results from several factors such as velocity distribution in the screened casing and water 

flow acceleration in the aquifer. Effective lengths should thus better be viewed as empirical fitting 

parameters when analyzing field data. Sensibility analyses in the modelling literature (see e.g. McElwee 

et al. 1995a and references therein) are based on either a standard sensitivity coefficient: 

 
( ) ( ) ( ) ( ) ( ), , , ,

s on K s Le Le
s o

W t W t W t W t W t
U U U U U

n K S Le Le
∂ ∂ ∂ ∂ ∂

= = = = =
∂ ∂ ∂ ∂ ∂

 (33) 

or a normalized sensitivity coefficient: 

 
( ) ( ) ( ) ( ) ( )' , ' , ' , ' , '

s on K s s Le Le o
s o

W t W t W t W t W t
U n U K U S U Le U Le

n K S Le Le
∂ ∂ ∂ ∂ ∂

= = = = =
∂ ∂ ∂ ∂ ∂

 (34) 

As emphasized by McElwee et al. (1995a, 1995b) and Kabala (2001), the normalized sensitivity analysis 

is the approach best suited for evaluating the relative significance of different dimension parameters. The 

analysis below is therefore based on this approach, but standard sensitivity coefficients have also been 

computed for inversion purposes (see section 5). Owing to the semi-analytical character of (33) and (34), 

a perturbation approximation approach has been used for computing the sensitivity derivatives: 

 
( ) ( ) ( )A A AW t W t W t

A A
δ

δ
+∂ −

≈
∂

 (35) 

where A is a parameter and δΑ is a small perturbation added to this parameter (0.1% A). Fig. 4 and 5 

display slug-test response and standard/normalized sensitivity curves for overdamped and underdamped 

cases, respectively. These analyses were based on the same well configuration as previously described 

and the following sets of parameters: n=2, K=5x10-5m/s, Ss=5x10-8m-1 (overdamped response, Fig. 4), and 

n=2, K=1.5x10-4m/s, Ss=5x10-7m-1 (underdamped response, Fig. 5). 

The absolute amplitude of sensitity curves in Fig. 4 shows that the overdamped response is primarily 

sensitive to flow dimension n and to a lesser extent to hydraulic conductivity K. The sensitivities to other 

parameters Le, Leo and Ss are lower by one order of magnitude approximately. Note that the sensitivity to 

n is much more marked in the observation well than what was found by Barker (1988) in the tested well. 

While Barker (1988) stated that "it should be expected that the analysis of slug test data would often fail 

to produce a unique dimension", our results indicate that cross-borehole slug testing may provide a 
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reliable assessment of the flow dimension. The normalized sensitivity to n is negative at short times and 

reaches its maximum amplitude at the same time as the W(t) peak. Then, the sensitivity slope reverses and 

the curve rises to a second peak of lower amplitude and higher asymmetry. A comparison between the n-

sensitivity curve and the head response W(t) indicates a negative correlation between the two curves at 

short times and a positive correlation at intermediate and long times. This means that higher flow 

dimensions may lead to lower peak amplitude and higher tailing in the head response at observation well, 

which is consistent with the results displayed in Fig. 3. The normalized sensitivity to K shows a first 

positive peak located slightly before the W(t) peak, which indicates that higher K-values may lead to slug 

test responses of higher amplitude and shifted towards short times. The second peak in the K-sensitivity 

curve is negative and has a more pronounced tailing than the first one. This negative sensibility means 

that higher hydraulic conductivities may reduce the asymmetry of slug test responses. Sensitivity curves 

for Le and Le0 are identical and show first a negative part followed by a positive peak located after the 

W(t) peak time, which indicates that an increase in effective lengths involves a moving of the W(t) peak 

towards long times. The sensitivity to Ss is fifty times lower than that to n, which corroborates the well-

known limitation of the slug test method for the characterization of aquifer storage properties. Note that 

the Ss-sensitivity curve is nevertheless physically consistent since its overall negativity indicates that 

higher storage may reduce the amplitude of the slug test response. 

Sensitivity analysis for the underdamped case is illustrated in Fig. 5. As for the overdamped case, the 

head response in the observation well is most sensitive to n. The n-sensitivity curve displays an 

oscillatory behaviour dephased with that of the head signal in the observation well. It must be observed 

that the amplitude of the second peak is higher than that of the first and third peaks, which, combined 

with phase displacement, indicates that higher flow dimensions may attenuate the oscillatory behaviour of 

the slug test response. Overdamped responses may thus be favoured by flow dimensions higher than two, 

as previously suggested by Fig. 3. The sensitivity curves for Le and Leo are again identical but their 

overall amplitude is 50 times higher in Fig. 5 than in Fig. 4. The sensibility of underdamped responses to 

Le and Leo is thus on the same order than that to hydraulic conductivity K but differences in sensibility 

curves at short times ensure a proper distinction of the causality of parameters, which favours 

independent estimates of these parameters. The Le/Leo sensitivity curve and W(t) signal are quite similar 
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in shape but are dephased. As a consequence, modifications in effective length values affect strongly the 

duration of oscillation periods in the slug test response. The sensitivity to hydraulic conductivity is very 

low at short times and the K-value has thus no influence on the amplitude of the first peak in the head 

response. The amplitude of the K-sensitivity curve increases at intermediate times and is then in phase 

with the W(t) signal, which indicates that higher K-values may reduce the damping factor in the slug test 

response. As for the overdamped case, the sensitivity to aquifer storage remains one or two orders of 

magnitude lower than that to other parameters. Caution should thus be exercised with Ss-estimates. The 

first peak in the Ss-sensitivity curve is negative and is located slightly before the W(t) peak, which means 

that higher storage values may delay the first W(t) peak in the slug test response.  

 

5. Automatic inversion of slug test data 

 

In order to facilitate the interpretation of real-field data, the proposed model may be coupled to an 

automatic calibration procedure. The method adopted here is that developed by Delay et al. (2006) for the 

inversion of hydraulic interference pumping tests. It relies on a Gauss-Newton optimization algorithm 

conditioned by re-scaled sensitivities to the model parameters. For the set of parameter A, the standard 

optimization scheme may be written as (Nocedal and Wright 1999): 

 1 1( . ) .( . )k k k
T Tk k kA A J J J

ξ ξ ξ
ξ+ −= −  (36) 

 

where k is the iteration index, ξ is the 1D matrix error between simulated and observed hydraulic heads, 

and Jξ is the Jacobian error matrix of dimension m x p : 

 

1 1

1

1

, 1.. , 1..

p

i

j

m m

p

A A

J i m j p
A

A A

ξ

ξ ξ

ξ

ξ ξ

∂ ∂⎡ ⎤
⎢ ⎥∂ ∂⎢ ⎥
⎢ ⎥⎡ ⎤∂

= = = = ⎢ ⎥⎢ ⎥
∂⎢ ⎥ ⎢ ⎥⎣ ⎦

⎢ ⎥∂ ∂
⎢ ⎥

∂ ∂⎢ ⎥⎣ ⎦

 (37) 
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where m and p are the number of time steps in the simulated slug test response and the number of 

parameters, respectively. Since ∂ξi/∂Aj = ∂Wi/∂Aj, the Jacobian matrix stores the "standard" sensitivities of 

the model to parameters (see section 4). As shown in Fig. 4 and Fig. 5 (right vertical axis), these 

sensitivities span several orders of magnitude, which causes the matrix Jξ
T.Jξ to be poorly conditioned and 

yields a numerically ill-posed problem. In order to overcome this problem, Delay et al. (2006) propose to 

re-scale sensitivities to parameters by multiplying them by a scalar cj. The new sensitivities become of 

about the same order of magnitude whatever Aj and the modified sensitivity matrix is called Jξ
*. The 

modified optimization scheme is given by: 

 *

1k k
j j k

j
j j

A A
D

c c
ζ

+

= +  (j=1,…,p) (38) 

where ( ) ( )* * * *
1

. . .k k k
k T T kD J J J

ξ ξ ξ
ξ

−
= −  and ζ is a scalar value enabling to control the rate of change of Aj 

in the iterative algorithm.  

Iterations are done until the following convergence criterion is reached: 

 ( ) ( )2 21
0

1 1

m m
k k
i i

i i
ξ ξ ε+

= =

− <∑ ∑  (39) 

where ε0 is the convergence threshold defined by the user. In this work, we have used ε0 = 10-6. Using the 

above method actually enables fast and accurate curve fitting to be performed in the case of overdamped 

responses, but oscillations in underdamped responses may lead to convergence difficulties. As discussed 

above, the duration of oscillation periods in the slug test response is mostly sensitive to effective lengths 

Le and Leo. In order to facilitate the convergence of the optimization algorithm, it is necessary to proceed 

in two steps. First, the value of Le (or Leo) is fixed and the inversion is performed for the 4 other 

parameters n, K, Ss and Leo (or Le). Then parameter Le (or Leo) is relaxed and a second inversion is 

performed for the whole set of parameters, using the previous output as initial parameters. Another 

recommendation from practical experience is to start the calibration procedure with a specific storage 

value lower than that expected. 

A further interest of this automatic inversion method is to allow quantification of the error εj made on 

each parameter estimate with the following expression (Kaczmaryk and Delay 2007): 
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 ( ) ( )* *

21 *

1

1( . )
2k k

m
T k

j j i
i

Diag J J
ξ ξ

ε ξ−

=

⎡ ⎤= ⎢ ⎥⎣ ⎦
∑  (40) 

where k* is the last iteration in the optimization algorithm and ( )* *
1( . )k k

T
jDiag J J

ξ ξ
− is the diagonal term 

of row j in the matrix * *
1( . )k k

TJ J
ξ ξ

− . 

 

6. Example of model application: interpretation of cross-borehole slug test data from the 

Hydrogeological Experimental Site of Poitiers, France 

 

The Hydrogeological Experimental Site (HES) is located in a geological area called "Poitou Threshold", 

which makes the transition between two large Mesozoic-Cenozoic sedimentary basins, i.e. the Paris basin 

to the Northeast and the Aquitaine basin to the Southwest. The Poitou Threshold consists of Jurassic 

carbonate rocks lying on a Hercynian crystalline basement. Two limestone aquifers occur in the Jurassic 

carbonate series: (i) the lower and middle-Lias aquifer (5-10m thick), and (ii) the Dogger aquifer (100m 

thick). These two aquifers are separated by the Toarcian aquitard (20m thick), consisting of low-

permeability marls. Investigations made in the HES mainly focus on the Dogger aquifer. The 

experimental site includes 25 fully penetrating wells that were drilled between 2002 and 2004 down to the 

top of Toarcian marls located at about 125m depth. These wells were arranged according to a geometric 

pattern of symmetry 4 ("five-spot" borehole configuration), which occupies a square area of 210 m x 

210 m. Under natural conditions, the piezometric levels in the Dogger aquifer range from 15m to 25m 

below the ground surface. During drilling, dry clayey limestones were systematically observed down to 

depths of about 30m, which indicates that the Dogger aquifer is confined by this overlying low-

permeability unit. Two additional wells were drilled down to the crystalline rocks (about 160m depth), 

enabling pressure-head measurements in the lower and middle-Lias aquifer. Under natural conditions, the 

piezometric levels range from 30m to 35m below the ground surface. The pressure-head difference 

between the two aquifers suggests that these systems are well isolated from each other by the Toarcian 

marls. The Dogger aquifer can thus be considered as a fully confined aquifer.  
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Extensive hydrogeophysical investigations have been made at the HES since 2002. The coupling between 

flowmeter and borehole imaging logs indicates that flowpaths in the Dogger aquifer are strongly 

constrained within subhorizontal karstic channels and subvertical fractures (Audouin et al., Flowpath 

structure in a limestone aquifer: multi-borehole logging investigations at the Hydrogeological 

Experimental Site of Poitiers, France. Accepted for publication in Hydrogeology Journal, (2007)). A 

program of slug testing has been carried out as a part of an extensive study of spatial variability in aquifer 

properties (see e.g. Bernard et al. 2006, Kaczmaryk and Delay 2007). The slug tests were performed after 

an important series of pumping tests, which ensured that each well was properly developed. Note that the 

piezometric levels in the lower and middle-lias have been continuoulsy monitored during pumping-test 

and slug-test experiments performed in the HES wells. Any pressure-head perturbation has never been 

observed in the lower and middle-Lias aquifer, which confirms the fully confined nature of the Dogger 

aquifer and removes any leakage assumption between the two systems. 

Slug-test perturbations were initiated by sudden releases of water (falling-head initiation), using a 3m3 

capacity tank equipped with a rapid flow valve. Nine pressure transducers with 2 Hz frequency data 

loggers were used for each experiment, allowing the water level recovery in the slugged well and the 

cross-borehole head responses in 8 neighbouring wells to be monitored simultaneously. Depending on the 

location of the slugged well, distances to observation wells were either 50/70 m (square configuration) or 

50/70/100/110/140 m (edge configuration). Following the recommendations by Zurbuchen et al. (2002) 

and Butler Jr. et al. (2003), the pressure transducers were placed within 0.5 m below the static level, 

which minimised the errors in measured heads caused by the acceleration of the water column. Resolution 

and estimated precision of head measurements were 10-3 m and 3x10-3 m, respectively. All slug test data 

are publicly available through the ‘‘H+’’ database, developed within the scope of the ERO program 

(French Environmental Research Observatory, http://hplus.ore.fr), see de Dreuzy et al. (2006). Fig. 6 

shows the response curves of a slug test performed in well M19, with observation wells M16, M21, M22, 

MP6, MP7 and P1. Using the semi-analytical solution (17) and the automatic inversion procedure leads to 

a good fit of the underdamped response in well M19 with the following parameters: n = 1.99, K = 5.9x10-

4 m.s-1, Le = 137m, Ss = 1x10-15 m-1. Recalling that aquifer flow dimension and storage have a low 

influence on the slugged well response (Barker 1988, McElwee et al. 1995a), the accuracy of the above n 
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and Ss estimates is expected to be low. Other models can thus be used for interpreting the recovery curve 

in well M19. As an example, the model of McElwee and Zenner (1998) enables to make a reasonable (yet 

less accurate) fit with a K-value of 6.4x10-4 m/s. Owing to this uncertainty, one of the main interests of 

our model is to allow more reliable estimates of aquifer parameters through the interpretation of cross-

borehole responses, which are more sensitive to n and K. The observation wells monitored during the slug 

test in M19 show 3 types of responses: no perturbation in P1, a very small overdamped response in MP7 

(a few millimeters), and underdamped responses in well M16, MP6, M21 and M22. One can notice that 

both time and amplitude of the first perturbation peak in cross-borehole responses do not depend on the 

distance rL to the slugged well. The response in M21, located 70m from M19, shows a maximum peak 

amplitude of 0.19m at 9.5s while the response in well M22, located 50m from M19, shows a maximum 

peak amplitude of 0.1m at 13s. Oscillation period lengths also differ among observation wells, from 22s 

in M21 to 32s in MP6. All the cross-borelohe slug test data collected from HES have been interpreted 

using the semi-analytical solution (31) and the automatic inversion procedure described above. Table 1 

summarizes the sets of parameters n, K, Ss, Le, and Leo stemming from these interpretations with their 

respective errors. The relative precision of parameter estimates is consistent with the sensitivity analysis 

result. The flow dimension n is the most accurately determined parameter, with a relative error ranging 

between 1 and 20%. In most cases, its accuracy is within 10%. The largest errors are related to high flow 

dimension and overdamped responses with weak amplitude, which causes the signal-to-noise ratio to be 

low. The relative error on hydraulic conductivity K ranges between 5 and 50%. Such accuracy may be 

perceived as very satisfying in light of the simplicity and rapidity of slug tests as compared to pumping 

tests. Errors on effective lengths depend on the type of response. For underdamped responses, the high 

sensitivity of Le and Leo favours the estimation of these parameters and relative errors are generally less 

than 100%, excepted where the two effective length values are very contrasted. As expected from the 

sensitivity analysis, the less accurate estimations are for Ss with error values ranging between 15 and 

1600%. These errors are significant but a first rough estimate of the order of magnitude of storage is 

provided. Note that different n and K estimates were obtained on the same well pairs when reversing 

slugged and observation wells, which is a common feature in heterogeneous aquifers (see e.g. Doe and 

Geier 1991). As illustrated in Fig. 7, the model is able to fit properly the various types of observed 
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responses. Note the low-frequency oscillations in the underdamped response observed at well MP6 (Fig. 

7d), which are well reproduced using a large effective length for this well (Leo = 331 m). This large value 

is consistent with other slug test interpretations involving MP6 as slugged or observation well. The 

interest of fractional flow dimension modelling is illustrated by Fig. 8, which shows the best curve fits 

obtained for a standard underdamped response assuming either fractional n-value or 2D flow (n = 2). The 

main difficulty with 2D modelling is to reproduce the high attenuation between the first and second peaks 

as compared to that of the next ones. A better data fit is clearly obtained with the assumption of fractional 

flow dimension in the aquifer. Figure 9 shows the distribution of flow dimension and hydraulic 

conductivity values listed in Table 1. Flow dimension values range between 1.6 and 2.5, with a mean 

value of 2.15 and a standard deviation of 0.19. Such variability in n-values has been reported by several 

authors for comparable field scale studies (Geier et al. 1995, Winberg 1996, Leveinen et al. 1998, 

Leborgne et al. 2004). According to (Dershowitz and Doe 1997), the distribution of flow dimensions may 

provide valuable information about heterogeneity and connectivity of flowpath networks. When building 

discrete flowpath network models, efforts must be made for achieving flow models consistent with the 

observed distribution of flow dimensions. Interpreted hydraulic conductivity values range between 

4.4x10-5 and 7.7x10-4 m.s-1, and exhibit a lognormal distribution with a modal value of approximately 

2.0x10-4 m.s-1. In a previous interpretation of single-well slug tests performed at the HES, Audouin and 

Bodin (2006) obtained K-values ranging between 2.5x10-6 and 6.4x10-4 m.s-1. While upper bound 

estimates are fairly similar for the two studies, the lower K-values obtained in the present analysis are 

significantly higher than those interpreted from single-well slug tests. This apparent truncation is 

consistent since head perturbations induced in low transmissivity wells are not likely to propagate a long 

distance from the slugged well. In heterogeneous aquifers, cross-borehole slug test interpretations are thus 

expected to yield hydrodynamic parameters characterizing well-connected flowpaths. As mentioned 

earlier, coupled borehole imaging and flowmeter measurements indicate that flowpaths in the HES 

aquifer are strongly constrained within subhorizontal karstic channels and subvertical fractures (Audouin 

et al., Flowpath structure in a limestone aquifer: multi-borehole logging investigations at the 

Hydrogeological Experimental Site of Poitiers, France. Accepted for publication in Hydrogeology 

Journal, 2007). The n-values and K-values from the present study are thus expected to reflect the 
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hydraulic properties of this channelized flow network. The interpretation results of cross-borehole slug 

tests may also be compared to those of pumping tests performed at the HES since 2002 (Bernard et al. 

2006). A particular feature is that typically shaped drawdown curves have been consistently monitored 

during HES pumping test experiments. These curves show an upward curvature when plotted versus the 

logarithm of time, which makes them uninterpretable with conventional models such as the one by 

Cooper and Jacob (1946). According to Delay et al. (2004), such upward curvature may be due to a 

fractal scaling of aquifer hydraulic properties. Pumping test interpretations made by Bernard et al. (2006) 

with the model of Delay et al. (2004) lead to K-values ranging between 2.1x10-5 m2.s-1 and 5.2x10-5 m2.s-1. 

Owing to the fractal model assumption, hydraulic conductivity is inherently scale- and time-dependent 

but the interpreted values tend to homogenize towards K = 3.5x10-5 m.s-1 for scales over 100-150 m. The 

K-values interpreted from pumping tests are thus approximately one order of magnitude lower than those 

interpreted from cross-borehole slug tests. This finding is consistent with the above assumption 

concerning the selectivity of slug test characterization. The underlying idea is that the head perturbation 

induced by a slug test propagates only through the flowpaths having the lowest hydraulic resistance. 

While pumping tests involve the whole fracture/karstic-channel/matrix system because of the limited 

storage capacity of karstic channels and fracture voids, slug tests focus precisely on preferential flowpath 

networks made by fractures and karstic channels. Hydraulic conductivities estimated from cross-borehole 

slug tests are consequently higher than those interpreted from pumping tests. 

 

7. Summary and conclusion 

 

A new model has been developped for the interpretation of cross-borehole slug tests in fractured rocks. It 

includes inertial effects at both test and observation wells and fractional flow dimension in the aquifer. 

The semi-analytical solutions have been developed in the Laplace domain and their practical use needs 

numerical Laplace inversion. This task can be easily performed using standard numerical routines such as 

that written by Hollenbeck (1998). For mathematical convenience, several simplifying assumptions have 

been used in the development of semi-analytical solutions (e.g. totally penetrating wells, no skin effect 

...). The model can readily be extended to account for partially penetrating wells according to the Butler 
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and Zhan (2004) approach, for skin effects according to Kipp (1985), and for nonlinear effects in the 

slugged well according to McElwee and Zenner (1998). Our model has 5 fitting parameters: flow 

dimension n, hydraulic conductivity K, specific storage coefficient Ss and effective lengths of test well Le 

and of observation well Leo. The sensitivity of the model to these parameters may be ranked as follows: n 

> K > Le ~ Leo > Ss. The model developed has been coupled to an automatic inversion algorithm for 

facilitating the interpretation of real field data. This inversion algorithm is based on a Gauss-Newton 

optimization procedure conditioned by re-scaled sensitivities. The model has been used to interpret 

successfully cross-borehole slug test data from the Hydrogeological Experimental Site (HES) of Poitiers, 

France, consisting of fractured and karstic limestones. Further calculations of relative errors on parameter 

estimates show that accuracy on n and K is below 20% and that on Ss is about one order of magnitude. Of 

course, these results must be considered with caution because of uncertainty about the validity of certain 

model assumptions such as aquifer homogeneity and isotropy (Barker 1988). Nevertheless, the 

comparison of K-values estimated from slug tests with those interpreted from pumping test experiments 

suggests that cross-borehole slug tests are able to identify the hydrodynamic properties of karstic channels 

and fractures flowpaths. The underlying idea is that the head perturbation induced by a slug test 

propagates only through those flowpaths with the lowest hydraulic resistance. Slug tests may thus be 

considered as complementary to pumping tests, which more likely provide bulk properties of the whole 

fracture/karstic-channel/matrix system. Current work is done for analysing to which extent the n, K and Ss 

values estimated by slug tests are relevant to constrain a discrete fracture network (DFN) model of the 

HES limestone aquifer (FRACMAN model, Dershowitz and Doe 1997). This work is carried out within a 

general framework attempting to confront different modelling approaches to the HES data (national 

scientific program MACH-1: "Modelling of Heterogeneous Carbonate Aquifers – 1. Flow Dynamics").  
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Fig. 1: Comparison of cross-borehole slug test responses with [A] no inertial effects (Cooper Jr. et al. 

1967) ; [B] inertial effects in the test well: h(rL,t) - Eq. 20 ; [C] inertial effects in both the test well 

and observation well W(t, n=2) - Eq. 31 ; [D] deviation of hydraulic head within the screen of the 

observation well wso(t, n=2) - Eq. 30 
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Fig. 2: (a) Deviation of hydraulic head W(t), hL(t) and ws(t) curves (Kr=3x10-5m.s-1, Ss=5x10-7m-1, 

rL=30m, H0=1m, Le=Leo=50m, b=b0=100m, rc=rco=rs=rso=0.11m, n=2). (b) Deviation of hydraulic 

head W(t), hL(t) and ws(t) type curves (Kr=3x10-4m.s-1, Ss=5x10-7m-1, rL=30m, H0=1m, 

Le=Leo=50m, b=b0=100m, rc=rco=rs=rso=0.11m, n=2). 
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Fig. 3: Deviation of hydraulic head W(t) curves as a function of n (Kr=1.5x10-4m.s-1, Ss=5x10-7m-1, 

rL=30m, H0=1m, Le=Leo=50m, b=b0=100m, rc=rco=rs=rso=0.11m). 
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Fig. 4: Sensitivity curves to Kr, Ss, Le, Leo and n for an overdamped hydraulic head W(t) (Kr=5x10-5m.s-

1, Ss=5x10-8m-1, rL=30m, H0=1m, Le=Leo=50m, b=b0=100m, rc=rco=rs=rso=0.11m). 

 

ha
l-0

02
60

61
7,

 v
er

si
on

 1
 - 

4 
M

ar
 2

00
8



 

 28

 
Fig. 5: Sensitivity curves to Kr, Ss, Le, Leo and n for an underdamped hydraulic head W(t) (Kr=1.5x10-

4m.s-1, Ss=5x10-7m-1, rL=30m, H0=1m, Le=Leo=50m, b=b0=100m, rc=rco=rs=rso=0.11m). 
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Fig. 6: Deviation of hydraulic head at wells M12, M21, M22, MP6, MP7 and P1 for a slug test initiated in 

the well M19.  
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Fig. 7: Examples of interpretation of typical HES cross-borehole slug test data. Model parameters for the 

slug test M19-M21 (Fig. 7a: M19 = slugged well, M21 = observation well): n = 2.06, K = 

6x10-4 m.s-1, Le = 40 m, Leo = 129 m, Ss = 3x10-10 m-1; slug-test M03-M04 (Fig. 7b): n = 1.97, K = 

9.8x10-5 m.s-1, Le = 69, Leo = 53, Ss = 3.3x10-7 m-1; slug-test M05-M16 (Fig. 7c): n = 1.96, K = 

2.7x10-4 m.s-1, Le = 34 m, Leo = 182 m, Ss = 1.7x10-9 m-1 ; slug-test M16-MP6 (Fig. 7d): n = 2.35, 

K = 4.4x10-4 m.s-1, Le = 140 m, Leo = 320 m, Ss = 1.5x10-10 m-1.  
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Fig. 8: Model fitting of cross-borehole slug test data M02-M13 (interdistance = 119m). Best fit model 

parameters: n = 1.75, K = 6.2x10-4 m.s-1, Ss = 4.1x10-8 s-1, Le = 98, Leo = 5 (nonintegral flow 

dimension model); K = 4.2x10-4 m.s-1, Ss = 1.4x10-8 s-1, Le = 98, Leo = 5 (2D model). 
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Fig. 9: Distribution of flow dimension and hydraulic conductivity, Hydrogeological Experimental Site, 

France 
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Table 1: Parameter estimates and relative errors on parameters for the best fit between HES field data and 

model. The symbol "-" for relative error corresponds to parameters fixed by user in mathematical 

optimization procedure. 
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