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Abstract. We study the convergence properties of cellular automata
under fully asynchronous updating, i.e., when a single cell is selected at
random at each time unit. We tackle this question for the two-dimensional
totalistic cellular automata. As a first step for studying this class, we fo-
cus on a few examples that are, in our view, representative of the diversity
of the behaviours found in dimension two. The richness of the evolutions
we consider underlines that the updating scheme plays a central role in
the evolution of a cellular automaton.

1 Introduction

In a recent series of studies, cellular automata (CA) have been examined
in the light of their robustness to asynchronous updating: the question is
to determine to which extent the behaviour of a cellular automaton is due
to the method used to update the cells. In particular, what happens if
this method is probabilistic, for example when each cell has a probability
a to be fired at each time step (the a-asynchronous dynamics), or when a
single cell is updated at random at each time step (the fully asynchronous
dynamics)?

For the sake of conciseness, we refer to [3, 1] for a review of works related
to asynchronism and for a discussion on updating schemes. One of the
first analytical results on asynchronous CA led to classify a small set of
one-dimensional rules (the double-quiescent Elementary CA) according
to their convergence properties [3]. The present paper is intended as a
first step to broaden the scope of our research to the two-dimensional
case. We follow the pioneering work by D. Regnault et al. which con-
cerned the Minority rule [2]. We select some totalistic two-dimensional
rules that are, in our view, representative of the different classes of
behaviour in two dimensional CA under fully asynchronous updating.
Among these rules, we distinguish three examples for which we apply
techniques already used in one dimension. Furthermore, we exhibit two
rules for which a finer geometrical analysis is needed. This provides us
with a new type of asymptotic convergence time, specific to the two-
dimensional case.



2 Definitions

Topology of the environment. Let A be the two-dimensional square
grid {1,...,L} x {1,...,L}, with toric boundary conditions (i.e., we
identify {1,..., L} with Z/L.Z). We denote by n = L? the total number
of cells.

For a cell ¢ and an integer k, we define the sphere 9B(c, k) as:

dB(c,k) = {c € A,d(c,c) =k},

where d is the graph distance on the torus. Below is a representation of
the sphere dB(c,3), with ¢ in black and L = 10:
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To each cell ¢ we associate a state o, in {0, 1}, and we call o = {oc}cea
a configuration. To express the locality of the interactions, we introduce
the function N : A — A® that associates to each cell ¢ € A, its von
Neumann neighbourhood:

N(c)={c,c+n,c—n,c+e,c— e},

where n, e denote the vectors (0,1) and (1,0).

Totalistic 2D Cellular Automata. A local transition rule is a func-
tion ¢ : {0,1}®> — {0,1}. In this paper, we consider only the totalistic
functions, i.e., functions ¢ such that:

¢(q17"'7q5):f(q1+"'+q5)7

where f : {0,...,5} — {0,1}. There are 64 such totalistic rules ; we
denote the totalistic rule ¢ associated to a function f by the code T4
where i = f(0)-2° + f(1) -2 +--- + f(5) - 2°.

We restrict our study to the fully asynchronous dynamics: only one cell
is updated at each time step. To define this type of asynchronism, we as-
sociate to each local rule ¢ a global rule @ : {0,1}* x A — {0,1}* where
@(0,¢) is the configuration obtained by updating cell ¢ in configuration
o, according to the local rule ¢. More formally, if we write o/ = &(o, ¢):

Vee A o — {f(oc+ac+n+0cn+ac+e+oce) for c = ¢

Oc otherwise.

Let us denote by U; the cell updated at time ¢. A local rule ¢ and a
sequence (Ut):en defines the sequence of configurations (at)teN:

o e {o,1}",
o' = @', U,), for t € N.



As we are interested in random updates of the system, we assume that
(Ut)ten is a sequence of independent random variables, uniformly sam-
pled from A. This random sequence makes (o*) a stochastic dynamical
system in {0, 1}A. Our objective is to determine the convergence prop-
erties of this system.

For a local rule ¢, we denote by F(¢) the set of the fixed points of the
global rule ¢ associated to ¢. It consists of the configurations that remain
unchanged, whatever the cell selected for updating:

5(¢) = {0 € o, 1}A ,for any cell c € A, ®(o,c) =o}.

Note that for a given ¢, the sets of fixed points under synchronous and
asynchronous updating are identical.

Definition 1 For a given function ¢ and an initial configuration ¢°, let
Ty (c°) be the time of convergence of the sequence (¢%)ien, that is, the
random variable:

Ts(0°) = min{t € N, o' € F(¢)},

with min ) = +00. The Worst Expected Convergence Time (WECT) of
rule ¢ is given by:

WECT,(n) = max E[Ts(c")].

Intuitively, if we think of cellular automata as models of physical or
artificial systems, studying the WECT provides us with an estimation of
the maximum time needed to go back to equilibrium when a perturbation
is applied.

Fates et al. showed that the asymptotic behaviour of WECT f(n) provides
a relevant classification of the Elementary Cellular Automata with two
quiescent states [3]. More precisely, they have shown that these rules
may be classified into 5 families, according to whether WECTf(n) is
O(nlogn), ©(n?), O(n*), B(n2") or infinite.

3 Convergence Times

The examples of 2D totalistic rules that we exhibit show that we recover
some of the classes mentioned above, as well as a new one: ©(n%/?). The
five different behaviours found in 2D are summarised in table below:

Name ¢ | WECT4(n) Observed behaviour

Coupon collector| T63 | ©(nlogn) Fast convergence to 1~

Epidemic T62 | &~ n3/? Fast convergence to 14

Majority T56 | ©(n?) Fast convergence to a local
equilibrium

Erratic T10 | > A" (conjectured)| Slow convergence (metasta-
bility)

Parity Counter | T21 |infinite Noise-like evolution

3 We write f, = O(gn) when there exist positive numbers C~,C" such that, for n
large enough, C~ g, < fn < CTgn.
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Fig. 1. Example of a simulation for the coupon collector rule T63. Cells in state 1 (resp.

0) are coloured in black (resp. white), a convention which is kept throughout the paper.
Simulations were obtained with the FiatLuz CA simulator [4].

3.1 A Coupon Collector automaton
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Our examination begins with the rule T63:

An update sets the cell into state 1 whatever the initial state. Under the
synchronous dynamics T63 reaches the fixed point 14 in one step. In the
asynchronous case, this fixed point is attained once each cell has been
updated at least once (see Fig. 1). This kind of process often arises in the
analysis of algorithms ; it is usually called a Coupon collector process.

Theorem 1
WECTg3(n) = O(nlogn).

Sketch of proof. Remark that when k cells among the n cells are still
in state 0, it takes in average n/k time steps to update one of them.
Thus, the slowest convergence time holds for ¢° = 0. It is equal to:

n

n n
ﬁ+n_1+~~+T—@(nlogn).

3.2 The Majority rule
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We now turn to the Majority rule T56:

An update sets cell ¢ to the state that is most present in N(c). The global
effect of the rule is to converge quickly to equilibrium (see Fig. 2).

Theorem 2
WECTs6(n) = O(n?).

Sketch of proof. We begin by introducing some notations. The sim-
ilarity function I counts the number of neighbouring cells in the same
state:

Z(0) = card{(c,¢') € A,d(c,c') =1 and 0. = 00/ }.
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Fig. 2. Left : Example of a simulation for rule T56, when ¢° is a random uniform
configuration. Right : A snake-like configuration gives a lower bound on the WECT.

For a configuration o, we define My (o) as the numbers of cells in state
q € @, with r neighbours in state 1.

Upper bound. We obtain an upper bound on the convergence time by
showing that the sequence Z(o?) is increasing. To see why this holds, let
us list all the cases where a cell may change its state:

Pattern Mo 4 Mo,z M; o M; 1
AT +8 +4 +8 +4

With the notation AZ; = Z(c'*t!) — Z(o"), we have that:
1
2
Remark that if o* is not a fixed point, then this quantity is greater than
4/ L?. Using arguments on Lyapunov functions, we obtain that, for any

E[AZ; | 0'] = = (8Moa + 4Mos + 8Mi,0 + 4M1,1 ) (o).

initial configuration o°:
L2
E[T56(c”)] < ZI(ao).
As T is bounded by 4L2, it follows that:
E[Ts56(c%)] < L* = n®.

Lower bound. To obtain a lower bound on the convergence time, we
consider the snake-like initial configuration drawn in Fig.2. Intuitively,
this initial configuration is chosen in order to ensure that the only way
of reaching equilibrium is to “shrink” the snake by updating its two
extremities. The snake is made of about n/3 cells in state 1 ; as the
probability to update one of the two extremities is 2/n, we obtain:

E[Ts6(c”)] > Cn’.

As the lower bound and the upper bound scale in n?, the theorem is
proved. Remark that the evolution of the Majority rule is different in 1D
and 2D since the WECT of the Majority rule in 1D is of order nlogn [3].
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Fig. 3. Left : Example of a simulation for rule T62. Right : Schematic view of a con-

figuration where a region of 1’s reaches the sphere 9(c, 7;).

3.3 The epidemic automaton

s [O[1]2
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Let us consider the epidemic rule T62:

A cell in state 0 (healthy) turns to state 1 (infected) if one of its neigh-
bours is in state 1 ; it then remains in this state.

Up to now, the classes of convergence that we have met were already
known as they were identified for 1D cellular automata [3]. This rule has
a new type of convergence, specific to the two-dimensional case.

Theorem 3 There exist two constants C~,CT such that, for n large
enough,

C—ns/2 < WECTe2(n) < CT (logn)n®/?.

logn

Remark. We conjecture that one may tighten these bounds and show
that WECTe2(n) is actually of order n®/2.

Sketch of proof. The first step is to prove that the largest convergence
time is obtained for the configurations which contain only one cell in
state 1. For such an initial configuration, the region of 1’s spreads all
over the grid (see Fig. 3). The second step consists in estimating the
time needed for this region to cover the whole grid.

To prove the first step, let us introduce a partial order < on {0, 1}A by:

o <n ifand only if Ve € A, 0. < ne.
It is then enough to note that @ conserves the order < in the sense that:
YU € A, 0 <n= P(0,Us) < D(n,Uy).

We therefore obtain: o* = 14 = n* = 14 ; which proves the first step.
To obtain the bounds around n®/2, we analyse how the region of 1’s
spreads over /A as the system evolves. The key point is to cut A in con-
centric spheres dB(c,r;) for some suitably chosen integers (r;) and to
estimate the time needed for the region of 1’s to reach every 9B(c,r;)
(see Fig. 3 - Right). The choice of the sequence r; is different for the two
bounds of the theorem.
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Fig. 4. Left: Three typical noise-like configurations observed in the evolution of the
erratic rule T10. Right: Two fixed points of this rule.

3.4 An erratic automaton

When exploring systematically the 64 totalistic rules, we observed that
some of them, e.g. T10, evolved in a metastable regime: the observation of
the configurations attained gives the impression that the system evolves
“erratically” and will never converge.

s |[0]1|2]3]|4]5
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However, a detailed analysis of T10:

that this rule do possesses fixed points (see Fig.4) and that some of them
may be attained with a convenient sequence of updates.

Conjecture. There exists a constant A\ > 1 such that, for n large
enough,
)\n S WECTlo(n) < +00.

In (3], it is proved that there exist 1D CA for which the worst convergence
time is exponential in n. It seems however that the methods used in
dimension one do not apply here. While we can describe precisely the
set F(T10) of fixed points, we are not able to quantify the proximity
between a given configuration and F(T10), as opposed to the previous
rules. The difficulty comes from the complexity of the trajectories in
dimension two, and from the large quantity of fixed points.

A way of tackling this problem would be to change ¢ = T10 into ¢°, a
probabilistic local rule defined by the following table:

f(s)jfoj1jo|1|e]|oO

The effect of ¢° is identical to that of T10, except if the updated cell
¢ has four neighbours in state 1 ; in this case, ¢ takes the state 1 with
probability e. The perturbation with probability ¢ makes the process (o*)
a reversible Markov chain, for which quantitative and efficient tools are
available (see e.g. [5]). Consequently, it may be easier to estimate some
quantities concerning this new system, and then to derive the bounds
needed on the convergence time of the original system by taking e in-
finitely small.



3.5 The Parity Counter
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We finish our exploration with rule T42:

It is sometimes referred to as the Parity Counter: an update on cell ¢
turns it into 1 if and only if the number of 1’s in N(c) is odd.

Theorem 4 If ¢° is not a fized point, then Tyz(0°) = +o0.
Consequently,
WECT 42 (’I’L) = +o0.

Sketch of proof. To show that T42(O’0) is infinite when o is not a
fixed point, we need to prove that, unlike the erratic automaton, there is
no sequence of updates leading from ¢° to a fixed point. The argument
is that all the transitions are reversible: remark that updating a cell ¢
changes both its state and the “parity” of N(c), and therefore ¢ remains
unstable under the application of the rule (although other cells in N(c)
may become stable).

3.6 Concluding remark

According to our simulations, the spectrum of convergence times that
we studied here covers most of the totalistic rules. We ask whether there
are other convergence types, for example in 8(n®) or in 8(n?).
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