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Architecture and Control of a DFLL for Fine-Grain D VFS in
GALS Structures

Carolina Albed, Diego Puschirlj Suzanne LesetgEdith Beigné and Pascal Vivét

Abstract — Fine-grain Dynamic Voltage and Frequency Sca(lDyFS) is becoming a requirement
for Globally-Asynchronous Locally-Synchronous (GA&&hitectures. However, the area overhead
of adding voltage and frequency control enginesanh voltage and frequency island must be taken
into account to optimize the circuit. A small-ariest-reprogrammable Digital Frequency-Locked
Loop (DFLL) engine is a suited option, since itplementation in 32nm represents 0.0016 mmz2,
being 4 to 20 times smaller than classical usetinepies such as Phase-Locked Loop (PLL) in the
same technology. Another relevant aspect with @dpehe DFLL is the control design, which must
be suited for low area hardware. In this paper, amalytical model of the system is deduced from
accurate Spice simulations. It takes into accobatdelay introduced by the sensor. From this model,
an optimal and robust controller with a minimum ie1pentation area is developed. The closed-loop
system stability as well as the robustness aggmnstess and temperature variations are also
ensured.

Keywords — Frequency-Locked Loop (FLL), Digitally-Controlledscillator (DCO), robust control,

optimization, system stability, perturbation rejeot



1 INTRODUCTION AND RELATED WORKS

The continuous increase in clock frequency togethigh technology scaling has generated the
distribution of a single global clock over a largeital chip tremendously difficult. Globally
Asynchronous Locally Synchronous (GALS) designwdles the problem of clock distribution by
having multiple clocks, each one being distribubeda small area of the chip. An integrated circuit
with different clock frequency domains appears asatural enabler for fine-grain power-aware
architectures. Actually, power consumption is aitiimy factor in VLSI integration, especially for
mobile applications. Dynamic Voltage and FrequeS8cgling (DVFS) [1] has proven to be highly
effective to reduce the power consumption of thip ethile meeting the performance requirements
[2]. The key idea behind local DVFS is to contrbfiae grain the supply voltage and the frequency
of an island at runtime to minimize the power canption of the considered island while satisfying

the computation/throughput constraints [3].

The DVFS techniques mainly rely on two ‘actuatorsamely voltage and frequency actuators.
These actuators need to be dynamically controhedrder to reduce the power consumption while
maintaining the required performance. More pregjsitle control policy must be carefully designed
in order to achieve high power efficiency at lovearcost. The voltage actuator fixes the supply
voltage of the Voltage and Frequency Island (VEIgan be a classical buck converter [4] or a digit
Vdd-hopping converter [5], [6]. The frequency attwas a Clock Generator. Its frequency control is
related to the supply voltage control in order twid timing faults [7]. This Clock Generator is

classically based on a Phase-Locked Loop (PLL)freguency-Locked Loop (FLL).

Another consequence of technology scaling is thdienand die-to-die process variability (P-
variability). From a practical viewpoint, it is b@wing increasingly difficult to manufacture

integrated circuits with tight parametric valueq. [ other words, the circuit performance is



becoming more and more unpredictable and the optifiounctional frequency can differ from one IP
to another on the same chip not only due to Procasation but also to Temperature and Voltage
changes (PVT) over time. As a consequence, in-dbegss variation means that the optimum
functional and energetic point of the whole cirazah be found if VFI numbarhas its functioning

frequency in the ranglF ., F...;] [8]. If the clock is generated for the whole citcand distributed

in each VFI, the maximum acceptable frequency {ne.one that will ensure no timing fault for any

VFI) will beF__ = min{F O i}, leading to a suboptimal circuit functioning, soMEl being

under-clocked. Therefore, in order to obtain thst [p@ssible circuit performance, the clock must be
locally generated and controlled according to Pssc&/oltage and Temperature (PVT) variations.
Recently, control techniques were applied to thabl@m of DVFS (for instance, see [5], [9]). These
works only address the closed-loop control of thi#age actuator, this latter implementing a Vdd-

hopping technique.

1.1 Structure of the closed-lopp system and main objectives

In the context of the industrial French project bd@TiV', a DFLL is selected as second actuator
(i.e. frequency actuator) due to the area congtraina fine-grain GALS context, the DFLL can
indeed be replicated in each VFI of the size ofa@ssor in a manycore architecture. The frequency

range at the FLL output id,4] GHz. The DFLL was implemented in 32nm technoldbye layout

developed is fully compatible with standard cellthoglology, to be easily integrated at GALS
System on Chip (SoC) level. Its area is about BO@MT which is 4 to 20 times smaller than a

classical PLL in the same technology.

The first objective of the present paper is to psgpa particular implementation for thdly

Digital FLL (DFFL) that was integrated in each VFI of the L&V circuit. Note that this paper

! Local Compensation of Modern Technology Inducedatility (LoCoMoTiV) is a CEA-LETI Minatec Campusternal Project.



is not dedicated to LoCoMoTiV but to the desigriled control law embedded in the DFLL that must
be robust to PVT variability. The general structafehe DFLL (see Figure 1) is composed of three
main blocks, namely, a Digitally-Controlled Osdila(DCO) that provides at its output a signal with
frequencyclk_dcq a sensor to measure the frequency at the oufghealosed-loop system, and a
controller that first compares the targeted refeeeand the measured frequency and then applies
some “intelligent control”. The controller desigtiangly depends on the DCO and sensor models.
Due to PVT-variability, the characteristics of th€O cannot be considered identical from one VFI
of the chip to another, nor from one chip to anntiMoreover, it evolves with temperature and
power-supply voltage changes (VT-variability). Thihe closed-loop mechanism at least mitigates

the performance dispersion. It is remarkable thatwthole architecture is digital.

Set_point FLL U | bco clk_dco
Control " (1GHz - 4GHz)
A
Sensor
Measurement

Figure 1. DFLL block diagram.

The second and main objective of the work preseintedis paper is to design a controller for the

DFLL taking into account the following requirements

» closed-loop stability;

» suited performance (no overshoot, no static estuort transient period, see Figure 2);

* robustness with respect to PVT variations. Therobtaw that will be implemented within

the circuit must ensure the “correct” functioninftbe DFLL whatever the underlying



process parameters, temperature and supply vataggvithin a given range);
e low area cost and
e exogenous perturbation rejection in the frequendput.

Therefore, the designed controller must not onlgrgnty the set-point stabilization, but also other

criterions.
L>>\“ L>>\Ak
g Overshoot 5
gl & 3
L @ Static error Frequency
. [ _Fr_egliency _____________ —L_(t?:lrget)
(target)
Frequency
(FLL output) Frequency
(FLL output)
time time:

Figure 2. Overshoot of the frequency output noallowed.

From accurate Spice simulations, it has been desinthe DCO can be modeled with a linear
model. Moreover, the sensor introduces a delay thast be taken into account. The system
characteristic can change due to PVT effects. Apknntegral controller that requires a minimum
implementation area is enough to fulfill all thejugements given above. To tune the control gain, a
robust and optimal control problem is formulateat,Wwhich a functional must be minimized. In order
to solve this problem some Linear Matrix Inequabt{LMIs) are defined [11]. Satisfying these LMIs
within the optimal problem, all requirements aboaee fulfiled by the closed-loop system.

Consequently, an optimal and robust control lawtlierDFLL is reached.

Some simulations under the Matlab/Simulink envirentrshow the powerfulness of the controller



proposed. Moreover, the closed-loop system wasemehted in RTL, obtaining similar simulation
results to the ones obtained in Matlab/Simulink.e Tiesulting layout was implemented in the

LoCoMoTiV circuit in CMOS 32nm.

1.2 Related Works

PLL or FLL circuits can be considered good candiddbr frequency generation within integrated
circuits. Both circuits are widely used buildingptks. However, new or improved architectures still
continue to appear in order to meet today congramuced by technology scaling. PLLs are usually
considered area consuming [12], which becomes Igl@adisadvantage when the PLL has to be
replicated in each VFI. Note that the stabilityttoé PLL is also usually much more difficult to abta

than with an FLL. This is due to the “integratdnat naturally appears in the PLL structure.

A fully integrated PLL for frequency synthesis inir@less applications with 45nm CMOS
technology is proposed in [13]. The analog PLL iade of a top-biased VCO, a divider in the
feedback loop, a Phase/Frequency detector (PFDpastthrge pump. The output frequency ranges
from 2 to 2.6 GHz. The loop filter is not expligitteported. The area cost (0.042 mm?) of this analo
PLL is slightly larger than the one (0.028 mm?) ari all-digital PLL developed in the same
technology [8]. This latter digital PLL contains RCO made with tri-state inverters, a digital
Proportional-Integral (PI) controller and a dividerthe feedback loop. The comparison between the
reference frequency and the divided output frequén@chieved with a bang-bang phase/frequency
detector (see [15] for a high level architecturdeesoe of the digital PLL). The output frequency mng

is from 0.84 to 13.3 GHz.

[16] describes a PLL with leakage current and poswgiply noise compensation, designed for
32nm technology. The PLL contains classical elessath as a PFD, a charge pump, a controller, a

Voltage Controlled Oscillator (VCO, made of a cakeaelf-biasing current source and a current



starved ring oscillator with 11-stage of invertee)d a frequency divider, but also a leakage
compensator, a Power Supply Noise Compensator (PSi@)a voltage buffer block in the
controller. The controller is a classical filter®dD. The output frequency ranges from 40 to 725

MHz. Results are obtained in simulation and norimfation on the area cost is given.

The FLL in [12] is made of two Frequency-to-VoltaGenverters (FVC), an operational amplifier
(equivalent to a subtractor and a simple propoatiditter), a VCO (ring oscillator of five delay k&)
and two frequency dividers. Note that both FVC musstcarefully paired to reduce the static error.
However, due to the control scheme chosen, thee #abr is unavoidable. Therefore, this scheme
will not be able to fulfill the requirements givaove. With 0.3gm CMOS technology, the total
active area of the circuit is 0.22 mmz. The respdimee to switch the output frequency from 171 to

230 MHz is 2us. The VCO output frequency ranges from 161 MH256 MHz.

A digital FLL for low power operation in multicor@chitecture is described in [17]. The targeted
application is quite similar to the one of the preiswork. A tapped ring oscillator is implementéd.
digital counter senses the FLL output frequencgofpare-subtract bock computes the discrepancy
between the targeted set point and the frequenagumement. The input of the tapped ring oscillator
is changed through a shift register when this digancy is lower/higher than a given threshold. The
range of frequencies is between 1.62 and 10.71 Ghk.estimated size is 0.001225 mm?2. Note that
the correlation between the frequency discrepandytiae shift is not indicated and the control canno
be strictly speaking considered as a classicalrobstheme. Results are obtained in simulation with

IBM s0i12s0 technology (45nm).

[18] describes a dual-loop Clock and Data Recowaguit with frequency-aided acquisition to
enhance the tracking range. The FLL and PLL acigdternatively. The closed-loop system contains

a special phase detector, a charge pump, a canteold a VCO built with a voltage/current block



and a Current-Controlled Oscillator (ICO). The opieop transfer function is of Border with a
double integrator and a filtered Proportional-Dative filter as controller. Note that due to this
double integrator, any uncertainty in the capacitalues of the controller will induce stability
concerns, not acceptable for a safe functioninghef closed loop system. The circuit has been

fabricated in 0.3m technology.

As can be seen, to our knowledge, none of the uely published systems fully satisfy the
requirements that have been fixed for this cirdeign. Therefore, Bully Digital variability-aware

DFLL is developed.

Table | summarizes the characteristics of the ®eagy generation circuits summarized above.

TABLE |
COMPARISON OF FREQUENCY GENERATION CIRCUITS (“-“ MEANS “MISSING INFORMATION ")
Tech. Output Area Resp.
Ref. Type nm Freq. mm?2 time
[13] Analog PLL 45 - 0.042 -
[14] Digital PLL 45 [0.84; 13.3] GHz 0.028 -
[16] PLL 32 [40; 725] MHz - -
[12] FLL 350 [161; 256] MHz 0.22 2us
[17] Digital FLL 45 [1.62; 10.71] GHz 0.001225 -
[18] | Dual digital FLL-PLL 350 1.25 GHz - -

The rest of the paper is organized as follows.i8e@ provides the architecture of the blocks that
form the DFLL. The analytical models of the DFLLobks are presented in Section 3. Section 4 is
dedicated to the control structure that is selebty@, and an optimal and robust control problem is
also formulated. In Section 5, this problem is sdhby providing an approach to tune the controller
gain. The results obtained together with a comparisith state-of-the-art solutions are provided in

Section 6. The paper ends with conclusions anaduuork.



1.3 Notation

For a givenS the notationCo(S) denotes the convex hull of s8&t The variation ofé in two

consecutive sampling times is given by:
AS =64 — &y (1)

Finally, L, is the space of with the norm:

% = 26K < )

2 DFLL ARCHITECTURE

In order to model and develop the DFLL control, drehitecture that implements the DFLL is
analyzed in this section. A classic closed-loop D composed of three main blocks: a DCO, a
sensor and a controller (see Figure 1). Howeverinfiplementation issues, the whole DFLL is split

in five main elements (see Figure 3):

» theDigitally-Controlled Oscillator (DCO) is composed of a Digital-to-Analog Converter (DAC)

and a Voltage-Controlled Oscillator (VCO);
» theDFLL Control implements the controller and handles the conéition from the host;
» theClock Counter acts as sensor. It measures the clock generatia: RYCO;
» theClk-ref Counter generates the time reference signals;

» the CIk Divider & Selector builds various divider clocks and selects the appate one to

obtain the output cloc&lk_out
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clk (~1GHz) 1mTT T T o =T ooy
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Figure 3. DFLL architecture.

2.1 Digitally-Controlled Oscillator

Y

Clk

Divider &
Selector

clk_out
——»

The DCO is the only part of the design that is iempénted in custom cells. The VCO (Figure 4) is

based on a ring oscillator composed of four Volt&entrolled Delay cells (VCD) [19]. The

propagation delay through these delay cells isrofiat by two bias voltages, namely, an upper bias

and a lower bias. To obtain the DCO, a binary dé¢lg) is transformed by two R-2R DACs into an

upper and a lower bias voltage applied to the VTIiae two DACs are composed of driving buffers

(simple digital standard cells) and a resistandelda following an R-2R pattern. The DAC output

impedanceR is set to drive the VCO input.

Fout

Frgﬁ- R Ctrl_up e
enat@
|— VCD>O—VCD ®/CD VCD
Freq<7:0
:’h R-2R Ctrl_down
enab

Figure 4. DCO architecture.



Overall, the linearity of such circuit is affectby stochastic resistance variability, but the absen
of any analog amplification (no analog buffer or&A)Tnakes the design extremely compact and more
robust. Figure 5 shows the frequency charactesistiche post-layout DCO (with extract&d& C
parasites) in function of the 8-bits binary worghut The Y-axis corresponds to the measured raw
frequency: this frequency must be divided by 2 Iitam a usable clock frequency with a 50% duty
ratio. The “nominal” case (curve in the middlemeasured at 25°C with a 1.1 V supply voltage. The
“best” case (top curve) is obtained with best cpaeasitic extract (minimunR, minimum C),
‘FastFast’ transistors, with supply voltage of Y.2and a temperature of 125°C. The “worst” case
simulation is performed with worst case parasititract (maximumR, maximumC), ‘SlowSlow’
transistors, at 1.0 V supply voltage and a tempesadf 0°C. This figure shows also the nominal

output frequency, which corresponds to 4 GHz ferrtteximum input.

Tl
.56 1 l ¥COFREQ
] l ¥COFREQ
WCOFREQ

6.0G ] 1
] 5 663G
556
5.06]
4.50—

406 | 3 BEIG

356

¥ Walues

300 1
] i
i
1 ! 2.514G
256 1
] i
2,06
1.56—]

106

0.56

Figure 5. DCO characteristic (Measured raw fregency vs. input word).



2.2 Sensor

The feedback sensor is implemented as a synchraroauger. This device counts the number of
generated clock pulses during a given time pefidas reference time is fixed and synchronized with
an external low frequency clock (100 MHz). In thregised architecture (see Figure 3), the sensor is

implemented by the two blocks Clock Counter and@kCounter.

The Clk-ref Counter generates two reference cosigrials from the external low frequency clock,
which are theeountandupdatesignals. Theountsignal indicates the count period while tipdate
signal indicates when the measurement should kg mgahe Clock Counter. The count period is
programmable between 1 and 7 reference clock peribde Clk-ref Counter is implemented as a
controlled synchronous counter, clocked @k refat 100 MHz. For the nominal case (maximum

output 4 GHz, see Figure 5), the count periodnsférence clock periods.

count |
update
counter (1534567 128] 0 [1234567 233] 0
measure 128 233
Te
0 ref 2Tref 3Tref 4'Tref 5Tref 6Tref 7Tref 8Tref time

111

Measurement available

Count period

Figure 6. Synchronous counter: counting chronog@m. Here the sampling
period is T, = 6T ;.

The Clock Counter acts as the real sensor, couttimgumber of pulses generated by the DCO. It
is implemented as an asynchronous ripple countetrated by thecount and update signals
generated by the Clk-ref Counter. Onceupdatephase starts, the counter is registered to bemsed

the DFLL Control engine, and the counter is cledcestart the nextountphase. Figure 6 shows the



counting chronogram. Note that for 5 referencelcloeriods the total sensor delay corresponds to 60

ns.

The Clock Counter is fully implemented using tiile_dcodomain. Since this counter needs to be
very fast, the counter is partially conceived asaaypnchronous ripple counter. The 2 first bits are
implemented as a ripple counter; this decreasesndré@mum input frequencglk_dcofrom 4 GHz
(in the nominal case) down to 2 GHz (for bit 0) adwlvn to 1 GHz (for bit 1). Then a standard
incrementer is used, at 1 GHz, instead of a fullycapple adder, avoiding a large skew in the otitp
bits (see Figure 7). The two input control signaisunt and update (generated from thelk ref
domain), need to be properly synchronized with dcao A schematic view of the Clock Counter is

presented in Figure 7.

clk_dco (Max 4GHz)

Count
(Max 2GHz) (Max 1GHz)

Ripple Counter 6 bit
- for the 2 MSB's

- incrementer for LSB’s

O
Count(1)
Count(2:7)

clk_dco

Measure
€Nl g8 bit

Count(0)

Update-rising

Figure 7. Counter schematic.

2.3 Controller

The controller implemented in this architecturel witsure the proper functioning of the circuit. It
is designed not only for the closed-loop systemrdach the set point, but also to fulfill the
requirements given in Section 1.1. The controli@ppsed is described in details in Section 4 while

the method used to tune its parameter is givereati@ 5.



This controller must be developed taking into actats hardware implementation and the area

constraint.

2.4 Clock Divider and Selector

The frequency of the DCO output signal is in theger1l to 4 GHz. This high frequency cannot be
directly used by digital synchronous circuits fdwetapplications targeted. It is thus required to
downscale the frequency generated in the MHz rafAg&a consequence, the following functions are

provided:

» aclock division by a 21 to 216 ratio. This is slyjnpmplemented by chained flip-flops. The
first flip-flop ensures a clean 50% duty-cycle la¢ DFLL output. The generated DFLL clock

can therefore be from 2 GHz down to 100 KHz;

» a clock selector, which allows dynamically selegtamong 2 clock division factors, without
any glitches. This mechanism can be used to veuglyaswitch between two frequencies.

This can be used for instance for DVFS in coordomatvith Vdd-Hopping [6].

3 ANALYTICAL MODELS

The analytical models for the DFLL blocks (DCO a®hsor as shown Figure 1) are derived in this
section. These models will be used in order to shdbe controller structure, taking into accouet th

requirements given in Section 1.1.

3.1 Digitally-Controlled Oscillator

From accurate Spice simulations, it can be assuimgdthe DCO has a linear model that evolves

with respect to Process variation but also to Teatpee and Voltage changes (PVT) over time.



The DCO model is assumed be

clk_dcq =b+K,.u, +B,w, 3)
clk_dcq OO is the analog frequency output, 00 is coded over 8 bits between 0 and 255,
respectively.b is the DC-offsetKpco is a gain.w, is an energy-bounded signal to take account

perturbations, an@®,, is a constant that defines the perturbation madaitin order to consider the

PVT variation effects, it is assumed that paranségro, b andB,, can change in the intervals

KDCO |:|[Klg’]CO’ KlgACO

. B,0[B"B"]

w1 Tw

« bO[b™,b"]

3.2 Sensor modd

The sensor, which is a counter, measures the fneguef the DCO output signal. This sensor

introduces a delay of one-sampling period
M, =K, [tlk_dco_, (4)

Ks is a positive constant that represents the segasor Note that the delay is present in the feeklbac

loop, see Figure 1.

4 CONTROLLER STRUCTURE AND CONTROL PROBLEM STATEMENT
4.1 Structure of the controller

From the requirements provided in Section 1 andnbédels of the DCO and the sensor, the DFLL

control engine can be selected as a simple digigral filter:



uz)

z
—\ / = Ki
g(z) z-1 ()
whereK is the controller gain to be tunedl,is the input of the DCO (see Figure 1) ands the
difference between th®et_point(i.e. the desired output, coded on a byte) andrteasuremeni,

given in (4)

& = K, [Bet_point - M, (6)

Then, (5) yields

u, =u, + KKSSet_point M, )=u,_, + K&, (7)

Note that the choice of (7) for the controller strwe will also limit the Silicon area.

The structure used to implement the controller iaden of three arithmetic operators and a
command register as shown in Figure 8. The firgrajr Sum( calculates the difference between
the desired outpuBt_point and the measurement from the couMerepresenting the frequency of

the DFLL output signal. This errag, is affected by the controller gai in the Product operator.

Finally, the last additionSumJ) and the register (Reg) implement the BackwarceEatcumulator,

beingu, the actual output applied to the DCO and the output at the previous sampling time.

Gain K

SumO v Suml U,

Ks Set_point

€« Product Ké,

Measurement
from counter

M,

Reg

A

Figure 8. DFLL control engine.

The internal command value register (Reg) is uptaseh time thelk_refgenerates a new update



signal, for instance everydk_refcycles in the present work. This means that acmwrol valueu,
is computed from to the newly measured countereslyand from the previous control valwe,

every 6¢lk_refvalues.

The whole data-path logic is implemented using @olybinational logic. This logic clearly cannot
be executed in only one cycle with a 1 GHz clodkug a multi-cycle path and its associated control

logic is used. Note that they are not shown in fFedufor the sake of clarity. Finally, is registered,

to generate a stable value, to be sent out to @®.D

The controller gairK must be selected in such a way that the closqu-tystem satisfies the

whole set of requirements.

4.2 Closed-loop system
Define the output error signal with
e = K, [Bet_point—clk _dcq, (8)

Then, from (7), it comes thaf =u,_, + KKe_,.

An analytical closed-loop system is obtained. F(8jrand (8), the error equation is

e, =—-b—-Kyou, —B,w, + K. Set_ point 9)

w

Now, from (9) it follows that

_—b-e_, -B,w,_, + K Set_ point
uk 17

(10)

KDCO
Applying (10) in (8), it comes that

4 = -b-¢_, -Bw_, +K.Set_point

+KK&, (11)

KDCO



Then, the control law in (11) is introduced in thy@en-loop system (9), leading to the closed-loop

system

e =6 ~KpcoK.Ke_, +B,w,_, —B,w, (12)
This can be rewritten in the following linear form:

e., = Ag +BuU,,, +B,w, -B,w,,, (13)
where

A=1 B=-KK, (14)
and

U, = Ke, (15)

Note thatb does not influence the system response.

4.3 Control problem statement
Equation (12) can be rewritten in the following ksip closed-loop form, in such a way thatH,
control problem can be formulated:

e., = Ag +Bu,,, +B,w, -B, W, (16)

Zyi1 = € 17)

Problem 1:The problem is to find the optimal gafh such that the controller (7) is robust and the
system response is the shortest possible withaaduping an overshoot. Besides, there exists a

Lyapunov functional, >0 such thav,,, -V, along the solution of (16) fulfills
Vier =V, <0 (18)

and for any perturbation input, there exists a minn disturbance attenuatign =0 such that, for



all y=y , thel, gain between the perturbation vectersandw,,,, and the output vecta,,, is

less or equal tg, i.e.

||Zk+1 z ) < 07 |:]Wk ’Wk+1 D LZ (19)

= Al + ey

The solution to this problem guarantees a suitetbpeance as well as a robust stability and a

robust disturbance rejection for system (16)-(B8ction 5 solves Problem 1 with an optinkg]

design of the controller.

5 OpTIMAL H_CONTROL DESIGN
In order to cope with Problem 1, a mathematical imdation of (16) is performed via a variable

change. This allows obtaining feasible LMIs fooaustness problem [20].

5.1 Modd transformation
Consider
Yo =€ — & (20)

Then, (16) is rewritten in the form [21]:

€1 _ Yo T & (21)
0 ~ Y« t+ Ag —g +BKeg +B,w, -B,w,,

This system can be compactly written as:

_ 0 0
B, = Ag + B W — Wiiq (22)

w

where



_ 1 1
A= :
{A+ BK -1 —1}

E :=diag{13, & :=[§“j.

(23)

5.2 Control design

Problem 1 will be formulated in terms of Linear Matnequalities (LMIs) [22].

Assumption 1There exists a Lyapunov functidf, with condition (18) and g,such that
Vk+1 _Vk + Z-l|<—+1zk+1 - yz(W-Ii—lwk+l + W-II<—+ka+1 ) < ZT/_Z < O (24)

whered := [ék W, WM]T is an augmented state vector afidl 0** is a symmetric matrix.

V, is defined by the Lyapunov function

V, =& EPEg,, (25)
R R 22
whereP =| oo”s, P,#0 andP, >0.
P, O

Hereafter, a sufficient condition for asymptotialstity and disturbance rejection is derived.

Theorem 1:Consider system (16)-(17) witk 00" and energy-bounded, andw,,,. If the

following LMI is satisfied:

P, >0

L . To . ToT]
AT PA - EPE + diag{ 10 ATP[B} —ATP[B}

r= O - y? 0 <0, (26)
a a - y?

then the equilibrium of the closed-loop system {{1&)) is asymptotically stable and there exigts



such that fory < ', condition (19) is fulfilled.

Proof: The goal is to satisfy (24) for both disturbanegection and asymptotic stability of the

equilibrium for system (16)-(17).

Lyapunov method yields:
Via ~Vi =8, EPES,,, —&EPES, ={ékT AT + Wi lO BvTvJ_Wk lO B\IMJ}_EKT EPES,
. _ 0 — 0
:EZ[ATPA—-EPE]E(+EZATP[B }M<—EIATP{B }Nbl (27)
+w, [0 BVTV ]Pﬂék ~ W [0 BvTv ] P'_A‘éw

The expression o¥,,, -V, in (24) is replaced by (27) in such a way that tiMIs (26) are
obtained.]

5.3 Robust control

Now, the uncertain parameters given in Sectione3taken into account in order to guarantee the
system robustness at the same time than the clospdstability as well as disturbance rejection for
the DFLL system to be ensured. This means thatbastocontrol under parameter uncertainties
satisfies those properties. For this reason, Tineofle is extended in the case of polytopic

uncertainties.

Denote
Q=[BK B,] (28)

Assume that@ DCO{.Q]-, j= 1,2,3,4} namely

Q=) A0, forsome 0<A <1, Y A =1 (29)

=1 =1

being the vertices of the polytope described®y= [B(”K BEV'W’J forj=1,2,3,4.



Pre- and post-multiplying the LMI (26) b® = diag{Q1 Q, ,11} and takingQ, =P,* >0 and

P, =Q,P,Q, the following sufficient condition is achieved.

Theorem 2:Consider system (16)-(17) with energy-boundgdandw,,,, andk 00", If there

exist T OO ™ with K =TQ;* such that

R>0
2Q(A-D+2BT+1 R+Q(A-2)+TBY BJQ -B)Q
P - )] —RM
= - R~ B ?1 B Q| 0, j = 1234 (30)
U U -y
O O O -y

Then, in the verticeg the equilibrium is asymptotically stable as vadIthe disturbances are rejected

in the entire polytope.

Proof: This is an extension of Theorem 1 for polytopicemainties with some mathematical

manipulations. Therefore, this theorem proof iaigtitforwardL

5.4 Optimal and robust control

In order to satisfy the whole Problem 1, more agdions and a lemma are performed.

Assumption 2For w, =0andw,,, =0, the poles of the closed-loop system (16) are

Z =1+ BK, (32)
If Z>0 is chosen, overshoots are avoided. In additioK, i maximized, the response time is the

shortest possible one [23]. Note that=u,_, +KKeg,, .
Remark 1From Theorem 2, it is ensured tlatl, that is, the closed-loop system is stable.

Assumption 3There exists a functional cost



0) (32)

J:={us i +]zns ; —V(IIWKIE + Wi

The first term on the right hand side quantifies tesponse time. Likewise, the other terms (on the

right hand side) quantify the perturbation atteimnat

Lemma 1 Suppose that Assumptions 1, 2 and 3 are fulfikedz” =Qfz"’Q, . Then the

optimal controller gaifK for Problem 1 can be found by:

K =argmin(-J)
subject to:
R>0 (33)
r<o j=1234
ZV >0 i=12
where
zZW=Q +B" i=12 (34)

Proof: The optimal Problem 1 is solved by Lemma 1 if dbad (19) is fulfilled [24]. [
For w, 0 andw,,, #0, and under zero initial conditions

T 2,0 T T
Vir =V €212 YV (W W + W Wy, ). (35)

The sum of both sides is
« T 2 < T 2 < T
Vip Vi _Z ZyZyn TV ZWk Wty ZWk+1Wk+1- (36)
k=0 k=0 k=0

For k — o, under the zero initial conditio, =0 and the positive definitiveness of the Lyapunov

function, it is proved that

Z Z-||<—+1Zk+1 = y2 z WI Wk + y2 z W-I|<—+1Wk+1 ' (37)
k=0 k=0 k=0



o). (38)

» < Al +[Wes

||Zk+1
Corollary 1: The optimal gairK obtained applying Lemma 1 guaranties both robiadiilgy and

robust disturbance rejection. It also providesa@tsinansient period without overshoots.

5.5 Optimal and robust control result

Now, an optimal and robust control is computedtfa DFLL by employing the approach presented

above.

Digitally-Controlled Oscillator . The DCO parameters can change within the follgvimtervals:
K peo 0[1030] (107 GHz / LSB (39)
The perturbation parameter is given by

B, 0[01 04] (40)

Sensor. The maximum frequency at the input of the sensosupposed equal to 5GHz and

K, = 85LSB/GHz.

The optimal control problem (Problem 1) is solvedding to
K =0.392, (41)

together withy = 1.8, and P, =0.2663.

6 DFLL IMPLEMENTATION

This section deals with implementation issues efBirLL. Firstly, the design and validation flow



is detailed. Then, Matlab/Simulink simulation rdésufre discussed. Finally, the RTL design and

experimental results are presented.

6.1 Design and validation flow

At the first stage of the design-flow, a full custadesign has been performed for the DCO,
validated at Spice level. It was characterizedaaious PVT corners, obtaining the results shown in
Figure 5. Based on these results, a Matlab/Simutiokiel has been adjusted to describe the DCO
functioning. The DFLL control architecture was thdesigned and tested in Matlab/Simulink
applying the methodology proposed in Section 5. Mmelab/Simulink testbench was used to
perform a fixed-point analysis of the data-pathiddg order to optimize the precision and the area

overhead.

Then, the implementation was done following thex@éaid RTL methodology: the complete DFLL
design has been developed in VHDL RTL. For valmaproposes, a DCO behavior model has been
given in VHDL in order to model the unique custotadi of the system. A specific RTL test-bench

has been developed to validate the DFLL behavidrthe programming interfaces.

At the third design-flow level, specific Matlab/Sihmk-RTL co-simulations have been performed
between the RTL DFLL control parts and the Matlai8ink model of the DCO. These simulations
validated the dynamic response and convergenc@eofdal RTL design with the accurate DCO
Matlab/Simulink model that has been identified fr@&mice simulation results at the first design-flow

level.

The last design-flow level can be realized: synthaad place&route using CMOS 32nm standard
cells were performed with standard tools, consmdethe DCO as an analog macro. Post layout
simulations on back-annotated Verilog netlist vatiet! the placed and routed design and verified the

correct timing constraints of the fast clock donsain



6.2 Matlab/Simulink simulations

Simulations in the Matlab/Simulink environment hdeen performed in such a way that the main
model features were tested. A fixed-point anallisis been accomplished to determine the number of
bits and point position needed for each operatdraperand of the controller. Ti&et poininput as
well as the gain input were fixed to unsigned & bilowing a frequency precision of 20 MHz/LSB

without clock division. Internal nodes were setfalfows: ,_, to signed 9 bitsK ,_, to signed 17

bits and fixed point at 8 anduy.; to unsigned 16 bits and fixed point atgis resized to unsigned
8 bits prior its application to the DCO input sinbe DAC input is 8 bits. This bit sizing ensurkatt

Uk can neither be negative nor greater than the DpOtirange.

Hereafter, some simulations show the robustnedhefcontroller proposed for the DFLL. The

sampling period is equal 60 ns.

Remind that the DFLL characteristic curve can cleatige to PVT variations as shown in Figure 5.
In order to validate the system robustness witpeesto these changes, three different models are

considered (see Figure 9):

o syst1:K,., =19.828710° andb = -0.0315;

e syst2: K., =14.25[10° andb = 45785,

¢ syst 3: K, =25.5[10° andb = 2.0785.

The optimal and robust control gain has been fw#t the methodology presented in section 5.
Therefore, whatever the characteristic of the DE€Qhe closed-loop system will behave as expected.

Moreover, exogenous perturbations at the outptli@DCO will be rejected.
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Figure 9. Variation of the characteristic curves.

Figure 10 shows the closed-loop response of "systsyst 2” and “syst 3” to a change in the
Set_point Note that the offset and the gain of the DCO gearwhich can happen due to PVT
variability. These tests show that the equilibripaint is robust with respect to the uncertaintyhea

characteristic curve. Note that the response tin884is achieved before th& gampling time.

4.5 T ! T T ! T
4
N3s5
Q
5 3
o]
&
c 2.5 :
S .
= : : ' , resp 95%
E 2 Cl — Set_point |
I S N R O N —syst1 i
1.5 A syst2
1 I U NS A R syst3
| | | | T T
-2 0 2 4 6 8 10 12
t(s) x 10

Figure 10. Evolution of the output frequency forthree
different systems (blue), set point (red) and resprse time at
5% (green).



Figure 11 shows the frequency output, when theadbaristic curve changes (“syst 1”, “syst 2” and
“syst 3” respectively) and when there is some erogs perturbations at the output of the system.
This example shows the robustness of the systerm whe optimal robust control tuning is

employed.
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Figure 11. Evolution of the output frequency with
perturbation and for three different systems.

6.3 RTL implementation

Following the various steps of the design and icatifon flow discussed above, the DFLL control
developed in the present paper has been implememt&IL. It must be stated that the DFLL
together with its controller is fully compatible tiistandard cell methodology. Figure 12 shows the
DFLL layout. This layout was implemented in a 32 teohnology. With a total area of 0.0016 mm?
for the whole DFLL (0.000264 mm? for the DCO an@01336 mm? for the controller in standard
cells) it is 4 to 20 times smaller than classidal$’in the same technology. The small area overhead
enables easy integration in each VFI of a GALS Suloying fine-grain DVFS when combined with

voltage actuators.



40 pm

v

Figure 12. DFLL layout.

Figure 13 shows the signal evolutions of the VHDILRsimulations for “syst 1”. Note that the

Set_point is synchronized when getting into the closed-lsggtem in order to avoid an impact on
the DFLL stability. The delay presented by the semsseen irsensor_valueThese results match the

ones obtained in the Matlab/Simulink environmeapresented in Figure 10.
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Figure 13. RTL simulation of syst 1.

7 CONCLUSION

In this paper, a small-area Digital Frequency-Lackeop (DFLL) engine is employed to implement
DVFS in GALS architecture. The use of a simple oatér has allowed a fully digital
implementation in standard cells, attaining a smaah. Implemented in 32 nm technology, the design
proposed represents 0.0016 fire. from 4 to 20 times smaller than classicahtéques used such
as Phase-Locked Loop (PLL) in the same technologgwise, this controller is optimal with respect
to system performance (short transient responsenandvershoot) and perturbation attenuation.

Another suited property offered by the controllerthe robustness with respect to PVT variations.



Moreover, the closed-loop system stability is goggad whatever the characteristic of the DCO is in
a given range. Some simulations under Matlab/Smkushow the closed-loop system robustness.

The DFLL with its controller was implemented in RirLorder to obtain the implementation layout.

The first version of the DFLL (included the conteol proposed in this paper) has been
implemented in 32 nm technology. The circuit isreatly under foundery and performances attained

on the real chip will be included in the final pape
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