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[1] In the tropical oceans the density mixed layer does influence the ocean-atmosphere
interactions, a feature that is fundamental to the development of energetic climatic events
such as the El Niño-Southern Oscillation (ENSO) phenomenon. The aim of this work is
to take advantage of existing sea surface temperature (SST) and velocity together with
future sea surface salinity (SSS) satellite-derived data by assimilating these data in a
primitive equation model in order to improve the modeled mixed layer. As satellite SSS
data are not yet available, and to better analyze how assimilation works, we performed
twin experiments in a context that renders assimilation conclusive with regard to real
experiment. Two simulations using different forcing were used for the experiments. They
have errors that are comparable to the ones between any simulation and real observations.
The assimilation scheme is an adaptive version of the SEEK filter [Pham et al., 1998]
readily usable for assimilating real data. An assimilation experiment was conducted
covering the 1997–1998 ENSO event to analyze the main characteristics of the actual
mixed layer. Looking in particular at the relevance of SSS, SST, mixed layer depth, and
barrier layer thickness, satellite-derived data prove to be useful to better simulate the
oceanic mixed layer. Velocity data are specially needed to control the zonal equatorial
current. Interestingly, assimilation of surface-only data still worked well below the mixed
layer, and some improvements were detectable in terms of barrier layer thickness, even
though the limit of the assimilation scheme was reached. INDEX TERMS: 4522 Oceanography:

Physical: El Niño; 3260 Mathematical Geophysics: Inverse theory; 4231 Oceanography: General: Equatorial

oceanography; 4215 Oceanography: General: Climate and interannual variability (3309); KEYWORDS: data

assimilation, tropical Pacific, mixed layer
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1. Introduction

[2] The density mixed layer (in this paper, only the
oceanic mixed layer is considered), i.e., the interface
between the atmosphere and the underlying inner ocean,
is characterized by quasi-homogenous temperature and
salinity throughout its thickness. Its dynamics is condi-
tioned both by the atmospheric fluxes (heat, freshwater and
momentum) at the surface and by the subsurface ocean
dynamics. The mixed layer is a key component of the
climatic system. In the tropics, large-scale atmospheric
convection develops mostly above the critical threshold of
29�C in sea surface temperature (SST), and in the western
Pacific, the warm pool area (SST > 29�C) is fundamental to

the development of El Niño-Southern Oscillation (ENSO)
[e.g., Gill, 1983; Fu et al., 1986; Picaut and Delcroix,
1995]. In the equatorial oceans, whereas the SST field has
long been identified as a key parameter for the driving of
the atmosphere, near-surface salinity is now considered to
play a significant role in the ocean dynamics and thermo-
dynamics as well as in influencing exchanges between
ocean and atmosphere. Notably, a salt-stratified barrier
layer may exist within the isothermal layer located above
the thermocline [Lukas and Lindstrom, 1991]. This barrier
layer may reduce drastically the depth of the density mixed
layer, and isolate it from the subsurface, rendering it very
reactive to the atmospheric forcing. The existence or
absence of such a barrier layer is suspected to have a strong
influence on the development of ENSO events in the
tropical Pacific [Vialard and Delecluse, 1998; Lengaigne
et al., 2002; Maes et al., 2002].
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[3] Despite enormous progress in the last decade [Stock-
dale et al., 1998; Delecluse et al., 1998], ocean numerical
models still have difficulties in properly simulating the
mixed layer structure, notably on account of the approxi-
mate representation of physical processes involved in its
dynamics, and of the erroneous atmospheric boundary
conditions applied. However, a stringent test of the quality
of any numerical simulation of the tropical ocean aiming at
understanding the relevant oceanic dynamical processes, or
forecasting the time evolution of the coupled climatic
system, is its capability to simulate accurately the upper
ocean thermohaline structure. A well-known deficiency of
ocean models is their tendency to produce spurious drifts in
both SST and sea surface salinity (SSS) fields. In order to
control these drifts, a prevailing makeshift solution consists
of introducing correction terms in the model equations,
typically in the form of a relaxation toward observed SST
and SSS fields. Another solution consists of estimating an
ad hoc correction of the systematic biases of the forcing
fluxes based on the relaxation term, and to run the model
with the corrected forcing fluxes [Vialard et al., 2001,
2002]. Neither of these two kinds of solutions can be
entirely satisfactory. Indeed, although global coverage
high-frequency SST observations have become available
[Reynolds and Smith, 1994], one is compelled to rely on
climatological fields [e.g., Levitus et al., 1994] for SSS
relaxation. These solutions also suffer from the very crude
relaxation method used [Reynolds et al., 1998; Durand et
al., 2002 (hereinafter referred to as D02)].
[4] One way to improve simulations of the mixed layer

is to obtain better observations of atmospheric fluxes.
Great efforts are being made in this direction, but there
is still a long way to go before observed, good quality
atmospheric forcing fluxes become available to ocean
modelers. As for the atmospheric reanalysis products
released in the last few years [Kalnay et al., 1996; Gibson
et al., 1997], they still suffer from high uncertainties (see
section 2). One could think of using coupled ocean-
atmosphere simulations to get rid of the problem of ocean
model forcing since theoretically, a coupled model ensures
consistency between the oceanic mixed layer structure
simulated and the ocean-atmosphere fluxes. However, once
again we have to deal with the drawbacks inherent to
numerical tools. Another way is to draw upon the huge
progress made during the last two decades with regards to
ocean surface remote sensing. We are now on the verge of
observing satisfactorily at synoptic scales all the relevant
oceanic surface fields by satellite, and notably: a) sea level
variability, now accurately monitored by satellite altimetry
(TOPEX/Poseidon and Jason), which can be used, in
addition to wind stress and SST fields, to estimate surface
currents variability with high accuracy [Bonjean and
Lagerloef, 2002], and b) good quality global coverage
high-resolution SST observations available for more than
15 years (see http://podaac.jpl.nasa.gov/sst/). In addition,
satellite missions to be launched in the near future are
expected to provide SSS measurements [Font et al., 2000;
Lagerloef and Delcroix, 2001]. All these data sets bring
complementary information: altimetric sea level is a good
proxy for the thermohaline variability at depth, particularly
in the tropical oceans, whereas SST and SSS are intimately
linked to the mixed layer dynamics.

[5] Motivated by the role of the mixed layer in the ocean/
atmosphere processes and its influence on predictive skill
from ocean/atmosphere coupled models, the objective of
this paper is to take advantage of the expected SSS satellite
data in conjunction with the currently available SST and
surface current satellite data to improve the modeling of the
oceanic mixed layer, making use of an advanced data
assimilation system. Knowing the importance of tropical
oceans, especially the tropical Pacific, in the climate system,
and the presumably acceptable level of accuracy of future
satellite-derived SSS measurements in the tropical areas, we
focused our experiment on the tropical Pacific.
[6] Great efforts have been devoted to constraining the

modeled subsurface structure (typically: the thermocline in
the tropical oceans) by data assimilation, using mainly
altimetric sea level data and in situ temperature profiles
[e.g., Fukumori et al., 1999; Gourdeau et al., 2000; Weaver
et al., 2002]. By contrast, very few assimilation studies have
been conducted to tackle the issue of the control of the
mixed layer. Some authors have proven both the interest and
the feasibility of SST data assimilation to improve ocean
numerical modeling [Deltel, 2002; Testut et al., 2003;
Andreu Burillo, 2002]. The impact of SSS satellite data
on the dynamics simulated by an Ocean General Circulation
Model (OGCM) was analyzed through an assimilation
method, called the SEEK filter [Pham et al., 1998], in the
context of ‘‘academic’’ twin experiments in D02,. Basically,
the SEEK filter consists of a reduced order Kalman filter,
which performs sequential corrections along a limited set of
error modes which are called the reduced basis. By ‘‘aca-
demic’’ twin experiments, we mean that assimilation is used
in optimal conditions where all the theoretical prerequisites
are fulfilled. In particular, the analysis in D02 is limited to
assimilation experiments in which the reduced basis used
for the assimilation is consistent with the new information
brought by the observations (the innovation sequence).
Results indicate that the assimilation of SSS data using
such a sophisticated assimilation technique accurately con-
strains most of the model variables throughout the whole
upper ocean. These experiments were a first step toward the
use of more realistic data. They provide an upper limit of
SSS assimilation performance, but they remain rather too
far from reality to be straightforwardly extrapolated to a real
case. In the absence of actual SSS synoptic data, this paper
deals with more realistic twin experiments.
[7] The present work is novel in the sense that it consid-

ers jointly a variety of satellite-derived data (SST, SSS, and
surface currents as inferred from altimetry and surface wind
fields). As in D02, the study is based on classical Observing
System Simulation Experiments (OSSEs). The realism of
the experiments conducted was always present in our mind.
In particular, any realistic assimilation experiment requires
taking into account the discrepancies that can exist between
the modeled and observed variables both in terms of bias
and variability. This led us to the implementation of an
adaptive version of the SEEK filter. For this purpose, we
used two interannual simulations of the tropical Pacific
Ocean forced by different atmospheric products. This set
of runs is described in section 2. The assimilation scheme
and the twin experiments conducted in order to control the
mixed layer by using SSS, SST and surface current data are
presented in section 3. We then assessed the effectiveness of
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the assimilation from a statistical (section 4) and physical
(section 5) point of view. Section 6 draws some conclusions
about what can be expected from satellite data sets as
regards to the control of the oceanic mixed layer.

2. Two Interannual Simulations

[8] The OPA OGCM used is based on primitive equations
[Madec et al., 1998]. The present version, called ORCA, is
a free surface version [Roullet and Madec, 2000] similar to
the version used in D02. The vertical eddy coefficients are
computed from a 1.5 turbulent closure model in which the
evolution of the turbulent kinetic energy is given by a
prognostic equation [Blanke and Delecluse, 1993]. The
model domain is global. It has a 2� zonal resolution and a
meridional resolution varying from 0.5� at the equator to 2�
poleward of 20� latitude. The model has 31 vertical levels,
and the vertical resolution varies from 10 m in the first 120
m to 500 m at the bottom. The model has been validated
against in situ observations in the tropical Pacific and used
extensively for process studies. For example, Vialard et al.
[2001] and Vialard et al. [2002] used it to shed light on the
ocean processes driving SST and SSS during the 1997–
1998 ENSO event.
[9] In order to get an insight into the sensitivity of the

model’s mixed layer structure to the forcing fields applied,
we performed two simulations covering the same period
(1993–1998), using two different atmospheric state-of-the-
art products: Simulation 1 (SIM1) uses forcing fields
derived from the NCEP reanalysis [Kalnay et al., 1996].
In simulation 2 (SIM2) the wind stress field is a combina-
tion of ERS 1–2 scatterometer-derived and TAO-derived
wind stresses [Menkes et al., 1998]. The precipitation field
comes from Xie and Arkin [1996]. All other fluxes (evap-
oration and heat fluxes) come from the ECMWF reanalysis
[Gibson et al., 1997].
[10] Prior to these interannual simulations, the model was

spun up during 6 years, which ensured a dynamic adjust-
ment of the upper ocean in the tropics. In both simulations,
SST was weakly relaxed toward Reynolds and Smith [1994]
weekly field, using a relaxation coefficient of �40W m�2

K�1. This was meant to avoid dramatic drifts of the model
SST field. However, this value of the relaxation coefficient
does not constrain the model variability more than is
acceptable, as we will see later in the differences between
the two simulations. Regarding the model surface salinity
field, it was left free in both simulations.
[11] An exhaustive validation of each run is clearly

beyond the scope of the present study. Both simulations
reproduce the large-scale features of the tropical Pacific
ocean, in terms of currents, temperature and salinity, and the
simulated patterns are consistent with previous studies [e.g.,
Vialard et al., 2001]. As an example, we present the time
evolution of the SSS along the equator (Figure 1). Both runs
exhibit a well-marked salinity front separating the low
surface salinity waters of the so-called Warm/Fresh Pool
in the western part of the Pacific Ocean from the saltier
water of the central basin. The front migrates at interannual
timescales, in relation with ENSO variability. This is
consistent with both observations and numerical studies
(for further details, see Vialard et al. [2002, Figure 6b]).
Both runs also reproduce the observed seasonal SSS cycle

in the eastern part of the basin, although modulated by the
ENSO signal, with minimum SSS during boreal spring at
times of minimum equatorial upwelling. In the same way,
both simulations are consistent with the previous numerical
and observational studies as regards to SST, both in terms of
large-scale mean structure and dominant variability patterns
(not shown).
[12] Despite a qualitatively good overall agreement of

both simulations, there are significant discrepancies in the
simulated upper thermohaline structure. As an example, the
time evolution of SSS along the equator for the 1997–1998
El Niño is relatively different between SIM1 and SIM2: the
haline front in SIM1 remains strong throughout the period,
whereas it virtually disappears in SIM2 during the first half
of 1998 (Figure 1b). Computation of the root mean square
(RMS) of the differences between SIM1 and SIM2 gives 0.6
psu in terms of SSS on average over the tropical Pacific
basin. Most of these differences correspond to a bias in salt
as seen on the difference of mean salinity between the two
simulations (Figure 2a). In an area spanning most of the
western equatorial basin and over a region slightly north of
the South Pacific Convergence Zone (SPCZ), the long-term
mean SSS is too salty by more than 1 psu in SIM2 as
compared to SIM1. Those differences are partly related to
the differences in evaporation-precipitation (E-P) forcing
fields used for the two simulations (Figure 2b). In terms of
SST, the differences between SIM1 and SIM2 are also
marked, and the RMS difference of SST amounts to 1.0�C
(not shown here). The biases in temperature and salinity
throughout the mixed layer result in significant differences
in the contribution of the mixed layer to the 0/60 dbar
dynamic height anomalies (Figure 2c). Over most of the
south-central tropical Pacific basin, the bias exceeds 5 dyn
cm, which is of same order as the RMS amplitude of sea
level variability. Auxiliary calculations, at basin scale,
showed that both temperature and salinity are almost
equally responsible of the bias in dynamic height. Locally,
a 1 psu difference in salinity throughout the 0/60 m depth
accounts for the 6 dyn cm difference in the 0/60 dbar
dynamic height anomalies.
[13] It seems difficult to determine which simulation,

SIM1 or SIM2, is the most realistic. With regard to the
mean SSS field, the differences between SIM1 and SIM2
are of the same order as the differences between one
simulation and climatological SSS from either Levitus et
al. [1994] or Vialard et al. [2000] (not shown), with spatial
patterns of those long-term SSS differences depending on
the climatology used. Those comparisons must be consid-
ered with care since both observed SSS climatologies were
not computed over the same period as the simulations. A
more rigorous assessment of the simulated SSS field was
made, based upon an exhaustive comparison with in situ
SSS measurements from the TSG (ThermoSalinoGraph)
network spanning our period of interest [Hénin and Grelet,
1996]. Some of these measurements, made along ship
tracks, sample the western tropical Pacific basin relatively
well. Figure 3 shows the differences in SSS along the so-
called ‘‘Western Track’’, both in terms of mean and vari-
ability. Even though there is a good qualitative consistency
between the three data sets, with lowest SSS under the Inter
Tropical Convergence Zone (ITCZ) and SPCZ, and maxi-
mal variability in the equatorial region, there are marked
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discrepancies in the mean structure and in the variability
patterns. On the whole, these analyses lead to the conclu-
sion that both simulations present similarly high levels of
overall error, both in terms of bias and variability.
[14] At this stage, one can conclude that the differences

between SIM1 and SIM2 in both temperature and salinity
are quite representative of the order of magnitude of the
differences that currently exist between any state-of-the-art
simulation and (poorly known) reality. These two simula-
tions will therefore be considered as relevant for investigat-
ing the issue of bias and variability correction by data

assimilation. Our conclusions from twin experiments should
also have some relevance to any real data assimilation
experiment, when these data become available.

3. Assimilation Experiments

3.1. Experimental Strategy

[15] As in D02, this study is based on classical OSSEs.
We chose arbitrarily one of the two simulations presented
in section 2 as our reference (REF in the following), from
which we extracted the simulated observations to be

Figure 1. Longitude-time plot of SSS along the equator for (a) SIM1 and (b) SIM2. Iso-contours are
every 0.2 psu.
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assimilated. The model with and without assimilation
(ASSIM and FREE, respectively) was forced with the
other data set presented. Thus REF and ASSIM versus
FREE will make it possible to evaluate the performance of
assimilation: ASSIM is expected to generate a trajectory
that is closer to REF than FREE. Assimilation results can
be sensitive to the choice of REF: indeed at a given point,
according to the choice of REF, the assimilation will have
a stabilizing (destabilizing) effect on the water column if it
produces a negative (positive) density increment in the
mixed layer, which can result in a fairly different behavior
of the assimilating model. In order to test the robustness of
assimilation results, we performed sensitivity tests, choos-
ing successively SIM1 and SIM2 as the reference run.
This did not lead to any significant difference of assimi-
lation performance therefore proving that our results are

not dependent on the arbitrary choice of REF. In the
following paragraphs, we present only the first set of
experiments where SIM1 is used as REF and SIM2 as
FREE.
[16] The simulated data considered in the subsequent

experiments, and assumed to represent ocean surface satel-
lite data, include the following.
[17] 1. SSS data, which are sampled according to the

proposed Global Ocean Data Assimilation Experiment
[GODAE International Project Office, 2000] accuracy re-
quirement for large-scale studies (2� � 2� � 9 days
resolution, noise level of 0.2 psu).
[18] 2. SST data, which are defined according to the

current global observed fields available (0.5� � 0.5� � 9
days resolution, noise level of 0.5�C) [Reynolds and Smith,
1994].

Figure 2. (a) Time-averaged difference in SSS between SIM1 and SIM2 over the 1997–1998 ENSO
event. Iso-contours are every 0.2 psu. (b) Time-averaged difference in evaporation-precipitation forcing
flux applied between SIM1 and SIM2. Iso-contours are every 2.10�5 kg m�2 s�1. The period of
computation spans 1993–1998. (c) Time-averaged difference in 0–60 dbar dynamic height anomaly. Iso-
contours are every 1 dyn cm. The period of computation spans January 1997 to June 1998.
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[19] 3. SZC (Surface Zonal Current) data, whose use has
been motivated by the availability of surface current data
from Bonjean and Lagerloef [2002] (1� � 1� � 9days
resolution, background noise level of 8 cm s�1 increasing to
24 cm s�1 at the equator). For the sake of simplicity, they
are defined onto the model grid. The reason for using such
data is explained in section 4.2.1. Note that in real experi-
ments, some correlations could exist between model and
observation errors because the wind product goes into both
the model and the ‘‘observations’’.
[20] All simulated data products are gridded. In a real-life

context, the gridding procedure should lead to observational
error covariance patterns at short scale. For example, the

error spatial scale of satellite-derived SST data is typically of
several hundreds of kilometers [Reynolds and Smith, 1994].
What is important in an assimilation scheme is the coherency
between the errors and their statistical definition. For the
sake of simplicity, the errors are supposed to be uncorrelated
throughout the present paper, and defined by a diagonal
observation error covariance matrix. Data are noisy by their
respective error, and are assimilated every 9 days.
[21] First, to assess the assimilation performance, and the

assimilation system, we performed a short time assimilation
experiment. A three month period was found long enough.
The period of interest spans the first 3 months of 1997, i.e.,
the period prior to, and including, the onset of the 1997–

Figure 3. Comparisons between observed and modeled SSS. (a) Ship track along which SSS data are
sampled. (b) Mean and (c) RMS of SSS along the track for the observations (continuous line), SIM1
(dotted line) and SIM2 (dash-dotted line). The period of computation spans 1993–1998.
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1998 ENSO event. Second, we carried out a longer time
experiment covering the whole 1997–1998 ENSO event,
from January 1997 to June 1998. The assimilation experi-
ments start on 1 January 1997, with FREE initial conditions.
Assimilation schemes of increasing complexity order were
used, starting with the standard version of the SEEK filter,
to end with an adaptive version of the SEEK filter. These
methods are presented with some details below.

3.2. Assimilation Methods

[22] The assimilation scheme is based on the SEEK filter,
as in D02. The reader is referred to this paper for details
about the inner structure of the SEEK algorithm. The basic
assumption of the SEEK filter consists of specifying a
forecast error covariance matrix (P0) of reduced rank. The
model error covariance matrix is simply defined as a
fraction of the forecast error covariance matrix (see Pham
et al. [1998] for further details). In our case, P0 is repre-
sented by a limited number of three-dimensional multivar-
iate EOFs (MEOFs), accounting for the dominant modes of
the FREE model surface variability in salinity, temperature
and zonal current. Typically, we use 10 modes computed
over the 1993–1998 period that are enough to explain over
90% of the variance of SSS and SST. The 3-D multivariate
approach allows information from the surface-only ob-
served quantities to be spread to the whole state vector
through the Kalman filter algorithm.
[23] The assimilation scheme was modified in the course

of this study. Indeed, the conclusions of the first experiment
presented in section 4 led us to apply the idea of an
‘‘apprentice filter’’ [Brasseur et al., 1999]. It resulted in a
modified version of the SEEK filter based on the concept of
‘‘statistical learning’’. Basically, it consists of sequentially
enriching the error subspace of the SEEK filter using the
residual information left in the innovation vector after each
analysis step. In practice, at each assimilation stage, the
mode, among the initial 10 modes composing the reduced
basis, which is the most orthogonal to the innovation vector
(defined by the differences between the forecast state and
the data assimilated) is located. This least relevant mode is
discarded, and we reconstruct a new mode based on the part
of the innovation vector which is not projecting onto the
initial error basis. Obviously, this new mode is rigorously
defined within the observation space. The extrapolation of
the ‘‘apprentice’’ mode from the surface observation grid to
the surface model grid is done by a simple bilinear inter-
polation which is relevant in that case where observations
have a coverage similar to the model grid. More care is
required for the downward extrapolation from the surface
model grid to the whole 3D state vector grid. Here we
invoke physical considerations within the assimilation
scheme: error is assumed to be strongly correlated, from
the surface down to the depth of the mixed layer (isothermal
layer) for salinity (temperature). The reader is referred to
Sprintall and Tomczak [1992] for the definition of these
depth criteria. Hence we extrapolate the ‘‘apprentice’’ SSS
(SST) mode from the surface down to the forecasted depth
of the top of the pycnocline (thermocline) for salinity
(temperature), using a priori vertical covariances computed
from the FREE run at every grid point. Typically, these
covariances correspond to a correlation coefficient ranging
from 1 at the surface to 0.7 at the maximal extrapolation

depth. They were found consistent with previous studies
[e.g., Vialard and Delecluse, 1998] and independent of the
simulation considered.
[24] At this stage, we have built a new 3D bivariate (SSS,

SST) error mode. It contains not only the physical informa-
tion relevant to constrain the model trajectory but also the
observation noise. Unfortunately, we are in an unfavorable
case since the signal-to-noise ratio of the observations is of
order of one, both in temperature and salinity. Hence the new
error mode is strongly noisy, and it may not be consistent
with the model equations, introducing spurious analysis. To
filter out the noise and to balance the new mode patterns with
the model equations, we used an ad hoc version of the model
to run with this new mode. The horizontal diffusivity of the
model was increased in the temperature and salinity equa-
tions (a viscosity coefficient of 104 cm2/s2 was chosen) in
order to smooth out the observation noise. It results in a weak
perturbation of the model dynamical behavior (C. Maes,
personal communication, 2002). Seven days of evolution of
the new mode by this model seems to be a good compromise
to balance it with the model equations by filtering out a great
part of the noise without dissipating too much the physical
signal of interest. After this procedure, we obtained a new,
low-noise error mode, dynamically balanced, ready to be
incorporated in the reduced basis of the SEEK filter to
perform the data assimilation.
[25] This adaptive procedure is illustrated in Figure 4. It

presents the ‘‘apprentice’’ mode, calculated at the first
assimilation stage, before (Figures 4a and 4b) and after
(Figures 4c and 4d) the time evolution by the diffusive
version of the model. We can see clearly how the horizontal
mode is projected downward, and how it is filtered by the
model evolution. This plot illustrates also a possible draw-
back of this adaptive process. As an example, at 15�S–
170�W the salinity increment originally limited to the upper
40 m (Figure 4b) extends down to 60 m depth once it has
evolved in time (Figure 4d). In regions where the error mode
exhibits positive salinity and/or negative temperature incre-
ments at the surface, the resulting positive density increment
at the surface could destabilize the water column, and
penetrate too deep when the model evolves. The risk is to
impair the stratification in the upper part of the pycnocline
(around 50 m) when the analysis is performed. This potential
limitation of the assimilation scheme is investigated in
further detail in section 5.

4. Statistical Assessment of the Assimilation
Experiments

[26] The assimilation experiments were statistically
assessed by computing the RMS differences (RMSD) be-
tween the ASSIM and REF runs, normalized by the
corresponding RMSD between FREE and REF. Assimila-
tion will have a positive (negative) impact if the ratio
RMSD(ASSIM-REF)/RMSD(FREE-REF) is less than
(greater than) 100%. We selected three depths: the surface
level (where the assimilated data are defined), a level
characteristic of the bottom of the mixed layer (60 m) and
a level located at the mean thermocline depth (100 m).
When SSS and SST only are assimilated together, the
experiments are named SS-ST; when SSS, SST, and zonal
surface velocity are assimilated all together, the experiments
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are named SS-STU. The standard SEEK filter was first used
(section 4.1), and results from the adaptive SEEK are
presented in section 4.2

4.1. Standard SEEK Filter

[27] The SS-ST experiment is intended to determine how
the conclusions gained in the favorable context of D02 apply
to the present experimental conditions, where the consistency
between error statistics of the SEEK filter and the innovation
sequence of the assimilation is no longer assumed. Notably,
the reduced basis, computed from a MEOF analysis of
FREE, may incompletely account for the differences be-
tween REF and FREE simulations (see section 2). Results
are presented for salinity only (Figure 5), as the conclusions
also apply to the rest of the state vector. After the first
assimilation time stage, salinity RMS error was reduced to
a residual level of 75% at the surface and 85% at 60 m depth.
It corresponds to a 45% and 30% error variance reduction,
respectively. The corresponding residual errors in physical
quantities were 0.45 (resp. 0.30) psu RMS at the surface
(resp. 60 m). At 100 m depth, the effect of assimilation was
hardly noticeable in terms of RMSD, with residual errors of
about 0.4 psu RMS.Afterward, the error remained stable over
time around this residual level whatever the chosen depth.
[28] These results are rather disappointing, as compared

to the performance of the SEEK filter in the idealized
experimental context of D02, where the assimilation of
satellite-type SSS data led to residual errors in SSS smaller
than 0.07 psu rms. Unlike this earlier study, assimilation
was unable to converge to an acceptable level. If there is no
real degradation ofASSIM as compared to FREE, theASSIM
solution remains far from REF. For instance, the large-scale
contrast in SSS between the fresh pool of the West and the

saltier water of the central equatorial basin (Figure 1) is
poorly controlled by assimilation (not shown). The relatively
poor performance of the standard SEEK filter was foresee-
able to a certain extent. Indeed, it can be explained by two
main reasons. First, at initial assimilation stage a significant
part of the innovation vector, which is characteristic of a
bias, and different variability modes between REF and
FREE (see section 2) cannot be explained by the MEOFs
error modes used by the SEEK filter. For example, 55% of
the initial innovation variance in SSS and SST is orthogonal
to the original error modes. Then, with time, it appears that
the SEEK filter does not manage to further improve the
control of the model trajectory. This can be explained by a
crude model error defined as a fraction of the forecast error
covariance matrix (see section 3.2). It means that no new
directions are defined in order to update the error covariance
according to the actual errors generated by the forcing fluxes
in the course of the model run. The difficulty to define a
realistic model error is one reason for the use of an adaptive
assimilation scheme. At this stage, one can conclude that,
within a realistic experimental context, assimilation of SSS
and SST satellite-type data with the standard SEEK filter
does not allow proper control of the mixed layer thermoha-
line structure.

4.2. Adaptive SEEK

4.2.1. SS-ST Assimilation: The Equatorial Problem
[29] In the light of these results, we then modified the

assimilation scheme to use an adaptive SEEK filter as
described in section 3.2 and performed an assimilation
experiment similar to the one in section 4.1. The results are
presented on Figure 6. One can see the positive impact of the
new assimilation scheme in temperature and salinity through-

Figure 4. Salinity adaptive error mode diagnosed from SSS data on 1 January 1997: (a) surface
structure prior to the evolution of the mode, (b) corresponding longitude-depth section along 15�S, and
(c) and (d) same as Figures 4a and 4b after a 7 days evolution by the diffusive version of the model. Iso-
contours are every 0.2 psu. Darkest for lowest values.
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out the upper ocean. At the surface, the residual error
decreases to 35% and 30%, respectively for SSS and SST.
It corresponds to residual errors of 0.17 psu RMS and 0.40�C
RMS respectively which are less than the corresponding
observation noise level. The assimilation method is also
effective for propagating the surface information downward,
with a 60% reduction of error at 60 m depth (0.3 psu, 0.8�C
residual RMS errors), a positive impact of assimilation down
to 100 m, and no visible degradation below. Over time, errors
remain relatively stable. Generally, the SS-ST assimilation
seems to perform relatively well.
[30] Despite the successful results, a noticeable degrada-

tion occurs in the equatorial region. It is linked to the poor
control of zonal current in the mixed layer at the equator.
This problem has already been noted in other assimilation
systems [Bell et al., 2001; Burgers et al., 2002; Weaver et
al., 2002]. It is related to the peculiar physics of the
equatorial oceans. Along the equator, the zonal current at
the surface results from a balance between the influence of
the trade winds that tend to accelerate it westward and the
zonal pressure gradient that tends to accelerate it eastward.
With regard to this experiment, during the first two months

of 1997 in the central equatorial Pacific, the NCEP trade
winds in REF were weak, in equilibrium with a weak zonal
pressure gradient, which resulted in a South Equatorial
Current (SEC) velocity of less than �40 cm.s�1; on the
other hand, the FREE simulation is forced with stronger
ERS+TAO trade winds, which are in equilibrium with a
stronger zonal pressure gradient in the upper ocean, result-
ing in a faster SEC (reaching �60 cm s�1). In terms of
upper ocean temperature and salinity, ASSIM presents a
weak zonal pressure gradient in accordance with REF but
not in equilibrium with the model forcing. It means that an
imbalance appears among the forces driving the SEC, and it
accelerates constantly over time with a peak value greater
than 160 cm s�1, rendering the advection of temperature
and salinity totally unrealistic. The mean difference in terms
of surface zonal current between ASSIM and REF exhibits
strong errors in the SEC, superior to 40 cm s�1 over most of
the central equatorial basin (Figure 6c).
[31] In conclusion, the results of this experiment appear

satisfactory except in the equatorial band. At this stage,
various avenues can be investigated to solve the problem. A
possible solution would be to use the correlation that exists
in the equatorial Pacific between SST and zonal wind stress
[Picaut et al., 1997] so as to infer wind stress correction
from SST correction. This would be somewhat equivalent to
making use of a coupled ocean-atmosphere model, which is
clearly out of the scope of the present study. Here, the work
focuses on assimilation of surface-only oceanic data. Con-
sequently, we decided to take advantage of the knowledge
of surface (geostrophic and Ekman) current data estimated
from altimetry and wind stress [Bonjean and Lagerloef,
2002] by assimilating them in addition to SST and SSS data
to better constrain the modeled surface current, particularly
in the equatorial band. This is presented in the following
section 4.2.2.
4.2.2. SS-STU Assimilation
[32] Using mainly satellite sea level anomaly and wind

stress data, Bonjean and Lagerloef [2002] derived gridded
ocean surface currents with a satisfactory degree of accura-
cy for the monitoring of the large-scale circulation. Typical
errors are of 8 cm s�1, except in the equatorial band where
errors can reach 24 cm s�1. This quality appears satisfactory
as regards to the error of O(1m s�1) generated in the
previous experiment. The same adaptive procedure as
described in section 3.1 for SST and SSS data was used
for current data and it resulted in a trivariate temperature-
salinity-zonal current ‘‘apprentice’’ error mode calculated at
each assimilation stage. Therefore we extended the adaptive
SEEK filter to the assimilation of SSS + SST + Surface
Zonal Current data.
[33] We conducted the same experiment as in section

4.2.1. The results are presented on Figure 7. The impact of
this assimilation on the surface zonal current is clearly
visible (compare Figure 7c and Figure 6c). The high error
in the equatorial band has been reduced by a factor of 2 (30
cm s�1 versus 60 cm s�1). Averaged over the basin, the
RMS error level is about 17 cm s�1, consistent with the
observation error level of the current data assimilated.
Below the surface layer, the residual error level is satisfac-
tory with a 10 cm s�1 error at 60 m and 100 m. Given this
fairly good performance of the assimilation method in terms
of zonal current, we can expect that the advection of

Figure 5. Impact of assimilation of SSS and SST with
standard SEEK filter on salinity field. Three depths are
selected: the surface (diamonds), the mean mixed layer
depth (60 m, crosses), and the thermocline (100 m, circles).
The time evolution of the error RMSD (SIM1-ASSIM) is
defined as a percentage of the error RMSD (SIM1-SIM2).
Both the prediction and the analysis stages are plotted.
Statistics are computed over the whole tropical Pacific
Ocean (120�E–90�W; 20�N–25�S).
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temperature and salinity in the equatorial band to be better
reproduced. Hence, in terms of temperature and salinity
only the assimilation performed slightly better than in the
previous experiment, particularly at the surface.
[34] In conclusion, the adaptive version of the SEEK filter

applied to the assimilation of satellite-type data of SSS, SST
and surface zonal current seems relatively effective for the
constraint of the upper thermohaline structure of the tropical
Pacific. Therefore we investigated the results in more details
with a longer assimilation experiment covering the whole
1997–1998 ENSO event. The outcome is presented in the
next section.

5. A 1997–1998 Assimilation Experiment:
The Mixed Layer Simulation

[35] So far, a short period of data assimilation (3 months)
was considered long enough to draw initial conclusions
about the worth of assimilation methods, and to decide on

an adequate strategy for the assimilation and the choice of
data to be used. In the following experiment, we investi-
gated the results from a 1.5 year assimilation period, from
January 1997 to June 1998, in order to assess assimilation
performance. This period was chosen to cover strong El
Niño/La Niña events, marked by a strong signature of the
surface variables. We assimilated SSS, SST, and zonal
velocity data (see section 4.2.2). Assimilation results were
investigated in order to find out what information assimila-
tion brought to the control of the oceanic mixed layer,
characterized by its temperature and salinity homogeneity
throughout its depth. In addition to temperature and salinity,
the depth of the mixed layer is an important factor to be
determined. It may be conditioned by the existence of a
barrier layer in salt at the bottom of the density mixed layer.
In real world, for the equatorial Pacific, the mixed layer depth
varies in a range of 20–70 m, and the barrier layer thickness
in a range of 0–40 m [Delcroix et al., 1996; Ando and
McPhaden, 1997]. These depths may be difficult to simulate

Figure 6. Same as Figure 5 but for the assimilation of SSS and SST with the adaptive SEEK filter, for
(a) salinity and (b) temperature. The same three depths as in Figure 5 are selected. (c) Time-averaged
difference in surface zonal current between REF and ASSIM fields. Iso-contours are every 0.1 m s�1. The
period of computation spans January to March 1997.
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accurately as the 10 meter vertical resolution of the model is
rather crude. It is therefore a real challenge for the assimila-
tion of surface-only data to have some positive impact on
them.

5.1. General Analysis

[36] ASSIM results are first presented in accordance with
the REF (SIM1) and FREE (SIM2) results shown in section
2, and covering the same 18 month period. By comparison
with Figure 1a, the time evolution of SSS along the equator
for ASSIM (Figure 8a) is satisfactorily reproduced even if
the signal is a little noisy. The zonal salinity front of the
eastern edge of the Fresh Pool is correctly simulated, both in
terms of position and intensity. Notably, it becomes visible
during the first half of 1998, unlike FREE (Figure 1b). The
salty bias of the Fresh Pool surface waters is no longer
perceptible. In the same way, the biases in SSS illustrated in
Figure 2a at basin scale are well corrected in ASSIM
(Figure 8b). A similar conclusion can be drawn with regard
to the control of SST bias (not shown). As expected, the
positive impact of assimilation is not limited to the observed
part of the state vector. The 0–60 dbar mean dynamic
height differences between ASSIM and REF are drastically

reduced over most of the assimilation domain (Figure 8c),
by comparison with Figure 2c, with differences less than 1
dyn cm in absolute values nearly everywhere. This means
that both temperature and salinity are relatively well con-
strained in the model upper layers, and suggests the poten-
tial value of real surface data when they become fully
available.
[37] Figure 9 presents the difference between the simu-

lations with and without assimilation in term of mean
density mixed layer depth and barrier layer thickness. The
marked discrepancies between REF and FREE (Figures 9a
and 9b) reveal the sensitivity of these quantities to the
atmospheric forcing, something which has already been
addressed in previous numerical studies [Vialard and Del-
ecluse, 1998]. Errors are rather nonhomogeneous at basin
scale, and the averaged RMS error is 18 m for the mixed
layer depth, and 11 m for the barrier layer thickness. It is an
interesting result to show that assimilation of surface-only
data tends to have an overall positive effect on the estima-
tion of these physical features (Figures 9c and 9d). Indeed,
assimilation makes it possible to reduce the RMS error from
18 to 15 m for the mixed layer depth, and from 11 to 9 m for
the barrier layer thickness. The effect is much better in the

Figure 7. Same as Figure 6 but for the assimilation of SSS, SST, and surface zonal current with the
adaptive SEEK.
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western Pacific warm pool (say 10�N–10�S; west of the
dateline), where the RMS error decreases from 19 m to 12 m
for the mixed layer depth, in a region where the upper ocean
vertical structure is important for ENSO mechanisms. This
tends to validate the downward extrapolation of the surface
data defined within the adaptive assimilation scheme pre-

viously described. Although the impact of assimilation is
generally positive, assimilation does not perform as well
everywhere, as for instance near 15�S–150�W, where
ASSIM yields a mixed layer depth that is 25 m deeper than
in REF. Several reasons can explain the regional difficulties
of assimilation in simulating mixed layer depth and barrier

Figure 8. (a) Longitude-time plot of SSS along the equator for ASSIM. Time-averaged difference
between REF and ASSIM over the 1997–1998 ENSO event in (b) SSS (iso-contours are every 0.2 psu)
and (c) 0–60 dbar dynamic height anomaly (iso-contours are every 1 dyn cm).
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layer thickness. First, the pycnocline and thermocline
depths estimated from the predicted state (ASSIM) and
used to build the ‘‘apprentice mode’’ may be in error by
comparison with REF. Second, the information introduced
by the assimilation may destabilize the vertical equilibrium
of the water column, and there is no control in subsurface to
limit this possible degrading effect.

5.2. Local Analysis

[38] We wish to further illustrate the impact of the
assimilation on the vertical structure. For this we chose
three points, located in the ITCZ (8�N, 168�E), in the SPCZ
(14�S, 170�W), and in the Warm Pool Areas (WPA, 0�N,
155�E) which exhibit strong variability signal in SSS. With
regard to Figure 9, the ITCZ point seems positively impact-
ed by ASSIM, and the SPCZ point negatively impacted by
ASSIM. The WPA point is particularly interesting due to the
special role of the mixed/barrier layer in the warm pool for
ENSO events [Delcroix and McPhaden, 2002]. Mean and
standard deviation of the vertical profiles in temperature and
salinity are plotted in Figures 10, 11, and 12 for the SPCZ,
the ITCZ, and the WPA points, respectively.
[39] At the SPCZ point, we can see strong differences

between the REF and FREE profiles. At the surface, they
are characterized by saltier (+0.5 psu) and colder (�1�C)
water in FREE than in REF, and a salinity variability double
in FREE compared to REF. Along the vertical, the stratifi-
cation is more marked in REF than in FREE, with very
different standard deviation salinity profiles. In FREE, the
variability diminishes with depth, while in REF there is a
peak in variability with depth (45 m depth) at the bottom of
the mixed layer. Assimilation gives a good correction in the
upper 30 m both in temperature and salinity. ASSIM
presents mean vertical profiles more in accordance with
REF, but not stratified enough. Thus the freshening and

heating action at the surface extends too deep, which results
in fresh and hot biases of the water column below 40–50 m
compared to REF, leading to an erroneous estimation of the
mixed layer depth. A positive impact of assimilation is
clearly seen on the standard deviation salinity profile with
an ASSIM variability which looks like the REF one, even if
the maximum is too deep due to the incorrect estimation of
the mixed layer depth. At this stage, ASSIM impacts
positively on the simulation even if the downward influence
of the assimilated surface data extends too deep due to the
lack of vertical stratification in the FREE simulation.
[40] At the ITCZ point, the same general comments as

above can be made on the mean REF and FREE profiles.
FREE is characterized at the surface by a salty bias of 1 psu,
and at 130 m by a hot bias of 3�C. Despite marked
differences in both salinity and temperature between REF
and FREE, ASSIM is successful in reproducing accurately
the REF mean temperature and salinity profiles throughout
the upper 200 m. This is rather impressive considering
that the present assimilation configuration is designed to
control the surface layers only. It can be explained by the
possible role of the original reduced basis of the SEEK
filter. In terms of standard deviation, REF exhibits stronger
variability than FREE in the surface layers (the contrary is
true for the SPCZ point), and ASSIM is relatively successful
in correcting the variability in the upper 30–40 m. At depth,
below the mixed layer, ASSIM exhibits too much variabil-
ity, particularly in salinity. It shows the limitations of the
present assimilation configuration.
[41] For the WPA point, by comparison with REF, the

mean FREE salinity profile is characterized at the surface by
a salty bias of the order of 1 psu and a vertical stratification
that is too smooth. Despite these marked differences,
ASSIM is successful in retrieving the ‘‘true’’ salinity profile
throughout the upper 100 m. This is an interesting result,

Figure 9. Time-averaged difference between REF (SIM1) and FREE (SIM2) for (a) the depth of the top
of pycnocline, computed using Sprintall and Tomczak’s [1992] criterion, (b) the corresponding barrier
layer thickness. (c) and (d) Same as Figures 9a and 9b but for the difference between REF and ASSIM.
Iso-contours are every 10 m.
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considering the role of salinity in the warm/fresh pool. For
the mean temperature, there is little difference between REF
and FREE at the surface, but the stratification is more
pronounced in REF than in FREE. ASSIM is able to
correctly simulate the mean thermocline. There is higher-
salinity variability for REF than for FREE in the first 80 m
depth. ASSIM brings out this high-variability level, even if
the maximum of variability is 20 m too deep. For temper-
ature, REF and ASSIM exhibit the same vertical variability
structure, except that the maximum of variability is 40 m
too deep for FREE compared with REF. ASSIM locates this
maximum more accurately, but it performs poorly in repro-
ducing its actual amplitude.
[42] We also investigated the time evolution of the

specific fields characterizing the mixed layer (SSS, SST,
mixed layer depth) and the barrier layer thickness at the
WPA point (Figure 13). SSS FREE exhibits an almost
constant strong bias during the entire assimilation period;

as for SST, the differences are marked during the onset
phase of El Niño (January 1997 to July 1997), and during
the end of the La Niña assimilation period (March 1998 to
June 1998). Consistent with the previous conclusions,
assimilation controls both SSS and SST remarkably well.
Concerning the mixed layer depth, FREE is characterized
by a mixed layer extending too deep as compared to REF,
and also by a higher variability, occurring at depths varying
from 20 to 120 m. It is interesting to relate this local time
evolution to the large-scale climatic context. The large
oscillations in mixed layer thickness in March–April 1997
(Figure 13c) are related to the high-frequency westerly wind
bursts that occurred over the western equatorial Pacific
[e.g., Lengaigne et al., 2002]. These wind events have been
identified as potential triggers of 1997–1998 El Niño event
[e.g., McPhaden, 1999]. The larger oscillations in FREE
mixed layer thickness as compared to REF are likely to be
due to more energetic wind bursts in ERS+TAO wind stress

Figure 10. (a) Time-averaged salinity profile at (14�S, 170�W) for REF (continuous line), FREE
(dashed line), and ASSIM (stars). (b) Corresponding profile of salinity standard deviation. (c) and (d)
Same as Figures 10a and 10b but for temperature. Period of computation spans January 1997 to June
1998.
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[Menkes et al., 1998] than in NCEP reanalysis [Kalnay et
al., 1996] (not shown). Assimilation partly allows to correct
this overestimated variability, but the quality of the control
is less impressive than for the surface variables. The mixed
layer is more in phase with REF, becoming shallower in the
first months of 1997 and during the period after March
1998. In terms of barrier layer thickness (Figure 13d), we
observe a global decrease throughout 1997 for all simula-
tions. This is consistent with the mechanism proposed by
Delcroix and McPhaden [2002]: the barrier layer becoming
shallow during this period, the entrainment of subsurface
water from the main thermocline within the mixed layer
becomes possible, which favors the cooling of surface water
visible in Figure 13b. Performances of assimilation on the
estimation of barrier layer thickness are less evident given
the small amplitude (0–20 m) of this signal as compared to
the vertical resolution of the model. A possible improve-

ment can be seen in April–June 1997 when FREE simulates
a barrier layer thickness of about 30 m while ASSIM (and
REF) simulates a thickness of about 10 m. This last
thickness agrees well with in situ observations [Delcroix
and McPhaden, 2002] which showed that both the zonal
salinity front located at the eastern edge of the warm pool
and the area of thick barrier layer located a few degrees
longitude to the west of this front moved east of the dateline
at this time, resulting in an almost absent barrier layer at
0�–155�E. Overall, the impact of assimilation on barrier
layer thickness seems qualitatively positive, a feature which
may be crucial in prediction studies given the likely
importance of the barrier layer for the onset of El Niño in
the real world [Lukas and Lindstrom, 1991] and in coupled
models [Maes et al., 2002].
[43] At this stage, we have some idea of the behavior of

our assimilation scheme for surface data. The adaptive

Figure 11. Same as Figure 10 at (8�N, 168�E).
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SEEK filter, combining both the original reduced basis and
an ‘‘apprentice’’ mode, seems relatively satisfactory in
constraining the main mixed layer characteristics. It might
also have some positive influence on the accuracy of the
simulation of oceanic structure at greater depths, in terms of
both mean and variability patterns. However, it is also clear
that surface-only data are not sufficient to simulate realis-
tically the subsurface dynamics of the ocean. The assimila-
tion technique, while valuable, has some built-in limitations
regarding downward propagation of surface information.
Subsurface temperature and salinity data would usefully
complement the surface observations.

6. Conclusion

[44] The objective of this work was to assess how
surface-only satellite data such as SSS and SST could be

used to improve the modeling of the mixed layer in the
tropical Pacific Ocean, making use of an advanced data
assimilation system. This study was motivated, on the one
hand, by the recognition of the oceanic mixed layer as a key
component of the climatic system, and, on the other hand,
by the existence of ongoing and future satellite missions
dedicated to measuring ocean surface parameters. In partic-
ular, SST and surface current (from altimetry, wind stress,
and SST fields) are now routinely monitored, and SSS
measurements are likely to become available within the
next few years. From an assimilation viewpoint, these data
sets are particularly interesting because they bring comple-
mentary information to the data currently assimilated.
Typically, assimilation of altimetric sea level anomalies
and in situ temperature profiles are relevant for the control
of the subsurface layer, whereas SSS and SST data are
intimately linked with the behavior of the mixed layer.

Figure 12. Same as Figure 10 at (0�N, 155�E).
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[45] Since satellite SSS data are not available at this time,
and to better analyze how assimilation works, we adopted
an approach using twin experiments. The twin experiments
were chosen with care to provide realistic conditions for
assimilation. Notably, differences in terms of mean (bias)
and variability between the model simulation and the
assimilated synthetic observations were taken into account
to be closer to assimilation experiments using real data. The
simulations used for the experiments have errors in the
range of the errors between any simulation and real obser-
vations. We implemented an adaptive version of the SEEK
filter that allows to use much more efficiently the informa-
tion contained in the assimilated data than the standard
SEEK filter does.
[46] The assimilation of SSS and SST data gives fairly

good control of the upper model layers, but a specific
problem arises in the equatorial band. Inconsistencies be-
tween, on the one hand, the corrections brought by assim-
ilation and, on the other hand, the atmospheric momentum
forcing, are likely to impair drastically the quality of

simulation there, particularly in terms of zonal velocity. This
equatorial problem has already been evidenced recently by
several authors. A solution could be to use a coupled ocean-
atmosphere system; this is beyond the scope of the present
study. To solve the problem we assimilated surface current
data, deduced from altimetry and wind stress and routinely
available, in addition to SSS and SST. In such a way, the
assimilation scheme performs well with a significant error
reduction at the surface, and extending to a depth of 100 m.
The averaged residual errors are lower than the observation-
al noise of the assimilated data: less than 0.17 psu, 0.3�C
and 0.17 m s�1 on SSS, SST and surface zonal current
respectively.
[47] An assimilation experiment covering a period of a

year and a half was then conducted, covering the 1997–
1998 ENSO event characterized by strong interannual
variability of the surface variables, and strong differences
between the simulations used for the twin experiments.
Initial errors on both temperature and salinity resulted in
errors in the 0–60 dbar dynamic height anomalies reaching

Figure 13. Time evolution of (a) SSS, (b) SST, (c) depth of top of pycnocline, and (d) barrier layer
thickness at (0�N, 155�E) for REF (continuous line), FREE (dashed line), and ASSIM (stars).
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6 dyn cm. We investigated the main characteristics of the
mixed layer such as SSS, SST, mixed layer depth, barrier
layer thickness. It appears that the control of the upper
ocean (typically the 0–40 m layer) is efficient. Generally
speaking, assimilation results in a better description of the
vertical structure in the upper layers, which in turn results in
an improved estimation of the mixed layer depth. Some
slight improvement in terms of barrier layer thickness is also
detectable, even if the limits of our assimilation scheme as
well as the model vertical resolution are reached. Below the
mixed layer, our results suffer from the lack of subsurface
information needed to constrain the subsurface dynamics of
the ocean, and to correct for potential errors in the depth
estimation of the correction brought by the assimilation.
Results are particularly noticeable in the convergence zones
and, interestingly, in the warm pool region which is the key
area for the ENSO phenomenon.
[48] To conclude, the adaptive SEEK filter was developed

here for the assimilation of satellite-type surface data in
order to be readily usable to assimilate real data as soon as
they become available. Our assimilation scheme seems
rather successful in its objective to control the main mixed
layer characteristics. At greater depths, some additional
information would be useful to better control the dynamics
at the bottom of the mixed layer. From the point of view of
satellite-derived data, assimilation of sea level anomalies
may bring some useful constraint on the thermocline. It is
also clear that subsurface in situ data, such as those derived
from the TAO array and the new ARGO project, are
essential to take advantage of the complementary nature of
all these data sets. A joint assimilation of both satellite
surface data and in situ subsurface data must be investigated.
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Caledonia, 2000. (Available at http://www.ird.nc/ECOP.)

Delecluse, P., M. Davey, Y. Kitamura, S. Philander, M. Suarez, and
L. Bengtsson, Coupled general circulation modeling of the tropical
Pacific, J. Geophys. Res., 103, 14,357–14,376, 1998.

Deltel, C., Estimation de la circulation dans l’Atlantique Sud par assimila-
tion variationnelle de données in situ, Ph.D. thesis, Lab. de Phys. des
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