
HAL Id: hal-00221255
https://hal.science/hal-00221255

Submitted on 28 Jan 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A closedness condition and its applications to DC
programs with convex constraints

N. Dinh, T.T.A. Nghia, Guy Vallet

To cite this version:
N. Dinh, T.T.A. Nghia, Guy Vallet. A closedness condition and its applications to DC programs with
convex constraints. Optimization, 2010, 59 (4), pp.541-560. �hal-00221255�

https://hal.science/hal-00221255
https://hal.archives-ouvertes.fr


A closedness condition and its applications to DC programs

with convex constraints ∗

N. Dinh † T.T.A. Nghia ‡ G. Vallet §

Abstract

This paper concerns a closedness condition called (CC), requiring a convex function and a
convex constrained system. This type of condition has played an important role in the study of
convex optimization problems. Our aim is to establish several characterizations of this condition
and to apply them to study minimizing problems involving a DC function under a cone-convex
constraint and a set constraint. First, we establish several so-called “Toland-Fenchel-Lagrange”
duality theorems. As consequences of these results, various versions of generalized Farkas lem-
mas in dual forms and optimality conditions for DC problem are obtained. A class of DC
programs with semi-definite constraints is examined as an illustration. Most of these results
are established under the (CC) and our paper serves as a link between several corresponding
known ones published recently for DC programs and for convex programs.

Keywords: DC programs, closedness conditions, Farkas-Minkovski systems, Farkas lem-
mas, Fenchel-Lagrange duality, Toland- Fenchel-Lagrange duality.

AMS: 90C25, 90C26, 90C46, 49K30.

1 Introduction

Let us consider the DC optimization problem with convex constraints:

(P) inf f(x) − g(x)
subject to x ∈ C, h(x) ∈ −S.

Throughout this paper, we assume that: X, Z are real locally convex Hausdorff topological vector
spaces, X∗ (resp. Z∗) denotes the topological dual of X (resp. Z), endowed with the weak∗-
topologies; C is a closed convex subset of X; f, g : X → R∪{+∞} are proper lower semicontinuous
(l.s.c.) convex functions; S is a closed convex cone of Z (not necessarily with non-empty interior);
and h : X → Z is an S-convex mapping, i.e.

∀u, v ∈ X, ∀t ∈ [0, 1], h(tu + (1 − t)v) − th(u) − (1 − t)h(v) ∈ −S,

such that λ ◦ h is l.s.c. for each λ ∈ S+, the dual cone of S, denoted by:

S+ := {λ ∈ Z∗ | (λ, s) ≥ 0, for all s ∈ S}.

For convenience, for any λ ∈ Z∗, the composition of mappings λ ◦ h would be denoted by λh.

We define, by convention, that +∞− (−∞) = +∞.

∗Parts of the work of the first author was realized during his visit at the Laboratory of Applied Mathematics,
University of PAU to which he would like to express his sincere thanks for the hospitality he received.

†Department of Mathematics, International University, VNU-HCM, Ho Chi Minh City, Vietnam (nd-
inh@hcmiu.edu.vn). Questions, comments, or corrections to this document may be directed to that email address.

‡Department of Mathematics and Computer Science, Ho Chi Minh City University of Pedagogy, HCM city, Viet-
nam (ttannghia@gmail.com).

§Laboratory of Applied Mathematics, UMR-CNRS 5142. University of PAU IPRA BP 1155, 64013 Pau Cedex,
France (guy.vallet@univ-pau.fr).

1



Recall that a function p : X → R ∪ {+∞} is called a DC function, if it can be decomposed as
a difference of two convex functions. Such class of functions covers the classes of convex functions,
concave functions, and many other non-convex functions (see, e.g., [34, 36]).

The DC problem (P) has been studied by many authors since last decades (see [1], [20], [25], [28],
[30], [32], [33], [34], [35] and references therein). Many real world problems possess this mathematical
model (see [2], [3], [4], [5], [21]) and several numerical methods have been developed for this class
of problems as well (see [3], [21], [36], and [34] for an overview).

It is well-known that for convex and DC optimization problems, a constraint qualification is
essential ingredient for the Lagrange multiplier rule and for the duality theory. The well-known
constraint qualifications for convex and DC optimization are often of the Slater types conditions
(see [28, 29, 14], for instance). However, these conditions are often not satisfied for many problems
in applications. In the recent years, a condition called Farkas-Minkovski (or (FM) for short) that
extends such a type of constraint qualifications, has been developed in [11, 12, 15, 16, 23, 24] for
convex optimization problems. Moreover, in the cases when the cost functional is not continuous at
any point in the feasible set, another condition called the closedness condition [12, 13, 15, 16] should
be imposed. We are interested in a condition called (CC) [11] that replaces both of the mentioned
conditions. We will give several characterizations of this condition. These characterizations will
pave the way to derive strong duality and optimality conditions for the DC problem (P).

Concerning the problem (P), we consider the system

σ := {x ∈ C, h(x) ∈ −S}
and the set of its solution A which is the feasible set of (P),

A := {x ∈ X | x ∈ C, h(x) ∈ −S} = C ∩ h−1(−S).

Throughout this paper, we assume that A ∩ domf 6= ∅ and we denote by

K :=
⋃

λ∈S+

epi(λh)∗ + epiδ∗C , (1)

where ϕ∗ stands for the conjugate of the function ϕ.

The system σ is said to be Farkas-Minkovski (FM, in brief) when K is weak∗-closed.
The assumption that σ is (FM) serves as a constraint qualification in the study of convex opti-

mization problems. It was proposed in [23] (known as closed cone constraint qualification, (CCCQ))
and was used in [9, 15, 16, 24] to establish optimality conditions, duality and stability for convex
(infinite) programming problems. Various sufficient conditions for (FM) were given in these men-
tioned papers. In particular, it was shown that the constraint qualification (FM) is strictly weaker
than several generalized Slater type ones, and weaker than the Robinson type one stating that
R+[S + h(C)] is a closed subspace (see [9, 23] for more details).

Let us introduce the following closedness condition:

(CC) epif∗ + K is weak∗-closed.

It involves the function f and the system σ and will play a crucial role in the sequel of this paper.

This closedness condition was proposed for the first time by R.S. Burachik and V. Jeyakumar
in [11]. Then, it has been used in [27] to establish optimality conditions of Karush-Kuhn-Tucker
form for convex cone-constrained programs. Several sufficient conditions for (CC) were given in [11]
and [27]. A relaxed version, stating that epif∗ + clK is weak∗-closed, was introduced in [15] and
[16] where this last condition, with the constraint qualification (FM) that imply (CC), were used to
establish optimality conditions, duality and stability results, for convex infinite programs.

Let us mention too that the (CC) condition will be satisfied if σ is (FM) and:
i) if on the one hand f is continuous at least at one point in A (see. [11, 16]),

or
ii) on the other hand, if cone(domf −A) is a closed subspace of X. Indeed, if cone(domf −A) =

cone(domf − domδA) is a closed subspace, by [11]-Proposition 3.1, epif∗ + epiδ∗A is weak∗-closed
and so, thanks to (4),
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epif∗ + epiδ∗A = epif∗ + clK = epif∗ + K is weak∗-closed.

Note that if the set constraint “x ∈ C” is absent, that is, if σ := { h(x) ∈ −S}, the condition
(CC) becomes: epif∗ +

⋃

λ∈S+ epi(λh)∗ is weak∗-closed.

In this paper, characterizations for (CC) in dual forms and in terms of approximate sub-
differentials would be established. These results will serve as main tools to establish duality results
and optimality conditions for (P). We first consider various dual problems of (P) which will be
called “Toland-Fenchel-Lagrange” type dual problems (see [28] for example). It is, in some sense,
a “combination” of Toland dual for DC problem in [32], Fenchel and Lagrange dual problems (see
[8, 9, 23]). We establish several duality theorems which extend Laghdir’s ones in [28] and various
versions of generalized Farkas lemmas in dual forms for systems involving convex and DC functions
are derived. Applied to convex systems or to convex programs, these results give strong Lagrange
duality and Fenchel-Lagrange duality results, and extend known ones established for example in [8],
[9], [16], [17] and [23].

Optimality conditions for DC problem are also obtained and a class of DC programs with semi-
definite constraints is examined. Our results are obtained under the (CC) condition and by using
its characterizations given in section 3. They serve as a link between several corresponding known
ones published recently for DC programs and for convex programs.

The paper is organized as follows: in Section 2, we fix some notations and we recall results needed
in the sequel of the paper. Characterizations of the condition (CC) are given in Section 3, and
corollaries are derived from simple cases. In particular, characterizations of (FM) are also proposed,
in particular to give a representation for the approximate normal cones to convex constrained sets.
In Section 4, we establish several duality results of “Toland-Fenchel-Lagrange” type for the problem
(P), which extend some recent ones given in [28]. Corollaries for concrete classes of problems,
including the classes of convex and concave programs, are obtained, which are compatible with the
ones given in [8], [15],[16]. In Section 5, various versions of generalized Farkas lemma in dual forms
are established for convex and DC functions, which cover the ones established in [8] for convex
systems. In Section 6, optimality conditions for (P), as well as in the convex case, are proved.
The problems of maximizing a convex function under convex constraints is also treated as a special
case. Lastly, in Section 7, a class of DC programs with semi-definite constraints is considered as an
illustration. Optimality conditions and duality results are obtained. These results extend the one
obtained recently in [17, 24] for convex semi-definite problems.

2 Preliminaries

Let us fix some notations used in the sequel of the paper.

For a set D ⊂ X, the closure (resp. the convex hull) of D will be denoted by clD (with
suitable topology) (resp. coD) and coneD stands for the convex cone generated by D.
The indicator function of a set D ⊂ X is defined by: δD(x) = 0 if x ∈ D and δD(x) = +∞ else.
Moreover, the support function σD is given by σD(u) = supx∈D u(x).

Let f : X → R ∪ {+∞} be a proper lower semicontinuous (l.s.c.) convex function. Then:
(i) The conjugate function of f, f∗ : X∗ → R ∪ {+∞}, is defined by

f∗(v) = sup{v(x) − f(x) | x ∈ domf},

where the domain of f is given by dom f := {x ∈ X | f(x) < +∞},
(ii) If a ∈ dom f then, following [22],

epi f∗ =
⋃

ǫ≥0

{(

v, v(a) + ǫ − f(a)
)

| v ∈ ∂ǫf(a)
}

, (2)

where, for a given ǫ ≥ 0, the ǫ-subdifferential of f at a ∈ domf , ∂ǫf(a), is defined as the possibly
empty closed convex set:

∂ǫf(a) = {v ∈ X∗ | f(x) − f(a) ≥ (v, x − a) − ǫ, ∀x ∈ dom f}.
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(iii) If ǫ > 0 then ∂ǫf(a) 6= ∅. Moreover,
⋂

ǫ>0 ∂ǫf(a) = ∂f(a), where ∂f(a) denotes the usual
convex subdifferential of f at a (for more details, see [37]).

For a closed convex subset D ⊂ X and an arbitrary ǫ ≥ 0, the ǫ-normal cone to D at a point
x̄ ∈ D is defined by (see [19, 20])

Nǫ(D, x̄) := ∂ǫδD(x̄) = {x∗ ∈ X∗ | (x∗, x − x̄) ≤ ǫ,∀x ∈ D}.

When ǫ = 0, N0(D, x̄) = N(D, x̄) is the normal cone to D at x̄ in the sense of convex analysis.

Following [11], it is worth noting that for two proper, l.s.c. convex functions f and g,

epi (f + g)∗ = cl(epi f∗ + epi g∗). (3)

Moreover, epif∗ + epig∗ is weak∗-closed, if at least one of both functions f or g is continuous at
some point of domf ∩ domg (see [11]).

Note that, if, as it is assumed, h is a S-convex mapping such that λh is l.s.c. for each λ ∈ S+,
then h−1(−S) := {x ∈ X | −h(x) ∈ S} is convex and A := C ∩ h−1(−S) is closed. Moreover,
∪λ∈S+epi(λh)∗ is a convex cone (see [25]) and

epiδ∗A = clK (4)

(note that the equality (4) has been proved in [16], [23] and [27]).
It is worth noticing that, if the mapping h is sequentially lower semi-continuous in the sense given
in [14], then λh is l.s.c for each λ ∈ S+, provided that X is metrizable (see [14]-Proposition 3.7).

Let us conclude this section by recalling some results on duality and optimality conditions for DC
programs established by J. F. Toland in [32] and by J.B. Hiriart-Urruty in [19].

Lemma 2.1 [32] Let X be a locally convex Hausdorff topological vector space with X∗ is its topolog-
ical dual. Let further F,G : X → R∪ {+∞}. Assume that G is a proper, convex and l.s.c. function
and F is an arbitrary function. Then

inf
x∈X

{F (x) − G(x)} = inf
u∈X∗

{G∗(u) − F ∗(u)}.

Lemma 2.2 [19] Let X be a locally convex Hausdorff topological vector space and F,G : X →
R ∪ {+∞} be a l.s.c, proper and convex functions. Then

(i) A point a ∈ X is a global minimizer of the problem infx∈X{F (x) − G(x)} if and only if for
any ǫ ≥ 0, ∂ǫG(a) ⊂ ∂ǫF (a).

(ii) If a ∈ X is a local minimizer of infx∈X{F (x) − G(x)} then ∂G(a) ⊂ ∂F (a).

3 Characterizations of the closedness condition (CC)

In this section, we will establish necessary and sufficient conditions for the condition (CC). These
conditions will be crucial in the sequel and they also deserve some attention for their independent
interest. Then, characterizations of (FM) constraint qualification and of approximate normal cones
to convex constrained sets are given at the end of the section.

Theorem 3.1 The following statements are equivalent:
(i) Condition (CC) holds,
(ii) For all x∗ ∈ X∗,

(f + δA)∗(x∗) = min
λ∈S+

min
u,v∈X∗

[

f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v)
]

, (5)

(the infimum in the right hand side is attained at some λ ∈ S+ and u, v ∈ X∗),
(iii) For any x ∈ A ∩ domf and each ǫ ≥ 0,

∂ǫ(f + δA)(x̄) =
⋃

λ∈S+

⋃

ǫ1,ǫ2,ǫ3≥0
ǫ1+ǫ2+ǫ3=ǫ+λh(x̄)

{∂ǫ1f(x̄) + ∂ǫ2λh(x̄) + Nǫ3(C, x̄)} . (6)

4



Proof. [(i) =⇒ (ii)] Assume that (i) holds and consider any x∗ ∈ X∗. Then, for all u, v ∈ X∗,
λ ∈ S+ and x ∈ A, we have that

f∗(u) ≥ (u, x) − f(x), (λh)∗(v) ≥ (v, x) − λh(x),

δ∗C(x∗ − u − v) ≥ (x∗ − u − v, x), (7)

which implies that f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v) ≥ (x∗, x) − f(x) − λh(x) ≥ (x∗, x) − f(x).
Thus,

f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v) ≥ (x∗, x) − f(x) − δA(x)

for all u, v ∈ X∗, λ ∈ S+ and x ∈ X. This implies that

f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v) ≥ (f + δA)∗(x∗),

and hence,
inf

λ∈S+
inf

u,v∈X∗

[f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v)] ≥ (f + δA)∗(x∗). (8)

If on the one hand x∗ /∈ dom(f + δA)∗, then (f + δA)∗(x∗) = +∞ and thanks to (8), (5) holds.
If on the other hand x∗ ∈ dom(f + δA)∗, combining (3), (4) and (CC), we get that

epi(f + δA)∗ = cl (epi f∗ + epi δ∗A)

= cl (epi f∗ + cl K) = cl (epi f∗ + K)

= epi f∗ + ∪λ∈S+epi (λh)∗ + epi δ∗C . (9)

Then, one has that

(x∗, (f + δA)∗(x∗)) ∈ epi(f + δA)∗ = epif∗ + ∪λ∈S+epi(λh)∗ + epi δ∗C . (10)

Thus, there exist λ ∈ S+, (u, r) ∈ epi f∗, (v, s) ∈ epi (λh)∗ and (w, t) ∈ epi δ∗C , such that

(x∗, (f + δA)∗(x∗)) = (u, r) + (v, s) + (w, t).

This implies that u + v + w = x∗ and that

(f + δA)∗(x∗) ≥ f∗(u) + (λh)∗(v) + δ∗C(w).

Thus, it comes that

(f + δA)∗(x∗) ≥ f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v),

and thanks to (8), (5) holds and the infimum is attained at some λ ∈ S+ and u, v ∈ X∗.
Thus, (ii) has been proved.

[(ii) =⇒ (iii)] Suppose that (ii) holds. Let ǫ be an arbitrary non-negative number and x∗ be a
point in the set of the right-hand side of (6). Then, there exist λ ∈ S+, ǫ1, ǫ2, ǫ3 ≥ 0, u ∈ ∂ǫ1f(x̄),
v ∈ ∂ǫ2(λh)(x̄) and w ∈ Nǫ3(C, x̄), such that ǫ1 + ǫ2 + ǫ3 = ǫ + λh(x̄) and x∗ = u + v + w. Since

(u, x − x̄) − ǫ1 ≤ f(x) − f(x̄) ∀x ∈ X,
(v, x − x̄) − ǫ2 ≤ λh(x) − λh(x̄) ∀x ∈ X,
(w, x − x̄) − ǫ3 ≤ 0 ∀x ∈ C,

we get that (x∗, x − x̄) − ǫ ≤ f(x) − f(x̄) + λh(x) for all x ∈ C. This yields

(x∗, x − x̄) − ǫ ≤ f(x) − f(x̄) + λh(x) ≤ f(x) − f(x̄), ∀x ∈ A,

and hence,
(x∗, x − x̄) − ǫ ≤ (f + δA)(x) − (f + δA)(x̄), ∀x ∈ X,

which proves that x∗ ∈ ∂ǫ(f + δA)(x̄).
To prove the converse inclusion, we first observe that if ǫ = 0 and if ∂(f + δA)(x̄) = ∅, then the

converse inclusion holds trivially. So, we may suppose that ∂ǫ(f + δA)(x̄) 6= ∅ for all ǫ ≥ 0 (note
that if ǫ > 0 then ∂ǫ(f + δA)(x̄) 6= ∅).

5



Let x∗ ∈ ∂ǫ(f + δA)(x̄). Since x̄ ∈ dom(f + δA), it follows from (2) that

ǫ + (x∗, x̄) − f(x̄) − δA(x̄) = ǫ + (x∗, x̄) − f(x̄) ≥ (f + δA)∗(x∗). (11)

Thanks to (ii), there exist λ ∈ S+ and u, v, w ∈ X∗, such that u+v+w = x∗ and that (f+δA)∗(x∗) =
f∗(u) + (λh)∗(v) + δ∗C(w). This and (11) give

ǫ + (x∗, x̄) − f(x̄) ≥ f∗(u) + (λh)∗(v) + δ∗C(w), (12)

which implies that u ∈ domf∗, v ∈ dom(λh)∗ and that w ∈ domδ∗C .
Since (u, f∗(u)) ∈ epif∗, by using (2) again, there exist ǫ1 ≥ 0 and u′ ∈ ∂ǫ1f(x̄), such that

(u, f∗(u)) = (u′, (u′, x̄) + ǫ1 − f(x̄)).
This gives that u = u′ ∈ ∂ǫ1f(x̄) and that ǫ1 = f∗(u) − (u, x̄) + f(x̄).
Similarly, it comes that v ∈ ∂ǫ2(λh)(x̄) and that w ∈ ∂ǫ′

3
δC(x̄) = Nǫ′

3
(C, x̄) where ǫ2 = (λh)∗(v) −

(v, x̄) + λh(x̄) ≥ 0 and ǫ′3 = δ∗C(w) − (w, x̄) ≥ 0. Since x∗ = u + v + w, it follows from (12) that

ǫ + λh(x̄) ≥ {f∗(u) − (u, x̄) + f(x̄)} + {(λh)∗(v) − (v, x̄) + λh(x̄)} + {δ∗C(w) − (w, x̄)},

which means that ǫ + λh(x̄) ≥ ǫ1 + ǫ2 + ǫ′3.
Let ǫ3 = ǫ+λh(x̄)− ǫ1 − ǫ2, then ǫ+λh(x̄) = ǫ1 + ǫ2 + ǫ3 and w ∈ Nǫ′

3
(C, x̄) ⊂ Nǫ3(N, x̄) as ǫ′3 ≤ ǫ3.

Consequently,

x∗ = u + v + w ∈
⋃

λ∈S+

⋃

ǫ1,ǫ2,ǫ3≥0
ǫ1+ǫ2+ǫ3=ǫ+λh(x̄)

{∂ǫ1f(x̄) + ∂ǫ2λh(x̄) + Nǫ3(C, x̄)} .

Thus, (ii) implies (iii).
[(iii) =⇒ (i)] Suppose that (iii) holds and consider any (x∗, r) ∈ cl (epi f∗ + K). Then, thanks

to (9), it comes that (x∗, r) ∈ epi (f + δA)∗. Since x̄ ∈ dom(f + δA), it follows from (2) that ǫ ≥ 0
exists such that x∗ ∈ ∂ǫ(f + δA)(x̄) and r = (x∗, x̄) − f(x̄) + ǫ.
Then, it comes from (iii) that there exist λ ∈ S+, u, v, w ∈ X∗ and ǫ1, ǫ2, ǫ3 ≥ 0 satisfying x∗ =
u + v + w, ǫ1 + ǫ2 + ǫ3 = ǫ + λh(x̄) with u ∈ ∂ǫ1f(x̄), v ∈ ∂ǫ2λh(x̄) and w ∈ Nǫ3(C, x̄).
Set s = (u, x̄)− f(x̄) + ǫ1, t = (v, x̄)− λh(x̄) + ǫ2 and k = (w, x̄) + ǫ3. Then, thanks to (2), one gets
that (u, s) ∈ epi f∗, (v, t) ∈ epi (λh)∗ and (w, k) ∈ epi δ∗C . Moreover, one has that

s + t + k = (u, x̄) − f(x̄) + ǫ1 + (v, x̄) − λh(x̄) + ǫ2 + (w, x̄) + ǫ3

= (x∗, x̄) − f(x̄) − λh(x̄) + ǫ1 + ǫ2 + ǫ3 = (x∗, x̄) − f(x̄) + ǫ = r.

Thus,

(x∗, r) = (u, s) + (v, t) + (w, k) ∈ epi f∗ + ∪λ∈S+epi (λh)∗ + epi δ∗C = epi f∗ + K,

which proves that epi f∗ + K is weak∗ closed. In other words, (CC) holds and the theorem is
completely proved. ✷

Let us present in the following corollary, some useful results for the forth-coming demonstrations.

Corollary 3.1 Suppose that the condition (CC) holds. Then, for each x∗ ∈ X∗,

(f + δA)∗(x∗) = min
λ∈S+

(f + λh + δC)∗(x∗). (13)

Proof. Let x∗ ∈ X∗. Since (CC) holds, it follows from Theorem 3.1-ii) that λ̄ ∈ S+ and u, v ∈ X∗

exist such that
(f + δA)∗(x∗) = f∗(u) + (λ̄h)∗(v) + δ∗C(x∗ − u − v).

Thus, for each x ∈ X, one gets that

(f + δA)∗(x∗) ≥ (u, x) − f(x) + (v, x) − λ̄h(x) + (x∗ − u − v, x) − δC(x)

≥ (x∗, x) − (f + λ̄h + δC)(x),
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which implies that

(f + δA)∗(x∗) ≥ (f + λ̄h + δC)∗(x∗). (14)

On the other hand, for each λ ∈ S+,

(f + λh + δC)∗(x∗) = sup
x∈C

{(x∗, x) − (f + λh)(x)}

≥ sup
x∈A

{(x∗, x) − (f + λh)(x)}

≥ sup
x∈A

{(x∗, x) − f(x)} = (f + δA)∗(x∗). (15)

Combining (14) and (15), we get that

(f + δA)∗(x∗) = min
λ∈S+

(f + λh + δC)∗(x∗) = (f + λ̄h + δC)∗(x∗),

and the proof is complete. ✷

Note that in the absence of the set constraint ”x ∈ C” (i.e., C = X), characterizations of (CC)
are given in the following corollary, whose proofs are the same as those of Theorem 3.1 and hence,
will be omitted.

Corollary 3.2 Suppose that C = X. The following statements are equivalent:
(i) Condition (CC) holds,
(ii) for each x∗ ∈ X∗, (f + δA)∗(x∗) = min

λ∈X∗

min
u∈X∗

{f∗(u) + (λh)∗(x∗ − u)},
(iii) For each ǫ ≥ 0 and each x̄ ∈ domf ∩ h−1(−S),

∂ǫ(f + δA)(x̄) =
⋃

λ∈S+

⋃

ǫ1,ǫ2≥0
ǫ1+ǫ2=ǫ+λh(x̄)

{∂ǫ1f(x̄) + ∂ǫ2λh(x̄)} .

Let us give now representations of the approximate normal cones to the convex constrained
set A. These representations are useful in optimization problems when one needs to establish the
optimality conditions or the characterization of approximate solutions of the mentioned problems.
Note that this result gives also a characterization of the (FM) constraint qualification for the system
σ. For more details and other results on the approximate normal cones, see [18].

Corollary 3.3 The following statements are equivalent:
(i) The system σ is (FM),
(ii) For each x∗ ∈ X∗,

σA(x∗) = min
λ∈S+

min
u∈X∗

[(λh)∗(u) + δ∗C(x∗ − u)] = min
λ∈S+

[(λh)∗ ⊕ δ∗C ](x∗),

(iii) For any a ∈ A and each ǫ ≥ 0,

Nǫ(A, a) =
⋃

λ∈S+

⋃

ǫ1,ǫ2≥0
ǫ1+ǫ2=ǫ+λh(a)

{∂ǫ1λh(a) + Nǫ2(C, a)} .

Here (λh)∗ ⊕ δ∗C denotes the infimum convolution defined, for any x∗ in X∗ by:

[(λh)∗ ⊕ δ∗C ](x∗) := min
u∈X∗

[(λh)∗(u) + δ∗C(x∗ − u)] .

Proof. Let us consider f ≡ 0. Then, it comes that f∗(0) = 0, domf∗ = {0} and that

epi f∗ + K = {0} × [0,+∞) + K = K.

Since for each ǫ ≥ 0, ∂ǫδA(a) = Nǫ(A, a), the conclusion follows from Theorem 3.1. ✷
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4 Toland-Fenchel-Lagrange duality for DC programs with
convex constraints

Duality results are useful in the study of the primal problems. In particular, for DC programs,
they have been used successfully in building numerical methods for the primal problems (see, for
instance, [3], [4] and references therein).

In this section, we are interested in a dual problem for the DC program (P) called “Toland-
Fenchel-Lagrange” dual problem. This type of dual problem was considered in [28] for problems
of model (P) and in [29] for DC programs with a finite DC constraints. It is, in some sense,
a “combination” of Toland dual problem (for DC problem) in [32], Fenchel and Lagrange dual
problems (see [8, 9, 23]). We propose several duality results of this type for (P) which extend
Laghdir’s one in [28]. As consequences of these results, we obtained various corresponding results
for convex programs which go back, and in some cases extend, the Fenchel-Lagrange duality or
Lagrange duality results in [8], [9], [23], and [17]. So, “Toland-Fenchel-Lagrange” duality serves as
a generalization of these types of dual problems to DC programs.

4.1 Toland-Fenchel-Lagrange duality for DC programs

In this section, we are interested in the duality results for the DC problem (P) given by:

(P) inf (f(x) − g(x))
subject to x ∈ C, h(x) ∈ −S.

Let us consider this first result. Then, other forms of duality would be derived from this one.

Theorem 4.1 (Toland-Fenchel-Lagrange duality) Suppose (CC) holds, then

inf(P ) = inf
x∗∈X∗

max
λ∈S+

{g∗(x∗) − (f + λh + δC)∗(x∗)} .

Proof. Thanks to the Toland dual theorem recalled in Lemma 2.1,

inf(P ) = inf
x∈X

(f + δA − g)(x) = inf
x∗∈X∗

{g∗(x∗) − (f + δA)∗(x∗)} . (16)

Since (CC) holds, it follows from Corollary 3.1 that

(f + δA)∗(x∗) = min
λ∈S+

(f + λh + δC)∗(x∗).

This equality and (16) lead to

inf(P ) = inf
x∗∈X∗

{g∗(x∗) − (f + δA)∗(x∗)} .

= inf
x∗∈X∗

max
λ∈S+

{g∗(x∗) − (f + λh + δC)∗(x∗)} ,

which completes the proof. ✷

Theorem 4.1 was proved in [29]-Corollary 4.1 (p. 666) where C = X, h = (g1, g2, ..., gm) and gi,
i = 1, 2, ...,m are extended real-valued convex functions and under Slater constraints qualification.
Other forms of strong Toland-Fenchel-Lagrange duality are given in the following theorem.

Theorem 4.2 (Toland-Fenchel-Lagrange duality) Suppose that the condition (CC) holds, then

inf(P ) = inf
x∗∈X∗

{

max
λ∈S+

max
u,v∈X∗

{g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v)}
}

, (17)

inf(P ) = inf
x∗∈X∗

{

max
λ∈S+

max
u∈X∗

{g∗(x∗) − f∗(u) − (λh + δC)∗(x∗ − u)}
}

, (18)

inf(P ) = inf
x∗∈X∗

{

max
λ∈S+

max
u∈X∗

{g∗(x∗) − (f + δC)∗(u) − (λh)∗(x∗ − u)}
}

. (19)
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Proof. Since (CC) holds, by Theorem 3.1, for each x∗ ∈ X∗,

(f + δA)∗(x∗) = min
λ∈S+

min
u,v∈X∗

(f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v)) . (20)

Combining (16) and (20), we get that

inf(P ) = inf
x∗∈X∗

{g∗(x∗) − (f + δA)∗(x∗)}

= inf
x∗∈X∗

{

g∗(x∗) − min
λ∈S+

min
u,v∈X∗

(f∗(u) + (λh)∗(v) + δ∗C(x∗ − u − v))

}

= inf
x∗∈X∗

{

max
λ∈S+

max
u,v∈X∗

{g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v)}
}

.

The equality (17) has been proved and similarly, we get (18) and (19) ✷

When the set constraint is absent (i.e., C = X), we get

Corollary 4.1 Assume that C = X and that the condition (CC) holds, then

inf(P ) = inf
x∗∈X∗

{

max
λ∈S+

max
u∈X∗

{g∗(x∗) − f∗(u) − (λh)∗(x∗ − u)}
}

.

Proof. The proof is similar to Theorem 4.2 one, by using Corollary 3.2 instead of Theorem 3.1. ✷

Example 4.1. Consider the following problem (E1):

(E1) inf
(

x2
1 − x2 −

√

x2
1 + x2

2

)

subject to x = (x1, x2) ∈ R
2, x1 + x2 ≤ 0.

Let f(x) = x2
1 − x2, g(x) =

√

x2
1 + x2

2, X = R
2, C = X, Z = R, S = S+ = R+, h(x) = x1 + x2.

It is clear that f , g are convex, continuous functions on R
2, while h is S-convex and continuous.

Then (E1) has the form of (P).
For each u = (u1, u2) ∈ R

2, one has that

f∗(u) = sup
x∈R2

(u1x1 + u2x2 − x2
1 + x2) =

{

u2
1

4 if u2 = −1,
+∞ if u2 6= −1.

For each v = (v1, v2) ∈ R
2 and λ ∈ S+ = R+, it comes that

(λh)∗(v) = sup
x∈R2

(v1x1 + v2x2 − λx1 − λx2) =

{

0 if v1 = v2 = λ,
+∞ otherwise.

For each a = (a1, a2) ∈ R
2, one gets that

g∗(a) = supx∈R2

(

a1x1 + a2x2 −
√

x2
1 + x2

2

)

≤ supx∈R2

(

√

a2
1 + a2

2 − 1
)

√

x2
1 + x2

2.

(the last inequality follows from the Cauchy-Bunhiakovski’s inequality). This implies that

g∗(a) =

{

0 if a2
1 + a2

2 ≤ 1,
+∞ if a2

1 + a2
2 > 1.

Therefore,

epi f∗ + ∪λ∈S+epi h∗ = {(u1 + λ, λ − 1,
u2

1

4
+ r)| u1 ∈ R, (λ, r) ∈ R

2
+},

9



which is a closed subset of R
3. By Corollary 4.1, we get that

inf(E1) = inf
a2
1+a2

2≤1

(a1,a2)∈R
2

max
a2−λ=−1

λ≥0

− (a1 − λ)2

4
= inf

a2
1+a2

2≤1

(a1,a2)∈R
2

− (a1 − a2 − 1)2

4
.

Note that

|a1 − a2 − 1| ≤ |a1 − a2| + 1 ≤
√

2
√

a2
1 + a2

2 + 1.

Therefore, inf(E1) = − (
√

2+1)2

4 and the infimum in the right hand side of the last equality is attained
at a1 = −1√

2
, a2 = 1√

2
.

It is worth observing that the conclusions of Theorems 4.1 and 4.2-(17) were established in [28]
(Propositions 4.1, 4.2, 4.3 and Corollary 4.1) with the assumptions that f is continuous at one point
in C and either

(α) x̄ ∈ C exists such that h(x̄) ∈ −intS (Slater constraint qualification),
or
(β) R+[S + h(domf ∩ C)] is a closed subspace.
Let us remind (see [23]) that if the Slater condition (α) holds, then σ is (FM). Thus, with the

fact that f is continuous at one point in C, it comes that (CC) holds.
Let us see in the next corollary that the same conclusion holds with the assumption (β).

Corollary 4.2 If f is continuous at some point in C and R+[S +h(domf ∩C)] is a closed subspace
of Z then (CC) holds.

Proof. Assume that the hypothesis of the corollary holds. Let x∗
0 ∈ X∗ be arbitrary and set g = x∗

0.
Since g∗(x∗

0) = 0 if x∗ = x∗
0 and g∗(x∗) = +∞ else, it comes from [28]-Corollary 4.1, that

inf(P ) = inf
x∗∈X∗

{

max
λ∈S+

max
u,v∈X∗

{g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v)}
}

= max
λ∈S+

max
u,v∈X∗

{−f∗(u) − (λh)∗(v) − δ∗C(x∗
0 − u − v)} .

Observe that inf(P ) = infx∈A{f(x) − (x∗
0, x)} = −(f + δA)∗(x∗

0). Therefore,

(f + δA)∗(x∗
0) = min

λ∈S+
min

u,v∈X∗

{f∗(u) + (λh)∗(v) + δ∗C(x∗
0 − u − v)} .

Since the last equality holds for all x∗
0 ∈ X∗, (CC) follows from Theorem 3.1. ✷

Corollary 4.2 gives a sufficient condition to (CC). It is not a necessary one, as the following
simple example shows.
Example 4.2. Consider the simple case when X = R, C = [−1, 1], S = R+, f(x) := x, g(x) ≡ 0,
and h(x) = max{0, x}. Then, for a ∈ R and λ ∈ R+, we have that (δC)∗(a) = |a| and that

f∗(a) =

{

0 if a = 1,
+∞ if a 6= 1,

(λh)∗(a) =

{

0 if a ∈ [0, λ],
+∞ if a /∈ [0, λ].

Then, epif∗ +
⋃

λ∈R+
(λh)∗ + epiδ∗C = {1} × R+ + R+ × R+ + epi |.| is a closed subset of R

2 while

R+[R+ + h(domf ∩ C)] = R+[R+ + h(R)] = [0,+∞) is not a closed subspace of R.

4.2 Duality for convex programs

Let us derive in this section results about the convex case from the DC one. In order to, consider
the convex program:

(Q) inf f(x)
subject to x ∈ C, h(x) ∈ −S.

Then, the problem (Q) is a special case of (P), where g ≡ 0.
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Lagrange duality.
Let us recall that the Lagrange duality form such a problem is given by

(LDQ) sup
λ∈S+

{

inf
x∈C

(f + λh)(x)

}

.

Then, we find the strong duality for the Lagrange dual problem, as established recently in [16].

Corollary 4.3 (Lagrange duality) Suppose that (CC) holds, then the Lagrange strong duality
holds for (Q), that is,

inf(Q) = max
λ∈S+

{

inf
x∈C

(f + λh)(x)

}

(21)

(the Problem (LDQ) is solvable).

Proof. Note that if g ≡ 0 then g∗(0) = 0 and g∗(x∗) = +∞ if x∗ ∈ X∗ \ {0}. Since (CC) holds, by
Theorem 4.1, applied to the case where g ≡ 0, we get

inf(Q) = maxλ∈S+{−(f + λh + δC)∗(0)}
= maxλ∈S+ {− supx∈C{−f(x) − λh(x)}}
= maxλ∈S+ {infx∈C(f(x) + λh(x))} .

(22)

The proof is complete. ✷

Fenchel-Lagrange duality.
The Fenchel-Lagrange dual problem of (Q) is defined by [8]:

(FLDQ) max
λ∈S+

max
u,v∈X∗

{−f∗(u) − (λh)∗(v) − δ∗C(−u − v)} .

As a consequence of Theorem 4.2, we get the following strong Fenchel-Lagrange duality result for
(Q).

Corollary 4.4 (Fenchel-Lagrange duality) Suppose that (CC) holds, then the strong duality
holds between (Q) and (FLDQ), i.e.:

inf(Q) = max
λ∈S+

max
u,v∈X∗

{−f∗(u) − (λh)∗(v) − δ∗C(−u − v)} .

Proof. Let g ≡ 0. Since g∗(0) = 0 and g∗(x∗) = +∞ if x∗ ∈ X∗ \ {0}, the results follows from the
first assertion of Theorem 4.2. ✷

The Fenchel-Lagrange strong duality result given in Corollary 4.4 was established in [8] (see also
[7]) under the assumptions that: X = R

n, h = (h1, h2, · · · , hm), hi : R
n −→ R convex (S = R

m
+ )

and under the Slater constraint qualification condition stating that riC ∩ ri(domf) 6= ∅. Moreover,
it was supposed that x′ ∈ riC ∩ ri(domf) exists such that hi(x

′) < 0, i = 1, 2, ...,m. Again, if f is
continuous at some point in A, since the condition (CC) holds if (FM) is assumed, our condition is
strictly weaker than the Slater’s one (see [23]).

Let us present in the following corollary, other forms of Fenchel-Lagrange duality. The first one
was established recently in [9] with: X, Z Banach spaces, f a continuous convex function and g a
S-convex, continuous mapping.

Corollary 4.5 (Fenchel-Lagrange duality) Suppose that (CC) holds, then

inf(Q) = maxλ∈S+ maxu∈X∗ {−f∗(u) − (λh + δC)∗(−u)} ,
inf(Q) = maxλ∈S+ maxu∈X∗ {−(f + δC)∗(u) − (λh)∗(−u)} .

Proof. This is a direct consequence of Theorem 4.2 (see (18) and (19)) by letting g ≡ 0. ✷
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5 Generalized Farkas lemmas

Let us use the duality results obtained in the previous section to derive generalized Farkas lemmas
in dual forms for systems involving convex and DC functions. All the assumptions on the functions
f, g, the mapping h, the spaces X, Z, the cone S and the subset C are as in Section 1.

Theorem 5.1 (Farkas lemma) Suppose that (CC) holds and that α ∈ R. Then, the following
statements are equivalent:

(i) x ∈ C, h(x) ∈ −S =⇒ f(x) − g(x) ≥ α,

(ii) For each x∗ ∈ X∗, there exist λ ∈ S+, u ∈ X∗ such that

g∗(x∗) − f∗(u) − (λh + δC)∗(x∗ − u) ≥ α,

(iii) For each x∗ ∈ X∗, there exist λ ∈ S+, u ∈ X∗ such that

g∗(x∗) − (f + δC)∗(u) − (λh)∗(x∗ − u) ≥ α,

(iv) For each x∗ ∈ X∗, there exist λ ∈ S+, u, v ∈ X∗ such that

g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v) ≥ α.

Proof. [(i) ⇒ (iv)] Suppose that (i) holds, then inf(P ) ≥ α. Since (CC) holds, Theorem 4.2 leads
to

inf(P ) = inf
x∗∈X∗

max
λ∈S+

max
u,v∈X∗

{g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v)} . (23)

Then, for each x∗ ∈ X∗, there exist λ ∈ S+ and u, v ∈ X∗ such that

g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v) ≥ inf(P ) ≥ α,

which proves (iv).
[(iv) ⇒ (i)] Suppose that (iv) holds. Then, for each x∗ ∈ X∗, there exist λ ∈ S+ and u ∈ X∗,

such that g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v) ≥ α. This implies that

max
λ∈S+

max
u∈X∗

(g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v)) ≥ α.

Therefore, it comes that

inf
x∗∈X∗

max
λ∈S+

max
u,v∈X∗

(g∗(x∗) − f∗(u) − (λh)∗(v) − δ∗C(x∗ − u − v)) ≥ α.

Since (CC) holds, the strong duality holds (Theorem 4.2), we get that inf(P ) ≥ α, which means
that (i) holds.

The equivalence between (i), (ii), and (iii) follows from the same argument as in the proof of the
equivalence between (i) and (iv), using (18) or (19) instead of (23). ✷

Let us have a look at the convex systems. As a consequence of Corollaries 4.4 and 4.5, we get
the following generalized versions of Farkas lemma.

Corollary 5.1 (Farkas lemma for convex systems) Suppose that (CC) holds and α ∈ R. Then,
the following statements are equivalent:

(i) x ∈ C, h(x) ∈ −S =⇒ f(x) ≥ α,
(ii) There exist λ ∈ S+, u ∈ X∗ such that

−f∗(u) − (λh + δC)∗(−u) ≥ α,

(iii) There exist λ ∈ S+, u ∈ X∗ such that

−(f + δC)∗(u) − (λh)∗(−u) ≥ α,

(iv) There exist λ ∈ S+, u, v ∈ X∗ such that

−f∗(u) − (λh)∗(v) − δ∗C(−u − v) ≥ α.
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Proof. The proof is quite similar to that of Theorem 5.1. Here, Corollaries 4.4 and 4.5 are used
instead of Theorem 4.2. ✷

Let us mention that the equivalence between (i) and (ii) in Corollary 5.1 was proved in [8]-Theorem
4.1 (p. 545) under the assumptions: X = R

n, α = 0, h = (h1, h2, · · · , hm) where hi : R
n −→ R

convex (S = R
n
+) and under the Slater constraint qualification condition. In [8], a convex problem

with X = R
n, gi(x) ≤ 0 for all i ∈ I (possibly infinite set) was considered as well. A version of

Farkas lemma was proved. It is similar to the equivalence of (i) and (ii) in Corollary 5.1, but without
showing explicitly the existence of “λ ∈ S+” (Theorem 5.2, page 549). Note that such a problem
can be reduced to the model (Q) by letting h : R

n → R
I with h(x) = (hi(x))i∈I and S = R

I
+ (see

[15, 16]). For more versions of Farkas lemma involving convex and DC functions, see [18].

6 Optimality condition for DC programs with convex con-
straints

In this section, we will establish necessary and sufficient conditions for global optimality for the
problem (P).

Theorem 6.1 Let x̄ ∈ A ∩ domf and assume that the condition (CC) holds. Then, x̄ is a global
solution of (P) if and only if for each ǫ ≥ 0 and each x∗ ∈ ∂ǫg(x̄), there exist λ ∈ S+ and ǫ1, ǫ2, ǫ3 ≥ 0
such that ǫ1 + ǫ2 + ǫ3 = ǫ + λh(x̄) and

x∗ ∈ ∂ǫ1f(x̄) + ∂ǫ2(λh)(x̄) + Nǫ3(C, x̄). (24)

In particular, if x̄ ∈ A is a solution of (P), then, for each x∗ ∈ ∂g(x̄), λ ∈ S+ exists such that
x∗ ∈ ∂f(x̄) + ∂(λh)(x̄) + N(C, x̄) and λh(x̄) = 0.

Proof. It is clear that Problem (P) can be written in the form:

(P
′
) inf

x∈X
[(f + δA)(x) − g(x)].

By Lemma 2.2, x̄ is a global solution of (P) if and only if for each ǫ ≥ 0,

∂ǫg(x̄) ⊂ ∂ǫ(f + δA)(x̄).

Since (CC) holds, it follows from Theorem 3.1 that

∂ǫ(f + δA)(x̄) =
⋃

λ∈S+

⋃

ǫ1,ǫ2,ǫ3≥0
ǫ1+ǫ2+ǫ3=ǫ+λh(x̄)

{∂ǫ1f(x̄) + ∂ǫ2λh(x̄) + Nǫ3(C, x̄)} .

Thus, x̄ is a global solution of (P) if and only if for each ǫ ≥ 0,

∂ǫg(x̄) ⊂
⋃

λ∈S+

⋃

ǫ1,ǫ2,ǫ3≥0
ǫ1+ǫ2+ǫ3=ǫ+λh(x̄)

{∂ǫ1f(x̄) + ∂ǫ2λh(x̄) + Nǫ3(C, x̄)} ,

which means that for each x∗ ∈ ∂ǫg(x̄), there exists λ ∈ S+ and ǫ1, ǫ2, ǫ3 ≥ 0 such that ǫ1 +ǫ2 +ǫ3 =
ǫ + λh(x̄) and x∗ ∈ ∂ǫ1f(x̄) + ∂ǫ2(λh)(x̄) + Nǫ3(C, x̄). The first assertion is proved.

Now, if x̄ ∈ A is a solution of (P), then λh(x̄) ≤ 0 (as λ ∈ S+ and x̄ ∈ A). So, if λ ∈ S+ and
ǫ1, ǫ2, ǫ3 ≥ 0 satisfying ǫ1 + ǫ2 + ǫ3 = λh(x̄), then ǫ1 = ǫ2 = ǫ3 = λh(x̄) = 0. The last assertion
follows from the previous observation and the first assertion of the theorem with ǫ = 0. ✷

Example 6.1. Consider the problem

(E2) inf [(x4 + x) − x2]
subject to x ∈ [−1; 1], max(0,−x) ≤ 0.
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Let f(x) = x4 + x, g(x) = x2, h(x) = max(0,−x), X = X∗ = R, C = [−1; 1], Z = Z∗ = R and
S = S+ = R+. It is obvious that f , g are continuous convex functions and that h is continuous and
S-convex. The Problem (E2) has the form of (P).

It is easy to see that for λ ∈ S+ = R+ and a ∈ R, we have that

(λh)∗(a) = sup
x∈X

[(a, x) − (λh)(x)] =

{

0 if a ∈ [−λ, 0],
+∞ otherwise.

Thus epi (λh)∗ = [−λ; 0] × R+ and hence, ∪λ∈S+epi (λh)∗ = R− × R+.
On the other hand, it is clear that epi δ∗C = epi |.|. We have that

∪λ∈S+epi (λh)∗ + epi δ∗C = {(x, y)| x ≤ 0, y ≥ 0} ∪ {(x, y)| y ≥ x ≥ 0}

is a closed subset of R
2. Since f is continuous on R, epi f∗ + ∪λ∈S+epi (λh)∗ + epi δ∗C is closed in

R
2, which means that (CC) holds for the Problem (E2).

Let us consider ǫ, ǫ1, ǫ2, ǫ3 ≥ 0 and λ ∈ R+ then, we have that

∂ǫg(0) = [−2
√

ǫ, 2
√

ǫ], ∂ǫ1f(0) =

[

1 − 4
4

√

ǫ3
1

27 , 1 + 4
4

√

ǫ3
1

27

]

,

∀λ ∈ S+, ∂ǫ2λh(0) = [−λ, 0] and Nǫ3(C, 0) = [−ǫ3, ǫ3].

Choose ǫ1 = ǫ2 = 0, ǫ3 = ǫ and λ ≥ 0 satisfying −2
√

ǫ ≥ 1− λ− ǫ. Since ǫ + 1 ≥ 2
√

ǫ, we have that

∂ǫg(0) = [−2
√

ǫ,−2
√

ǫ]
⊂ [1 − λ − ǫ, 1 + ǫ] = {1} + [−λ, 0] + [−ǫ, ǫ]
= ∂ǫ1f(0) + ∂ǫ2(λh(0) + Nǫ3(C, 0).

By Theorem 6.1, x̄ = 0 is a global solution of (E3).

By taking g ≡ 0 in Theorem 6.1, we will get an optimality condition for the convex Problem (Q)
considered in Section 4.

Corollary 6.1 Suppose that (CC) holds and that x̄ ∈ A. Then, x̄ is a (global) solution of (Q) if
and only if there exists λ ∈ S+ such that

0 ∈ ∂f(x̄) + ∂(λh)(x̄) + N(C, x̄), λh(x̄) = 0. (25)

Proof. Necessity. Suppose that x̄ is an optimal solution of (Q). Theorem 6.1 with g ≡ 0 and with
ǫ = 0 ensures the existence of λ ∈ S+, such that (25) holds. Then, the condition λh(x̄) = 0 follows
from an argument similar to the last part of the proof of Theorem 6.1.

Sufficiency. Suppose that there exists λ ∈ S+ such that (25) holds. Then we can find u ∈ ∂f(x̄),
v ∈ ∂(λh)(x̄) and w ∈ N(C, x̄) such that u + v + w = 0. By definition of subdifferentials of convex
functions,

f(x) − f(x̄) ≥ (u, x − x̄) ∀x ∈ X,

λh(x) − λh(x̄) ≥ (v, x − x̄) ∀x ∈ X,

0 ≥ (w, x − x̄) ∀x ∈ C.

Since λh(x̄) = 0, these inequalities imply that f(x) + λh(x)− f(x̄) ≥ 0, for all x ∈ C. Note that for
all x ∈ A, λh(x) ≤ 0. Combining these facts, we get f(x) ≥ f(x̄) for all x ∈ A, which means that x̄
is a solution of (Q). ✷

The optimality condition given in Corollary 6.1 was established in [27]. It was also established
in [11, 23, 24] by assuming that X was a Banach space, σ was (FM) and either f was continuous, or
C = X, or epi f∗ + clK was weak∗-closed. In [14], this optimality condition was also proved under
the assumption that f was continuous at one point in C, h was sequentially l.s.c. and R+[S +h(C)]
was a closed subspace. In either of the cases, (CC) holds. Similar assumptions were imposed in
[16], when dealing with the convex infinite problems to get the same kind of optimality condition
for this class of problems.
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Let us consider now the problem of maximizing a convex function under convex constraints.

(CMP) sup p(x)
subject to x ∈ C, h(x) ∈ −S,

where X, C, S, h are as in the previous sections and p : X → R∪{+∞} is a proper, l.s.c. and convex
function.

It is clear that if x̄ ∈ A is a (global) solution of the problem (CMP), then it is a solution of the
problem (CMP1) below.

(CMP1) inf −p(x)
subject to x ∈ C, h(x) ∈ −S.

As a direct consequence of Theorem 6.1, we get:

Corollary 6.2 Suppose that σ is (FM) and that x̄ ∈ A. Then, x̄ is a global solution of (CMP)
if and only if for each ǫ ≥ 0 and each x∗ ∈ ∂ǫp(x̄), there exist λ ∈ S+ and ǫ1, ǫ2 ≥ 0 such that
ǫ1 + ǫ2 = ǫ + λh(x̄) and

x∗ ∈ ∂ǫ1(λh)(x̄) + Nǫ2(C, x̄). (26)

In particular, if x̄ ∈ A is a solution (CMP), then for each x∗ ∈ ∂g(x̄), there exists λ ∈ S+ such that
x∗ ∈ ∂(λh)(x̄) + N(C, x̄) and λh(x̄) = 0.

7 An application: DC programs with semi-definite constraints

In this section, as an application of the results presented in the previous sections, we derive some
results on the duality and optimality conditions for a class of DC programs with semi-definite
constraints. When g ≡ 0, it reduces to a convex program with semi-definite constraints. Many
real problems lead to mathematical models such as, finding the distance between two polyhedra,
or convex quadratic optimization problems with semi-definite constraints (see [6] and [10]). In this
case, the results cover some known results proved recently in [24, 26].

Consider the DC program with a semi-definite constraint:

(SDP) inf
[

f(x) − g(x)
]

subject to x ∈ C, F0 +
∑m

i=1 xiFi � 0

where C is a closed convex subset of X = R
m, f, g : R

m → R are convex functions, Fi ∈ Sn, where
Sn is the space of symmetric (n×n)-matrices. Here � denotes the Löwer partial order of Sn, that is,
for M,N ∈ Sn, M � N means that M −N is a positive semi-definite matrix. Sn will be considered
as a vector space with the trace inner product defined by (M,N) := Tr[MN ], where Tr[.] is the
trace operation. Let S = {M ∈ Sn | M � 0} be the closed convex cone of positive semi-definite
(n × n)-matrices. Then S+ = S and M ∈ S if and only if Tr[ZM ] ≥ 0 for all Z ∈ S. The feasible
set of (SDP) is A = {x ∈ X | x ∈ C, F0 +

∑m

i=1 xiFi � 0}. For each x ∈ R
m and Z ∈ Sn, let us

denote by F (x) = F0 +
∑m

i=1 xiFi, F̂ (x) =
∑m

i=1 xiFi and F̂ ∗(Z) = (Tr[F1Z], . . . , T r[FmZ]).
Then the Problem (SDP) can be rewritten in the form of (P) as follows:

(SDP1) inf
[

f(x) − g(x)
]

subject to x ∈ C,−F (x) ∈ −S.

Note that for each Z ∈ S and u ∈ R
m, we have that

(−ZF )∗(u) = sup
x∈Rm

{(u, x) + (Z,F (x))}

= sup
x∈Rm

{

(u, x) +
m

∑

i=1

xiTr[ZFi] + Tr[ZF0]

}

= Tr[ZF0] + sup
x∈Rm

(u + F̂ ∗(Z), x).
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Therefore,

(−ZF )∗(u) =

{

Tr[ZF0] if u = −F̂ ∗(Z),

+∞ if u 6= −F̂ ∗(Z).

Consequently, for all Z ∈ S, one gets that epi (−ZF )∗ = (−F̂ ∗(Z), T r[ZF0]) + {0} × R+ and the
set K defined by (1) corresponding to the system σ∗ := {x ∈ C,−F (x) ∈ −S} becomes

⋃

Z∈S, r≥0

(−F̂ ∗(Z), T r[ZF0] + r) + epiδ∗C .

So, the system σ∗ is (FM) if and only if this set is closed. Note also that when C = X, the condition
(FM) for σ∗ reads as: the set

⋃

Z∈S, r≥0(−F̂ ∗(Z), Tr[ZF0] + r) is closed in R
m+1. This condition

(where C = X) was introduced in [30] and then was used in [24]. The corresponding condition with
the presence of the closed convex set C, was introduced in [26]. As a consequence of Theorems 4.1
and 4.2, we get

Theorem 7.1 Assume that σ∗ is (FM), then the following assertions holds.

inf(SDP ) = inf
x∗∈Rm

{

max
Z∈S

max
u∈Rm

{g∗(x∗) − f∗(u) − δ∗C(x∗ − u + F̂ ∗(Z)) − Tr[ZF0]}
}

, (27)

inf(SDP ) = inf
x∗∈Rm

{

max
Z∈S

{g∗(x∗) − (f + δC)∗(x∗ + F̂ ∗(Z)) − Tr[ZF0]}
}

. (28)

Proof. Since σ∗ is (FM) and as f is continuous, (CC) holds and Theorem 4.1 leads to

inf(SDP1) = inf
x∗∈X∗

{

max
Z∈S+

max
u,v∈X∗

{g∗(x∗) − f∗(u) − (−ZF )∗(v) − δ∗C(x∗ − u − v)}
}

= inf
x∗∈Rm

{

max
Z∈S

max
u∈Rm

{g∗(x∗) − f∗(u) − Tr[ZF0] − δ∗C(x∗ − u + F̂ ∗(Z))}
}

.

Since inf(SDP ) = inf(SDP1), (27) has been proved.
Similarly, it follows from Theorem 4.2 that

inf(SDP1) = inf
x∗∈X∗

max
Z∈S+

{g∗(x∗) − (f − ZF + δC)∗(x∗)}. (29)

Since ZF (.) is continuous (Z ∈ S), for each x∗ ∈ X∗ = R
m we have that

(f − ZF + δC)∗(x∗) = min
u∈Rm

{(f + δC)∗(x∗ − u) + (−ZF )∗(u)}

= (f + δC)∗(x∗ + F̂ ∗(Z)) + Tr[ZF0]. (30)

The equality (28) now follows from (29) and (30). ✷

Corollary 7.1 If C = X and the set
⋃

Z∈S, r≥0(−F̂ ∗(Z), T r[ZF0] + r) is closed, then

inf(SDP ) = inf
x∗∈Rm

{

max
Z∈S

{g∗(x∗) − f∗(x∗ + F̂ ∗(Z)) − Tr[ZF0]}
}

.

We now give an optimality condition for (SDP).

Theorem 7.2 For the Problem (SDP), assume that σ∗ is (FM). Then, x̄ ∈ A is a global solution
of (SDP) if and only if for each ǫ ≥ 0 and each x∗ ∈ ∂ǫg(x̄), there exist Z ∈ S and ǫ1, ǫ2 ≥ 0 such
that ǫ1 + ǫ2 = ǫ − Tr[ZF (x̄)] and

x∗ + F̂ ∗(Z) ∈ ∂ǫ1f(x̄) + Nǫ2(C, x̄). (31)

In particular, if x̄ ∈ A is a global solution of (SDP), then for each x∗ ∈ ∂g(x̄) there exists Z ∈ S
such that

x∗ + F̂ ∗(Z) ∈ ∂f(x̄) + N(C, x̄) and Tr[ZF (x̄)] = 0.
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Proof. We first observe that since f is continuous, the condition (CC) holds. Suppose that x̄ is a
global solution of (SDP). Then, by Theorem 6.1, for each ǫ ≥ 0 and each x∗ ∈ ∂ǫg(x̄), there exist
Z ∈ S+ and ǫ′1, ǫ

′
2, ǫ

′
3 ≥ 0 such that ǫ′1 + ǫ′2 + ǫ′3 = ǫ − Tr[ZF (x̄)] and

x∗ ∈ ∂ǫ′
1
f(x̄) + Nǫ′

2
(C, x̄)) + ∂ǫ′

3
(Z,F (x̄)).

Note that ∂ǫ′
3
(−ZF (x̄)) = ∂(−ZF (x̄)) = −F̂ ∗(Z) and that ∂ǫ′

1
f(x̄) ⊂ ∂ǫ′

1
+ǫ′

3
f(x̄). So, if we set

ǫ1 = ǫ′1 + ǫ′3, and ǫ2 = ǫ′2, then it comes that

x∗ ∈ ∂ǫ1f(x̄) + Nǫ2(C, x̄) − F̂ ∗(Z) and ǫ1 + ǫ2 = ǫ − Tr[ZF (x̄)].

The necessary condition is proved. The sufficiency condition follows from Theorem 6.1 and a from
similar argument the previous one. ✷

When g ≡ 0, Problem (SDP) becomes the convex semi-definite problem of the form

(CSDP) inf f(x)
subject to x ∈ C, F0 +

∑m

i=1 xiFi � 0

Corollary 7.2 Assume that σ∗ is (FM). Then

(i) inf(CSDP ) = max
Z∈S

max
u∈Rm

{−f∗(u) − δ∗C(−u + F̂ ∗(Z)) − Tr[ZF0]}.

(ii) inf(CSDP ) = max
Z∈S

inf
x∈C

{f(x) − Tr[ZF (x)]}.

Proof. We give a proof for (ii) only. The proof of the equality (i) is quite similar. Taking g ≡ 0 in
Theorem 7.1, we get that

inf(CSDP ) = max
Z∈S

{−(f + δC)∗(F̂ ∗(Z)) − Tr[ZF0]}

= max
Z∈S

{ inf
x∈X

(f + δC)(x) − (F̂ ∗(Z), x) − Tr[ZF0]}

= max
Z∈S

inf
x∈C

{f(x) −
∑

1≤i≤m

xiTr[ZFi] − Tr[ZF0]}

= max
Z∈S

inf
x∈C

{f(x) − Tr[ZF (x)]}.

The proof is complete. ✷

The following corollary gives an optimality condition for (CSDP), which is a direct consequence
of Theorem 7.2 and hence, its proof will be omitted.

Corollary 7.3 Assume that σ∗ is (FM), then a point x̄ ∈ A is a solution of (CSDP) if and only if
there exists Z ∈ S such that

F̂ ∗(Z) ∈ ∂f(x̄) + N(C, x̄), T r[ZF (x̄)] = 0.

Note that the assertion (ii) in Corollary 7.2 is nothing else than the strong Lagrange duality
for the problem (CSDP) and the optimality condition given in Corollary 7.3 was established in [17]
(Corollary 4.1) where C = X.
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