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PSEUDODIFFERENTIAL MULTI-PRODUCT REPRESENTATION OF THE S OLUTION
OPERATOR OF A PARABOLIC EQUATION

HIROSHI ISOZAKI AND JEROME LE ROUSSEAU

AssTrACT. By using a time slicing procedure, we represent the saiubiperator of a second-order parabolic
pseudodierential equation oRR" as an infinite product of zero-order pseudtatiential operators. A similar
representation formula is proven for paraboliffetiential equations on a compact Riemannian manifold. Each
operator in the multi-product is given by a simple explicitsatz. The proof is based on affieetive use of the
Weyl calculus and the Ferman-Phong inequality.

Keywords: Parabolic equation; Pseudé@rential initial value problem; Weyl quantization; Infimiproduct
of operators; Compact manifold.

AMS 2000 subject classification: 35K15, 35510, 47G30, 58]J38J40.

1. INTRODUCTION AND NOTATION

We begin with recalling standard notation for the calculfigpseudodiferential operatorsyDOS).
Throughout the article, we shall most often use spaces dfagjleymbols; a functiom € ¢°(R" x RP)
is in SM(R" x RP) if for all multi-indicesa, S there exist<,z > 0 such that

(1.1) 050¢a(X, )l < Cop O™ ¥, xR, £€RP, (&) 1= (1+ )2
We write S™ = S™(R" x R"). ¢DOs of ordem, in Weyl quantization, are formally given by (sde [H3r79]
or [Hor8%, Chapter 18.5])
OP'(@)u() = a"(x. DJu() = (20)" [ € Wal(x+y)/2Hu dyck. ue 7R,
We denote byP™(R"), or simply by¥™, the space of suchiDOs of ordem.

We consider a second-ordgbO defined by the Weyl quantization gfx, £). Assuming uniform ellip-
ticity and positivity forq(x, £), we study the following parabolic Cauchy problem

(1.2) du+ag(t,x,Dy)u=0, O0<t<T,

(1.3) U ft=0 = Uo,

for ug in L?(R") or in some Sobolev space. The solution operator of this Bapecoblem is denoted by
Uu,t),0<t <t <T. Here, we are interested in providing a representatiod (®f, t) in the form of a
multi-product ofyDOs.

Such arepresentation is motivated by the results of thenskesathor in the case of hyperbolic equations

[Ee 0d,[Le 0F]. If the symbot is only a function of, the solution of [(T]2)4(1] 3) is simply given by means
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2 HIROSHI ISOZAKI AND JEROME LE ROUSSEAU

of Fourier transformations as

ut ) = @) " [[ € roe 0 uy) dy ae.
Following [Le 06], we then hope to have a good approximatibno(t x), for smallt, in the case wherg
depends also on bottandx:

u(t, )() ~ (271-)—“ ffei(x—y,-f)e—tQ(O,(x+y)/2,§) u(y) dy CE = p‘(/;/,o)(x’ Dx)u(x),

wherepg: py(x, &) 1= e ""ax) 0 <t < t” < T, which is inS°. The infinitesimal approximation we
introduce is thus of pseuddtirential nature (as opposed to Fourier integral operatotiseé hyperbolic
case [Le 06)).
With such an infinitesimal operator, by iterations, we amnthed to introducing the following multi-
product ofyyDOs to approximate the solution operatft’, t) of the Cauchy problenm.ZE_.S):
p‘(’tvyo)(x, Dy) if 0<t<t®d,

1
(W‘B,t = i
B 0y (% D) [Pl iy 06 D) iF 100 <t < ted),
i=k

wherep = (t© @), tN)} is a subdivision of [0T] with 0 = t@ < t® < ... <t™) = T, It should be
noted that in generqj‘(’}’,,,t,)(x, Dy), t’ < t”, does not have semi-group properties.

In [], for the hyperbolic case, the standard quantirais used for the equation and for the ap-
proximation Ansatz. However, in the present parabolic ¢hiseapproach fails (see Rem2.7 below).
Instead, the choice of Weyl quantization yields convergeasults of the Ansat#/y; ; comparable to those
in [,]. The convergence 6y ; to the solution operatdd (t, 0) is shown in operator norm with
an estimate of the convergence rate depending on the (Hakgularity ofq(t, x, &) w.r.t. the evolution
parametet. See Theorerh 3.8 in Sectifh 3 below for a precise statement.

Such a convergence result thus yields a representatiorecfafution operator of the Cauchy problem
(E)—) by an infinite multi-product afDOs. The result relies (i) on the proof of the stability of
the multi-productWp; asN = [B| grows toco (Propositiol) and (ii) on a consistency estimate that
measures the infinitesimal error made by replatirig, t) by pztv,,t)(x, Dy) (Propositio). The stability in
fact follows from a sharp Sobolev-norm estimate ;ﬁq[t)(x, Dy) (see Theorer@.Z): fa e R, there exists
C > 0 such that

(1.4) 1D (% Do)llesy < 1+ C(t —1).

The Feferman-Phong inequality plays an important role here.

The representation of the solution operator by multi-paasiwfyDO follows from the exact conver-
gence of the AnsataVy; in some operator norm. We emphasize that the convergencéta ds not
up to a regularizing operator. A further interesting aspédhis result is that each constituting operator
of the multi-product is given explicitly. With such a produepresentation, we have in mind the devel-
opment of numerical schemes for practical applicationscedhe problem is discretized in space, the use
of fast Fourier transformations (FFT) can yield numericathods with low computational complexity,
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with possibly microlocal approximations of the symbols unegtion as is sometimes done in the case of
hyperbolic equations (see for instange [dHLWDO, Ldri(1a10Qdh,[LdHOB]). We also anticipate that our
representation procedure can be used in theoretical pespos

As described above, the first part of this article is devotetthé parabolic Cauchy problem & and
to the study of the properties of the approximation AnsHtg ;. In the second part, we shall consider
a parabolic problem on a compact Riemannian manifold withmundaries. In this case, the operator
g"(x, Dy) is only considered of dlierential type, in particular for its full symbol to be knowragtly. In
each local chart we can define an infinitesimal approximaifdhe solution operator as is doneR? and
we combine these localDOs together with the help of a partition of unity. This yigld counterpart of
p‘(’;’,’t)(x, D,) for the manifold case (see Secti@4.1) denotedPpy). In fact, the sharp estimatﬂlA) still
holds inL? (s = 0) for this infinitesimal approximation (Theor.4). Thef of a consistency estimate
(PropositioG) requires the analysis of tli@et of changes of variables for Weyl symbols of the form of
e 94, The choice we have made for the definitiorRyf y) is invariant through such changes of variables
up to a first-order precision w.r.t. the small paramétert’ —t, which is compatible with the kind of results
we are aiming at. With stability and consistency at handctivergence result then follows as in the case
of R™.

In the manifold case, the constitutigddOs of the multi-product are given explicitly in each lochbct.
We observe moreover that the computation of the action sktheral operators can be essentialy performed
as in the case dR", which is appealing for practical implementations.

Another approach to representation of the solution opet#, t) can be found in the work of C. lwasaki
(see [Tsu4] lwal, wap4]). Her work encompasses the dadegenerate parabolic operators, utilizes
multi-product ofyDOs and analyses the symbol of the resulting operator, ubmgvork of Kumano-go

[]. However, the symbol of the solution operatd(t’,t) is finally obtained by solving a \Volterra
equation. Such integral equations also appear in relatekisvom the solution operator of parabolic equa-
tions (see e.g84]). The alternative method vesegnt here will be more suitable for applica-
tions because of the explicit aspect of the representatiohe step of the integral equation in the above
works makes the representation formula less explicit. Hewehe reader will note that the technique we
use in our approach here do not apply to the case of degemenatbolic equations like those treated in
[Tsu74,|lwa7[7| Iwag4]. The question of the extension of thevergence and representation results we

present here to the case of degenerate parabolic equatipeara to us an interesting question.

Let us further recall some standard notions. We denote(ay) the symplectic 2-form on the vector
spaceT *(R"):
(1.5) o((%.8), (. m) = €. Y) = (1, %),

and we denote byf, g} the Poisson bracket of two functions, i.e.

n
{f.g} = Za-fjf 0%9 - 0x f 050.
=
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We shall use the notatior*#o denote the composition of symbols in Weyl quantizatien,a”(x, Dy) o
b"(x, Dx) = (a#'b)"(x, Dx). The following result is classical.

Proposition 1.1. Letae S™, be S™. Then a#'b € S™™ and
(1.6)

@#"b)(x.&) =

y=X

n=¢

K1y j
il (50((Dx, D¢), (Dy, D,,))) a(x, £)b(y, )
=0

1
—2n (L)X ISzl Té) i ket
e [ [[@5e4 (S0 ((Dy D). (Dy. D)) alc+ 1z Obly + rt.7) dr dz ot |
0 @

whereX(z £,t,7,&) = 2((t — £,2) — {({ = &,1)).

The result of Propositiof 4.1 is to be understood in the sehsscillatory integrals (see e.d. [H6}90,
Chapter 7.8],[JAGY1],[[GS94] of [Kg$1]). For the sake of cimimn we have introduced

f:ff forn>3, ne N.
@ A/_/

ntimes

For the exposition to be self contained, we prove Propastid in Appendi{ ;.
We sometimes use the notion of multiple symbols. A funcfné,y, ) € C°(R% x RP x R% x RP?)
is in S™M(R% x RPt x R% x RP?), if for all multi-indicesaz, B1, a2, B2, there exist€?#2 = 0 such that

12
1.7) 0380922807 a(x, £, n)] < CH (&)™ el -1ee

xe R%,ye R%, £ e RPt, i e RP (see for instancd [KgB1, Chapter 2]).

Forse R. We setE® := (D,)® = Op((£)®), which realizes an isometry froil' (R") onto H'~S(R") for
anyr € R. We denote by.,.) and||.]| the inner product and the norm b#(R"), respectively ang - ||ys for
the norm orH3(R"), s € R. For two Hilbert spacel andL, we usé| - ||k ) to denote the norm i(K, L),
the set of bounded operators frdérinto L.

Our basic strategy is to obtain a bound #dPOs involving a small parametér> 0. In the following,
we say that an inequality holds uniformlylnf it is the case whei varies in [Q hpay for somehpax > 0.

In the sequelC will denote a generic constant independerti,offhose value may change from line to line.
The semi-norms
(1.8) Ps(@) = sup (&) ™P|a5dla(x &)

(x£)eRXRP ;
endow a Fréchet space structuréSt(R" x RP). In the case of a symbal, that depends on the parameter
h we shall say thady, is in S/T& uniformly in h if for all @, 8 the semi-normpys(an) is uniformly bounded
in h. Similarly, we shall say that an operatiis in ¥™ uniformly in h if its (Weyl) symbol is itself inS™
uniformly in h.

The outline of the article is as follows. Secti¢hs 2 find 3 awted to the multi-product representation of
solutions orR". In Sectiorﬂz we prove the sharp Sobolev norm esti (@gh leads in Sectioﬂ 3tothe
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stability of the multi-product representation. We thenyaroonvergence of the multi-product representation
in Sectior[IB. Some of the results of these two sections makefimposition-like formulae, whose proofs
are provided in AppendiE|A. In Secti(ﬂ\ 4, we address the mputtiduct representation of solutions of a
second-order dierential parabolic problem on a compact Riemannian mahifss in the previous sections
we prove stability (in theL? case) through a sharp operator norm estimate and we provergamce of
the multi-product representation. The convergence pregdires an analysis of théfect of a change of
variables on symbols of the fore1"®*¢), from one local chart to another, which we present in AppeHi

2. A saarp HS BounD

We first make precise the assumption on the symfxlé) mentioned in the introduction.

Assumption 2.1. The symbol q is of the formg ¢z + g1, where g € S, j = 1,2, gp(x, &) is real-valued
and for some C> 0 we have

q@(x.&) > Clg?, xeR", £eR", |¢ syficiently large.
Consequently, for some > 0, we have
(21)  qux &) +Reqi(x.&) > ClE2, xeR", ¢£eR", |¢ sufficiently large, say]| > ¢ > 0.
As is stated in the introduction, our main aim is to deal wité bperatop)/(x, Dx) where
Pn(x, &) = & "),

It is well-known that theyDO py(x, Dy) is uniformly H%-bounded inh, s € R. Actually we have the
following sharper estimate.

Theorem 2.2. Let se R. There exists a constant€ 0 such that
IpR (X, D)llHs,hs) < 1+ Ch,

holds for all h> 0.
To prove Theorem 2.1 we shall need some preliminary results.

Lemma 2.3. (i) Let | > 0and re S'. Then W?r py is in S° uniformly in h.
(ii) Lete and be multi-indices such thak + 8 > 1. Then, for any0 < m < 1, we have)3d; p = """,
wherep™ is in S?™¥! uniformly in h.

Proof. We have

(h(¢?y)lgRedxs) < C;, xeR", ¢€R", h>0,
forall j € N by (2.3), hence

h2r(x&)pn(x &) <C, xeR" &eR", h>0.
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For multi-indicese and we observe thdh'/za’;a?(r(x, &)pn(x, &) is a linear combination of terms of the
form

W 12(@00r) (% )@ (% £) - (A (X )Pr(x. &),

fork>0,a0+ a1+ -+ax = a,Bo+pB1+ -+ Bk =B and the absolute value of this term can be estimated
by

he2(e 2 Blpy(x, &) < O™, xeRY ¢eR" hx0,

by (2.1), which concludes the proof of (i). Far+ 8| > 1, 6’;6§ph(x, &) is a linear combination of terms of
the form

@RI )% €) - - (BTN (X &) Pr(x. £),

fork>1,a1+ -+ ak=a,pB1+ -+ Bk =B, which can be rewritten d8"1,(x, £), where

(%8 = (@2 QY(x8) - (@D E™ (h©?) " prx. ).

Since §5:0;'q) - - - (95d}*q) € S*¥, we see thaty € S>™ ¥ uniformly in h by using (). m

From Weyl Calculus and the previous lemma we have the foligwiomposition results for the symbol
Ph.

Proposition 2.4. Let r, be bounded in §1 € R, uniformly in h. We then have

1 1 ~
(2.2) M #7Pn = Mpn + h2 A = rpn + hA® = rppn + o5 {hs Pnl + ha©,

1 1 -
(2.3) Pn #rn = rapn + h2® = rpn + el = rapn + o {Pn. T} + hi?,
whered?, 4@, 29, andi* are in S uniformly in h andi™ andu(" are in S** uniformly in h.

To ease the reading of the article, the proof of Propos@rhzs been placed in Appencﬁk A. We apply
the result of Propositio@A to prove the following lemma.

Lemma 2.5. We havepy, # (£)?S #Vp, — (£)?5|pnl? = hk, with k, in S5 uniformly in h.
Proof. By Propositior] 2J4 we have
(7 #"pn = (€)% pn + % {7, pn} + hlon = & pn + 51' Zn;(af,» (€)%) Oy, Pn + N,
=
with A1, in S28 uniformly in h. We then obtain

—— LW S W - HW S 1 C S
D # ()2 YDy, = Ty # (<§>2 Pn+ z;(agmz ) By, ph)+ hizn,
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with A2, in S?S uniformly in h. By Propositior] 2]4 we have

1
B # (6% pn) = @ Ipnl” + 5 (PR (6P} + sy
1 : A S B S
= ©XIpnl* + 5 ,Z; (O PR)EY 0, P = (95 Pr) Oz, ((€)°°Pn)) + ks,

with A3 in S2s uniformly in h. We also have

1

n
P ' Z (96,46)) 0, Pn =
j=1

n
2 P (06,46)%)d5 Pn + hda,
=1
with A4 in S25, uniformly in h, by Propositior] 2]4. We have thus obtained
(24) T # (€75 D0 = %I + 1P+ Z 12 + his
' 20 2 = hi .
with 15y, in S8 uniformly in h, and with

I = (B, Pk Z(ag, Ph Ox, Pn — 05 P O, Pr)(€)*
=1

and
|§12? = (Pn Ox, Pn — Pn 0% Pn) 0, (€)%
We introducer := gp + Reqy andg := Imqy. We have
(2:5) 19 = 2ih2|pnP@)% (o, B)
and
I2) = —2ih|p?(0x,8) ¢, ).

Sincea € S? andp € S' we then havea, 8} € S% From Lemmd 2|3, we thus obtaif! = hk", with
k" in S2 uniformly in h. We also have thdf?) = hk? with K in S uniformly in h, which from (Z})
concludes the proof. ]

We shall also need the following lemma.
Lemma 2.6. We hava&)S#V | ppl2 #V (£)S — (€)% pnl? = hk, with k, in S2 uniformly in h.
Proof. We setop = (£)S#" |pnl® #" (£)S. From Weyl calculus we have

(e 8) =72 [ T2 p(xc+ 2 1.6 dz & e
@
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whereX(zt,¢,7,¢) = 2((z 7 - &) — (t, £ — £)). Arguing as in the proof of Propositi¢n .1 in Appenfijx A we
write

on(% E)—(EZIpl?(x, £) = 172" f ALY (IplP(x + 2+ 1, &) — |prl®(x, ) dz df dt dr
@

n 1

i .

2.6) =Y [[[[ €m0, 3% @l 2+ 0.8) dr dz o
j:l 0@

by a first-order Taylor formula and integrations by partstw,randr. Observing that we have

.on
|

0= 3 D (@, = 90D @xlPP) (%8 |-,

j=1
= i—zn‘z” D f TG, — 0,)(OXD)) (9 IprP) (% &) dz & dit di,
j=1 @

we can proceed as in the proof of Proposifioh 1.1 (integndtjoparts w.r.tr in (2.8) and further integrations
by parts w.r.tZ andr) and conclude after noting thid,|* satisfies the properties listed in Lem@ 2.3 like

Pn. [ |

Remark 2.7. Note that the use of the Weyl quantization is crucial in theofs of Lemmat5 ar@.G. The
use of the standard (left) quantization would only yieldsuteof the formip, # (&) #pn — (€)% prl2 = hzky
with ki in S?S uniformly in h. Such a result would yield laz term in the statement of Theor2.2 and the
subsequent analysis would not carry through.

We now define the symboh(x, &) = %Z(Xf) for h > 0, and prove the following lemma.
Lemma 2.8. The symboty, is in S? uniformly in h.

Proof. We writevn(x, £) = 2 Req(x, &) fol e 2hRed(xé) dr, The integrand is i8° uniformly inr € [0, 1] and
hby Lemmg 2 and Rge S2. "

Lemma 2.9. The symbol pis such that
((Pa)¥(x Dy)u,u) < (L+ ChHIUIP,  ue LPRY,
for C > 0O, uniformly in h> 0.

Proof. Lety € €°(R"), 0 < y < 1, be such thag(¢) = 1 if |£] < 9. Then we write

|ph|2(X, &) = g 2hReq(xé) _ o2 (&) Req(x.€) o=2n(1-x(£)) Rea(x¢) — (1 + hu(x, f))eth(lf)((E)) REQ(X,E),

whereu(x, &) = —2y(&) Req(x, &) fol e Z@OReax)dr, From [HBr8h, 18.1.10], the symbet? @) Rea(xd) jg
in S® uniformly in r andh; hence the symbai(x, £) is in S° uniformly in h. From [Hor8b, Theorem 18.6.3]
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and Lemmd 2]3, it is thus fiicient to prove the result witpn(x, £) replaced bypi(x, &) = e "x@)axe),
We set

(X, &) = % (1 — IPnlP(x, .f)) ,

for h > 0. From (the proof of) Lemm@.S we find tha{(X, &) is in S2 uniformly in h. Since 1- x(&) = 0
if |£] <9 and Rey(x, &) = 0if |¢] > ¢, we observe that,(x, &) > 0. Then the Ferman-Phong inequality

reads ([FP78][[H6rg5, Corollary 18.6.11])
(7(x. Du,u) = ~Clull,  ue LR,
for some non-negative constadithat can be chosen uniformly m This yields
Uz, = ((1Bn)*(x Dx)u, u) = ~Chlull?,, ue L*(R"),
which concludes the proof. ]
We are now ready to prove Theor@ 2.2.

Proof of Theorem E We use the following commutative diagram,

e MDD

E®© l lE(S)

12—

and prove that the operat®y, satisfieg| Ty 22y < 1+ Ch.
The Weyl symbol off;; o Ty, is given by

Th = (&) S# P #YEF H P #V (6) .

By Lemmatd 25 anfl 4.6, we hawg = |pn|? + hky, with ks in SO uniformly in h. We note thak(x, &) is
real valued. To estimate the& operator norm off, we write

IThuil? = (T o Thu u) = ((P)"(x DJu, u) + h(KY(x, Du,u)
< ((UPw2)"(x Dyu. u) + ChiulP,

for C > 0 [Hor83, Theorem 18.6.3]. The result of Theornj 2.2 thilsvis from Lemmd 2]0. .
Let m(x) be a smooth function that satisfies

(2.7) 0 < Muin < M(X) < Myax < 00,

along with all its derivatives. With such a functiom we define the following norm ob?(R")
1oy = [ 20 M09
Rl‘l

which is equivalent to the classidaf norm. We shall need the following result in Sect@)n 4.
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Proposition 2.10. There exists a constant € 0 such that

Ph (X Dyullzrrmay < (1 + Ch) [lullzgemdy ue L*(R"),
holds for all h> 0.
Proof. We follow the proof of Lemm9 and ugg(X, &) in place ofpn(x, £). We then set

8 = T (1 (),

Thenvh(x, €) > 0is in S? uniformly in h. The Féferman—Phong inequality yields

(7 Du, u) = ~CllulZ, 2 ~CllulZygn gy U € LARD.
This yields

U o gty = (MBI (% Do, 1) = =C U e > U € LR,
By Lemma[2.1]L just below, we have
((mIBn2)"(x D)u. u) = (Bn" (x. Dy) o mo (Br(x Dy)u, u) + h(2*(x, Dy)u, u),

with A(x, &) in S° uniformly in h and wherem stands for the associated multiplication operator here. We
conclude sincdy, (x, Dy) = (Br(x, D))" n

Lemma 2.11. Let f € ¥*(R") be bounded along with all its derivatives. We have
Pr#"f #pn — flpnl® = hap,

with Ay, in S° uniformly in h.
Proof. From Propositiof 2]4 we have
f#'pn = fph— = z:(ﬁxJ f) O pn + hAwp,
with A1, in SO uniformly in h. By Propositior.4 we also have
PRA(1pr) = Tl + 5 (B, Tpu) + iy
= flpnl? + = Z (55, ) (0x; F)Pn + (9¢,Pn) (Ox; Pn) — (9%, Pn) T (9 ph)) +hazp,

with Az, in S° uniformly in h, and
Pr#" (%, 10z Ph) = Pr(dx F)de o+ huajn, j=1.....n,

with g in S° uniformly in h. 1t follows that
W W 2 1
Pn#'f #pn = flpnl” - = Z(ax, f)(Pn 9¢, Pn — Pn 0¢,Pn) + o TP Pnl + hagp,

with A4 in S° uniformly in h. With the notation of the proof of Lem@.s (see exprespo)f we have
(Pr. Pn} = 2h°Ipnl® {a, B} = hK?Y,
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with k™ in S° uniformly in h by Lemmd 23, sincg is in S anda € S2. We also have

n
Z ;£ (Pn Og; Pn — Pnde; Ph) = hkéZ)’
=1

with k2 in S° uniformly in h by Lemma[2]3. m

3. MULTI-PRODUCT REPRESENTATION: STABILITY AND CONVERGENCE
We are interested in a representation of the solution opefi@tthe following parabolic Cauchy problem

(3.1) ou+qg(t,x,D)u=0, O<t<T,
(32) Uli=o = Ug € HS(Rn)

Here the symbo(t, x, &) is assumed to satisfy Assumpti2.1 uniformly w.r.t. theletion parametet
and to remain in a bounded domainSA ast varies. We then note that the result of the previous section
remains valid in this case, i.e., the const@nobtained in Theorerh 4.2 is uniform w.rtt. We denote by
U(t’, t) the solution operator to the evolution probIS.l).

Following [LLe 0§], we introduce the following approximatiof U(t, 0). With$ = {t©, D N} a
subdivision of [0 T]with 0 = t© <t < ... <t™) = T, we define the following multi-product

Pwo) if0<t< t(l),
1

P(t,t(k))l_lp(t(i),t(i—l)) if tH <t <tk
i=k

(3.3) Wy =

wherePy ) is theyDO with Weyl symbolpy 1y given by py ) = e ¢ -990x4) for ¢/ > t:

PlegV() = Bl DIVE) = (20) " [ [ @00 ooy dy .

We shall prove the convergencefy ; to U(t, 0) in some operator norms as well as its strong convergence.

3.1. Stability. As a consequence of the estimate provenin Them 2.2 wetmaf@lowing proposition.

Proposition 3.1. Let se R. There exists K= 0 such that for every subdivisiop of [0, T], we have

Vte [0’ T]’ ||(W§4B,t||(HsyHS) < eKT.

Proof. By Theoren]2]2, there exis®&> 0 such that we haviP( ol sy < 1+C(t' ~t) forall t',t € [0, T],

t’ > t; we then obtain
N-1

W llgs sy < | @ +CED =),
i=0

SettingUy = In([To" (1 + C(t* - t0))), we then havéy < 3G C(t0+D - t0) = CT. We thus obtain

W tllps sy < €°T. L
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3.2. Convergence. To obtain a convergence result we shall need the followisgm@magtion on the regularity
of the symbol(t, x, &) w.r.t. the evolution parametér

Assumption 3.2. The symbol @, x, &) is in €%¢([0, T], S(R" x R™), i.e., Holder continuous w.r.t. t with
values in $, in the sense that, for son@e< « < 1,

qit’, x, &) —q(t, x, &) = (' = )" §(t',t, x. &), 0<t<t <T,
with §(t’, t, x, &) in S? uniformly in t and t.
We now give some regularity properties for the approximafiasatzWy ; we have introduced.

Lemma 3.3. Let se Rand t’,t € [0,T], with t < t”. The mapt— Py, fort' € [t,t”], is Lipschitz
continuous with values il (HS(R"), HS2(R™)). More precisely there exists € 0 such that, for all ve
HS(R") and t9,t@ e [t, 1],

“(P(t(z),t) — P(t(l),t)) (V)”H$Z <C lt(z) — t(l)l ”VHHS-

Proof. We simply write

e
(P - P09 = ~@0) " [ [[ @0 t-omesn2a) gt (x4 y)/2.8) vy) dy ce .
t@®
We thus obtain DO whose Weyl symbol is i8? uniformly w.r.t.t? andt® and conclude with Theorem
18.6.3in [Hor8h). m

Lemma 3.4. Let se R, t”,t € [0, T], with t < t”, and let ve H3(R"). Then the map't— P (V) is in
EO([t, 1], HS(RM) N €([t, ], HS2(R")).

Proof. Lett® e [t,t”] and lete > 0. Chooser; € H3*?(R") such thatlv — va||ys < &. Then fort@ e [t,t”]

[P = PgorgM)|ls < [Py = va)|lis + [Py (v = Vo) |ujs + [P (va) = Pew gy (va)
(3.4) < 2(1+C(t” — V)& + C[t@ — tD] Ivilfys2.

HS

The continuity of the map follows. BerentiatingP (V) w.r.t.t’, we can prove that the resulting miagpg-
v P (V) is Lipschitz continuous with values ifi(H$*2(R"), HS-%(R")) following the proof of Lemm# 3]3:
there exist< > 0 such that for allv € HS*2(R")

[|(Be Py — 0v P g) (W40 < C [t = tO] [[Wllgsre.

Here dy Puo ry meansdy P(t/vt)lt’:t(i)' We also see that the map— 9y P (V) is continuous fromH(R")
into HS2(R") with bounded continuity module: with € HS(R"), we make a similar choice as above for
v1 € H2(R") and obtain an estimate for

||(9t' P (V) — dv Py (V)”HH

of the same form as ir| (3.4). "
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Gathering the results of the previous lemmata we obtaindhewing regularity result for the Ansatz
Wyt

Proposition 3.5. Let se R, let Ly € HS(R™). Then the mag¥q (Ug) is in €°([0, T], HS(R")) and piecewise
([0, T H¥2(R™).

The following energy estimate holds for a functid(t) that is in €°([0, T], HS(R")) and piecewise
%[0, T], HS4R") (by adapting the proof the energy estimate in Sectionr6[EP82]):

T T

(35) IO + f IE()IZ. dt < C[ IFO)IE., + f 1@ + (¢ x DY) F(U)I. dt
0 0

forallt € [0, T]. Once applied tol(t, 0) — Wy 1)(uo) with up € H3(R") we obtain

T T
(U (t, 0) — We )(UolZs s + f I(U(t, 0) — Wy )(uo)lEs dt < C f (@ + G"(t', X, Dx)) W p (Ug)lIZs» dt
0 0

(i+1)
-1 t

=C f I ((3t/ + qw(t/, X, Dx)) P(t/,t(j))(WsB,t(J) (Uo)”zHyz dt’
j:

P4

o

(0

(j+1)
N-1

(3.6) <C)’ f 1@ +G"(t', X, Dx)) P ) llgs o2y At €T lIUolfFs,

=0 %)

where we have used the stability result of Proposi 3tlrerhains to estimate the Sobolev operator
norm of (8y + g"(t’, X, Dy)) Py y, for ' > t, which can be understood as estimating ¢basistencyf the
proposed approximation Ansatz. This is the object of thie¥dhg proposition.

Proposition 3.6. Let se R. There exists G 0 such that|(dy + q"(t’, X, Dx))P t)llHs ps2) < C(t" = 1)¢, for
O<t<t <T.

Proof. We have
(3.7) P yu(x) = —(20) ™" f f eIt (x +y)/2,§)e VN2 y(y) dy d,
and thus the operatofi{ + g"(t’, X, Dx)) P« 1y admits
oy =dlt's ) #pey — alt, - ) Pey
for its Weyl symbol. Since by Assumpti.2 we have
qit’,x, &) —qt, x, &) = (' - )" §(t',t,x, &), 0<t<t' <T,

with §(t’, t, x, &) in S? uniformly int” andt. We can thus conclude with the following lemma. ]

Lemma 3.7. We have ¢"'p, — qp, = hap with A in S? uniformly in h.



14 HIROSHI ISOZAKI AND JEROME LE ROUSSEAU

Proof. As in Sectior{]2, we ignore the evolution parameterthe notation. The result is however uniform
w.r.t.t. By Propositior] 2]4 we have

1
q#'ph = gpn + = (G pn) + hn,

with Ay in S2 uniformly in h. We note however thaty, pn} = 0. [

The result of Propositioh 3.6 and estimdte](3.6) yield
T 1
2
(3:8)  I(U(t,0)— Wy )(Uo)llss + ( f IU(t, 0) = W ) (uo)lIFs df) < CTET A lluolls,
0

whereAq = max<j<n-1(t*1 — t). This error estimate implies the following convergencauits which
provides a representation dft, 0) by an infinite multi-product oy DOs: U(t, 0) = lim,, .o Wy . We now
state our main theorem.

Theorem 3.8. Assume that (@, x, £) satisfies Assumptiofis .1 ahd]3.2. Then the approximatisatan
Wy converges to the solution operato(t,J0) of the Cauchy problerf8.3)-[3.Rjn L(H3(R"), HS1(R"))
uniformly w.r.t. t asAy = max<j<n-1(t** — t)) goes to 0 with a convergence rate of ora€t — r):

Wt = U(t. O)lls pery < CAGY, te[0,T], O<r<1,

The operatorWsy, also converges to {#,0) in L?(0, T, L(HS(R™), HS(R™)) with a convergence rate of
ordera:

T 1
0
Furthermore'Wy; ; strongly converges to (#, 0) in L(HS(R"), H3(R™)) uniformly w.r.t. te [0, T].

Proof. The first two results are consequences@ (3.8). The prodiefitst result for # O follows by
interpolation between Sobolev Spacks [LIM68].

Letup € H(RM) and lets > 0. For the strong convergencehtf(R") we choosel; € H*(R") such that
[luo — Uq]lns < €. We then write

W t(uo) — U(t, 0)(Uo)llns < W t(Uo — up)llks + [[Wes t(ur) — U(t, 0)(ug)llns
+[JU(t, 0)(Uo — U)llns < Ce + CAG[|Uallps,

from the case = 0 of the first part of the theorem and from the stabilitydfy (Propositiol). This
last estimate is uniform w.r.t.€ [0, T] and yields the result. ]

4. MULTI-PRODUCT REPRESENTATION ON A COMPACT MANIFOLD

4.1. Notation and setting. We shall now consider the case of a parabolic equation am@mensional
compacts’-Riemannian manifoldiA, g), whereg is a smooth Riemannian metric. We febe a second-
order elliptic diterential operator oM whose principal part, is given by the Laplace-Beltrami operator
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on M, which reads

in local coordinates, whemg = det(;;). Other uniformly-elliptic operators can be considereachgnging
the metric. We choose here to focus on th@edéential case instead of the pseudtaiiential case because
the full symbol of the operator can then be completely defmethe manifoldM.

We allow the operatoA to depend on an evolution parameteYWe shall thus assume that the metric is
itself time-dependent, yet continuous wi,ig = g(t, X), and satisfies

(4.1) O<c<gtXx)<C<oo, te[0,T], xeM.

For theL? norm onM, we shall use the metrig(0, X) as a reference metric. We sgi(x) = g(0, x). We

then denote bylv the volume form which is given bglv = gZ/*(x) dxin local coordinates. The2-inner

product s then given bgu,w) = [, uWdv[Heb9§].

Since we are going to consider an infinite producg®Os, a little attention should be paid to a finite
atlas. We shall use an atlag = (6, ¥i)icy of M, |7| < oo, with ¢; : 6, — 6, whered; is a smooth bounded
open subset dR". Fori € 7, we set

Ji=liel; 6000, JP:={eJ}; el

which lists the neighboring charts and the “second”-neaghry charts for the charty, v;). For technical
reasons, we shall assume that there exists a coarser flagedat (O, Pi)kex Of M, Pk : Ok — Ok c R",
such that for each chari(y;) € o7 there exists a char®), Yi;)) € %, such that

U 0 € O,

leg®
i.e., Oy contains all the “second”-neighbors@&f This is always possible by choosing the attéssuffi-
ciently fine. We shall denote kgy(t), i € 7, the Weyl symbol ofA(t) in each local chartX, ).

We set ()icr as a family of6* real-valued functions defined ovi such that the functionsof)ig form
a partition of unity subordinated to the open coverifyz, i.e.,

suppfi)c @, 0<¢ <1, iel, and Zcplz =1
iel

We denote

Gi=Wie=goy™
and similarly, forl € 7, we shall set

o= (‘{'E(il))*‘PI,
with ¥\ as above, when there is no possible confusiok(0n
We setQ(t) as the elliptic operator oM defined through
A =D g0 Q) o .

iel
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The construction of) can be done recursively: we wri@= Q. + Q1 + Qo, with Q; a differential operator
of orderl, | = 0, 1,2 and obtain
Q=A Q= —Z[%Qz] opi, Qo= —Z[%Ql] ° @i
iel iel
The recursion stops after two iterations since we considegréntial operators here.
In each local chartX, i), i € I, we denote by (t, X, &) the Weyl symbol ofQ(t), i.e.,

Yue6(6), QMU =y (At x DA H)'W),

or equivalently
Vi€ 65°(B),  a'(tx D= (¥ ) (QOW D).

The symbolqi(t, x, £) is uniquely defined sinc€(t) is a diferential operator. We also lek(t, x, &) be the
Weyl symbol ofQ(t) in the chart @, k), k € K. From {4.1) we then have

Lemma 4.1. In each chart the symbol of(Q satisfies the properties of Assumpt@ 2.1

We set
Piwy(% &) =e VX e 7 0<t<t <T, xeb, £eR"
With these symbols i8°(6; x R"), we define the following/DOs onM:

(42)  Piegui=gioy o Pl (Do (i) opi =y o (&i o Py o(X Dx) 0 i) o (4 1),

(4.3) P(t/,t) = Z Pi,(t’,t),
iel

whereg; andg; are understood here as multiplication operators. The tqea 4 is the counterpart of
the operatonp‘(’tv,,t)(x, Dy) introduced in Sectionﬁ 2 alﬂj 3. We shall compose such apsriat the form of
a multi-product as is done in Sectiﬂn 3 to obtain a represientaf the solution operator to the following
well-posed parabolic Cauchy problem i

(4.4 ou+A{lu=0, 0<t<T,
(4.5) U lt=o = Ug € HS(M).

We denote byJ (t', t) the solution operator of (4.4)=(%.5) and we define the npriiduct operatomy ; as
in (B-3) for a subdivision3 = {t@,t®, ...t} of [0, T]:

Pw0) if 0<t<t®,
1

(W‘B‘t = P(tyt(k))]_[P(t(i)yt(i—l)) if t0 <t < kD),
i=k

(4.6)

We shall make the following regularity assumption on therafm A(t), which is equivalent to that made

in SectionB (Assumptiop 3.2).
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Assumption 4.2. The symbol of &) is Holder continuous of ordet, 0 < a < 1, w.r.t. t with values in &:
for each chari(g;, ;) we have ae €°%([0, T], S%(R" x R"), in the sense that,

alt,x &) —altxd) = -0 &t t,xé), 0<t<t <T,

with & (t’, t, x, &) in S? uniformly in t and t. Note that the same property then holds for the symba(tpf
in any chart.

This property naturally translates to the symlop($), i € 7.

Remark 4.3. The form we have chosen for the operagr; can be motivated at this point. First, a natural
requirement is thaP; = Id, which is achieved sincg;.; ¢? = 1. Second, the consistency analysis of
Propositior 3]6 gears towards havi@P  — A(’) o P(t/,t))|t,:t = 0, which is achieved here thanks to the
form we have chosen for theftiérential operato®(t).

Asin SectiorﬂB, we first need to address the stability of thétirptoduct. Here, we shall only consider
theL? case.

4.2. L2 Stability. Asin Sectiorﬂz, we find a sharp estimate of tifenorm of the operatoP ) over M.

Theorem 4.4. There exists a constant € 0 such that

1P yllievy.eny < 1+ C(E - 1),

holdsforallo<t<t <T.
Therefore, as in Secticﬁh 3, we obtain the following stapilésult forWy ;.

Corollary 4.5. There exists K= 0 such that for every subdivisich of [0, T], we have

Yte [0’ T], ”(qu’t”(LZ(M),LZ(M)) < eKT.
Proof of Theorem[i.4. We letu, w € L2(M). We have

(Peyu.w) = . f G (Pl o (6 DAY (W) dv= > f (@) P (% Do) (@ilh) g5 (%) dx.
iel M iel H
wherel (resp.w) is the pullback ofi, (resp.wly) by ;. We now extend the symba(t,.) to R" x R"
to obtain a symbol satisfying Assumptiz.l like its coupéet in Secti0|[|2. We still denote fay(t, .) this
extended symbol. Then, by Propositjon $.10, foii @l7, there exist€; > 0 such that

|| p\ilyv(t’yt)(x, DX)”(LZ(R”,gé/Zdx),Lz(R”,gé/z dX)) < 1 + C| (t/ - t)’

whereg is also extended from to R", yet still preserving Propertmj). With = max; C; (recall that
I is finite) we thus obtain

| (Pe—yu,w) | < (L+ C(t" - 1)) Z BVl 26, 612 4y 161 Till o5, g2 -
iel
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Ficure 1. Change of variables bringing the analysis to the cl@gf(Px)) for the charts
(61, ¥1) and 05, ¢)), | € Ji, and their neighboring charts.

A Cauchy-Schwarz inequality then yields

1 1

, - 3 o 3

[Py W) | < (1+C(t' - 1)) (Z||¢ivvi||ﬁ2@hggzdx)) (Z||<,oiui||ﬁ2(éhgé,zdx)) .
el el

Observing that

~ o~ ~2~2 1/2
DB, 5 gy = D, f G 952 dx= ) f eiu? dv = Ul -
o iel H M

ier ier
sinceYc; ¢? = 1, we find
| (P-nu, W) | < (1 +C(t" = 1)) WLz UllLz(ry
which concludes the proof. ]
4.3. Consistency estimate.As in Section[B, PropositioB.G, for the caseRSY, we shall now analyze

the symbol of the operatob{ + A(t"))P ) and prove the following proposition that corresponds to a
consistency estimate.

Proposition 4.6. LetO<t<t' < T. We have

@Bv +At)) o Pey = (' =)Ly,  with Lyy € P2(M),
and for all se R, there exists G 0 such that
(4.7) Il ollasry pe2ry < C
uniformly int and t.

Proof. Foru e (M) we haveu = 3i.r tpizu. It thus suffices to takey € (M), with supp() c 6;, for
somei € 7, and to prove that we have

(Ov + At)) P (u) = (" = t)Li .o (), Liw ), € P2(M),
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and thatl; o y) satisfies?) uniformly itY andt.

For concision we writeg Tor Gy here. Let us recall thaicis the Weyl symbol ofQ(t) in the chart
(O, Pi), k € K. We setpy y(x &) = e 04X Making use of the assumption made on the chart
(Okg), Pigi)), we consider the action of the change of variables ) o zpjfl on the operatorg; o
P Dx) o @€ ¥O@)) for j € Ji (see Figur§]1). By Lemn{aB.2, we obtain

Pyl = ¥ © ( D %o By Do @) o (%)t + (= DRy s
jedi

with (3)1) in WYo(M) uniformly int’ andt. We then have

(48)  A)oPuyui= Y > W o ( 1o GV(t. x. D) o Gij o Py (X Dx) 0 & ) (P U
jE,_'Ti |E$(Z)

+ (' - t)REtl,?t) Ui,
whereR(, is in ¥2(M) uniformly int’ andt.
From (4.b) we have
B Pyt = ¥ o (&) o (j(t, ) Piwn)"(% Dx) 0 &) o (¥ ) Ui, j €Ji
which we may write
e Piw Ui =y} © (&) o g'(t, X, Dx) © Py y(% Dx) 0 &) o (7" i
+ (-0 @ o R o BN oW u, e
whereﬁ(j,z()t,,t) isin ‘Pz(éj) uniformly in t’ andt by Lemm. We choogg € (fg”(éj) such thaj; is equal
to one on suppj). We then have
O Piw Ui =3} o (§j © Gf'(t, X, Dx) o xj o PJpy(% Dx) o xj 0 &) o (¥ 1)"u
(U -0 @ oRY 0B o W)U, jed
recalling thatq‘]fv(t, X, Dy) is a diferential operator, hence a local operator. Applying Ler@tBXi o
p‘ﬁ(t,’t)(x, Dy) o xj we obtain
3Pyt =W © (§) 0 §(t, X, Dy) o ¥j o Py (% Dx) 0 % © @j) o (Wiegy) Ui + (t' - t)R(ji)t,,t)Ui, j €

(3)
whereRjy(t,’t)

differential operator, we finally obtain

(4.9)  aPuyti = ) Wi o ()0 6"(t X Dx) o By y(x. D) 0 1) o (Figh) i + ('~ ORE. yui.
i€Ji

is in W2(M) uniformly in t’ andt andy] = (lpj o ‘P;(il))*)(j. Using again that"(t, x, Dy) is a

whereREﬁ?t)

The operator®y, in (£-8) andR(, in (#-9) will contribute to the operatar ) and we discard them

is in ¥2(M) uniformly int’ andt.

from the subsequent analysis. Observe that we may changithe overj € J; to sums ovelj € ji(z)
(£.8) and in [4) since we only consider the action of the dperators om.
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Now that we have brought the analysis to the oper@s@t we shall consider and analyze the following

symbol,o v 1, which corresponds to the operatm;g))* o (0 + A(t")) o P vy o ¥}y ignoring the operators

k(i)
(1) and R(3)

1) vy @S explained above:

Tey(E) == D0 G ) Py # G+ > GV, ) H P G # Py #E),
jﬁﬁ(z) j,|6$(z)

_. (1)
7.0'(“)

keeping in mind that we only consider the action of the astedioperator on‘I(;(}))*ui whose support is
compact and contained . (6)). We extend the symba|(f;.) to R" x R" to obtain a symbol satisfying
Assumptiol like its counterpart in Sectﬂn 2. We stilhde by((t, .) this extended symbol. We may
then use global symbols iR". As in the proof of PropositioE.B, we may replagg, ) by §(t’,.) by
AssumptioZ. For the symboly (X, &), this yields an error term of the forntf (- t)"/lgf,?t)(x, £), with
/IES,?I)(X, &) in S2 uniformly in t’ andt, that will contribute to the operatay ¢ . We thus discard this term
in the subsequent analysis and we still denote-py)(x, £) the modified symbol.

We now sefy = 1- 3, ;e ¢¢ and we write
1

1 ~ A+ ~ A ~ ~ Fyev) A A A ~
oy = D BIHAU )G Py G+ ) A ) #G 3 # By #')

jem(z) jle $(2)
I+
= > GG, ) A ) B Py #E - D G, ) HG oy # By #P
j€$(2) lje ffi(z)
1 # ]

= D EHA, ) HEE B #P,

lLje ~7i(2)
I# ]

which yields
(4.10) Ten(x€) == > Gt ) #x# Py #'P)

jeg®
(4.11) b B ) (50 # B #') - B Py # )

lLjeg® @
1#] =0 (%)

From Weyl caIcqusS], since supp N supp(&‘;(}))*ui) = (0, we find that the first term in the r.h.s. of
(F-19) can be written in the fornt’ (- t)A®(x, £), with A in S? uniformly in t” andt, making use of the
composition formula[(Z]6) and Lemrha2.3.

Applying Propositiol (withk = 1), we find

n .
| AN~ ~ ~ A ’
(%8 = > 5 (20523 ~ 194, (#D) de Py + (' = DAP(x.2).

m=1
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with 1@ in S° uniformly in t’ andt arguing as in the proof of Propositi.4 in Appen@x A (ggin
Lemma[2.8 and Theorem 2.2.5 [n[Kd81]). Therefore, we are lefwith computing

..n
I LA A R R R
o= 5 D, A ) # (205,808 ~ 510x,@D)) 06 Pres
m=1 Ij Eji(Z)
I # ]

=520 D (0@ - 70, 3D) AL X e, By + (¢ - DAV &)
m=11jeg®
I #j

with 1@ in S2 uniformly in t’ andt by the composition formuld(1.6) and Lemra]2.3. Observirag th
the first term just obtained in fact vanishes, we finally hayey(x, &) = (t' — t)A(x, &) with A(x, &) in S2
uniformly int” andt. This concludes the proof. ]

4.4. Convergence and representation theoremWe observe that the energy estim(3.5) also holds for
the diferential operatoA(t) on M (since the proof relies on the Garding inequality which lsdlat positive
elliptic operators onM). Combined with the I(%) stability result of Corollar5 and the consistency
estimate of Propositi.6, the energy estimate yieldis, SectiorﬂB, the following representation theorem
through the convergence a#/y; to U(t, 0), the solution operator of the parabolic Cauchy probl@)@
(F3): U(t, 0) = limy, .0 Wy in the following sense.

Theorem 4.7. Assume that @) satisfies Assumpti.2. Then the approximation Aria{z converges
to the solution operator (¢, 0) of the Cauchy problerfft.4)-{4.5)n L(L2(M), H=*"(M)) uniformly w.r..

tasAy = maxejn-1(t+1 - t) goes to 0 with a convergence rate of oraéf — r):
Wyt = Ut O)llz oy <CAL", te[0,T], O0<r<1

The operatorWy; also converges to (8, 0)in L%(0, T, £(L?(M), L?(M))) with a convergence rate of order

a.
T ;
([ 1o = VG0N ) < A5

Furthermore Wy, strongly converges to (t, 0) in £(L?(M), L?(M)) uniformly w.r.t. te [0, T].
APPENDIX A. PROOFS OF COMPOSITION-LIKE FORMULAE
We prove Propositiop 1].1 and derive composition resultsHfersymbolpy(x, £) = e x4,

A.1. Proof of Proposition [L.}. From Weyl Calculus we have

@#'b)(x,&) = =" f e Da(x + 7, )b(x + t,7) dz & dt dr,
@
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whereZ(z, £,t,7,&) = 2((t — £,2) — (£ — &, 1) (see [Hor8p), p. 152). This yields

(a#'0)(x.£) - (@b)(x, &) = =" f 20 (a(x + 2 )b(x +1,7) — a(x )b(x 7)) dz d dt dr
@

1
n
= Z a2 ffeiz(“’t’“f) (zjaxj a(x+ 1z, Q)b(x + rt, 7) + tja(x + rz, {)dx b(x + rt,r)) drdz & dtdr
j=1 0 @

by a first-order Taylor formula. In the first (resp. secondijri¢hat we have obtained, we write
_ i _ _ i _
ZjeIZ(L,Z,LT,f) — _Earielz(zf,t,nf) (resp. tjeIZ(L{,t,T,E) — Ea gjeli(z,f,t,nf))_

Integration by parts w.r.t- and¢ in the oscillatory integral yields

(@#"b)(x. &) - (ab)(x.¢) =

1
—2n _
”2i f f grzstnd) (6§j a(x+ 1z, {)dx b(x + rt,7)
0

n
j=1 @

— Ox,a(X + 12, )0, b(x + 1t, 7)) dr dz & dt dr,

1

i —2n _

- m2 f f XEm((Dy, D), (Dy. Dy)) (alx+ 1z, )b(y + t, 7)) drdzdgdtdr| ,

S : B
0 @

which gives the result of Propositi.l for= 0.To proceed further we integrate by parts wir.and
obtain

(a #Wb)(x, f) _ (ab)(x, f) — ? feiz(Z{,t,T,E)a'((Dx, D;), (Dy, D‘r)) (a(X, {)b(y, T)) dz (2, dtdr y=x
@

1
n 20 )
+Z; "2 f (1-r) f =0 ((Dy, D,). (Dy. Dy)) (10w a(x + 1z, O)b(y + 1, 7)
1= 0 @

+ja(x + 12, Q)dybly + 1t, 7)) dr dz ¢ dt dr |y_x

= (D D). (0,.D,) (alx. ly.)

y=
n=

X

|
g ('_2)2 f -1 f dXe479) (((Dy, D), (Dy. D))’ (alx+ 12, )by + 1, 7)) dr dz o dt dr ‘y:x’
0 @

which gives the result fok = 1. Formul6 then follows from induction by integratiorr parts w.r.t.r
each time. |

A.2. From amplitudes to symbols. Here we give a formula of the form om..G) to compute the Weyl
symbol of ayDO starting from an arbitrary amplitude.

Proposition A.1. Let ax,y, &) € ST(R" x R" x R") be the amplitude of &DO A, i.e.,

AU(Y) = (27)" f f 0Y9a(x,y. £) u(y) dy ck.
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The Weyl symbol b of A, i.e./Ab%(x, Dy), is then given by
b(x,£) = e3PPI OxPNa(x y &) =" f PeOa(x+zx-2.0)dz
y=X

= zk: Jl' (%(ax - ay’ a§>)j a(x, Y, §)|y=><
j=0 '

1
1—r k . i k+1
‘”f( k!) f e2'<14—f>(§<ax—ay,a§>) a(x+rz,y—rz,§)drdzcty:X
0

The proofis analogous to that of Proposit@ 1.1 given above

A.3. Proof of Proposition . We prove the results far, #"py. The results foip, #r, follow similarly.
We first use Propositiop 1.1 fér= 0:
(A1)

-2n

M #Pr(X.£) = Th(x ) Pr(x ) +

1
n

foe'z(“”f) 65 Mh(X + 12, ) By, Pr(X + It, 7)
=1 0

— Oy Th(X + 1Z.£) O, pr(x + 1t 7) ) dr dz df dt df.

By Lemma[2.B, we have

Ox;Pn = vig),  Ogpn = hV(J)

with v in S andvﬂ) in St uniformly in h. We thus observe that the last term[in (A.1) can be written as a
linear combination of terms of the form

(A.2) h f f XET Oy (X + 12, {)van(X + 1t, 7) dr dz df dit dr,

wherevy p andv, ), are respectively 8™ andS™ uniformly in hwith my + mp = [ + 1. Setting
1

xSy 3.60) = [ rin(oce (- 0%E vaalry + (L= 1)%n)
0
we see that it is a multiple symbol B™™(R?" x R" x R?" x R") and the term inm2) can be written as

hfe'z(“”f)vh(x+z,x y+1,9,,7) dzctdth’
,yx

Applying Theorem 2.2.5 |n1] twice (once for the integioas w.r.t.z andr, a second time for the
integrations w.r.tt and/, recalling that(z £, t, 7, &) = 2((t — &, 2) — (¢ — &,1))) we obtain that the last term
in () is of the formhaD(x, £), wherea("(x, &) is in S'* uniformly in h.

Similarly, by Lemmd 2]3, we write

3, Pn = Ny, 3 pn = hi7),
with i in St andv*hj) in S° uniformly in h. The same reasoning as above yields the last terfn i (A.1) is
of the formh%/lf]o)(x, &), Where/lﬁo)(x, &) is in S" uniformly in h.
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To now treat the last equality ifi (3.2) we use Proposfioffark = 1:

(A3) 1 #*Pr(.) = (mPIX.E) + o (1, Prl(,8)

+ ?2_:; f(l r)z feIZ(L{tTE) rh(X+ rz, {)6 kah(X+ rt, 7)

1<j, k<n

— 262

Xjék

rn(x+rz, 4)65 « Pr(X+1t,7) + i Xkrh(x+ rz, g)af & Pn(X+ rt,r)) drdz  dt dr.
Here, by Lemmé 2.3, we write
5§.kah = th(j,k), 62,kah = hvﬂ()k)’ 6? sgkp = hv(j’k),

wherevik, vh(k), andv{™ are respectively i62, S, andS® uniformly in h. We can then conclude as above
with Theorem 2.2.5 in[[Kg81] and find the last term [n (A.3) bétformhA® with 2% in S' uniformly in
h. [ |

APPENDIX B. EFFECT OF A CHANGE OF VARIABLES

B.1. Pseudodfferential calculus results. We shall be interested in transformation formulae for Wgyhs
bols under a change of variables and apply them to the pkatisymbols we consider in Sectiﬂn 4. We let
X andX be two open subsets 8" and letx : X — X be a difeomorphism. We shall study th&ect of the
change of variables — «(xX) on the symbo) #¥p, #"y in the Weyl quantization, wheng, = e ™9, with g
satisfying the assumptions made in Secﬁbn 4 abovean @ (X).

We first consider general amplitudes before specializingeyl symbols. Let(x, y, &) be the amplitude
in SM(X x X x R") of A € ¥™(X) whose kernel is compactly supported. In particular, bel® shall
considera(x, y, £) to be of the formy(x) x(y) &(x,y, &), with & € ST(X x X x R"). With ¢ € €°(R") equal
to 1 in a neighborhood of 0 we set

ao(x.y.§) = {(x-y)ax.y.&), and a.(xy.&) = (1-(x-y))axy.s).
If we setA, = (k1)* o Aok*, thenA, € ¥™(X). In fact, for supp() sufficiently small,A, = Ag + Awx, With
A, € ¥~°(X), and an amplitude o, is given by [GSH]
(8.1) 80X Y. £) = 3o(k™ (9. k(). (L0 y)) 7€) [ det ™Y W) | dete L (x )

Where/;l(x, y) = (/;;Tl(x, Y))1<ki<n iS defined through

G100 = kW) = D KXY = W),
1=1

Note thatk~ 1(x X) = («1)’(X) which implies that-1(x,y) is indeed invertible in the support a§ when
supp() is suticiently small. Note also that

_ — 1. . .
(B.2) 6)(]/(_1()(, y)lyz)( = 6yjK_1(X, y)|y=)( = Eaxj (K l) (X), J = 1, R R
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Note that, for the operatd¥.,, we can regularize its kernel by integration by parts andhse@amplitude
. n
[

B.3 a¥(xy, &) = Lao(x,y,&), withL= —— ) (% -yi)d:, keN,

(8.3) (xy.€) = Lau(x¥.8) Xy 20 W%

in place ofa. (X, Y, &).
By Propositiof AJL (withk = 1), the Weyl symbol ofy, is given by

(B.4)  ay(x &) = e2(PrPI=DDgy (x v f)'y=x =" f f @ ey, (x+2x-20)dz

i
= 0.6 %) + 5 (0x = By, 0) B0.(%.¥. 8|,
—_—————
::(YK.O(X"f) ::ax.l(xf)

1
in2
+a"(3) f f f O L= )0 = By 000, )+ 12y~ 1z, drdz & .
0

We now specialize to an amplitudéx’y, &) given by the Weyl quantization, i.e.,

a(xy, &) = x(X) x(y) b((x+Y)/2, ).

To simplify some notation we sét= «~1. The symbok, o(x, &) is then given by
(B.5) eo(%,€) = x(L(9)2 (L), W (L)),

Lemma B.1. The symbok, 1(x, £) is given by

0a(.6) = S x(LOI D ) (BaBLO). W (L(D)E)
k=1
where

() = D Bk (L0) = D (82 km) (LX) (B L)(X).
1=1

1<ml<n

Proof. From the definition of, 1 in (B.4), and [B.]L) we have

aea(x€) = '—2<ax — dy.3e) (0(LON X (LK) BILE + L)) 2 M L(x. y)) %)

x | det(L)’ ()l | det(x, y)|71)|y:x’

where we have used thatis equal to one in a neighborhood of the origin. Fr(B.2),sme that we
need not take into account the spatidfelientiations acting on the terr{(;l(x, y))~L. Similarly the spatial
differentiations acting on the cuffdunctionsy(L(x)) andx(L(y)) cancel each other, and so do the spatial
differentiations acting on the first variable of the symboNote also that the absolute values for the last
two terms can be removed beforédfdrentiation since their product yields 1 in the cgse x. To simplify
the notation we se¥l = /;jl(x, X). We thus obtain

(68 = =3 > ML @b)(LOO. W (L0))E) (M) (9, detl' () (deth) ™

1<jksn



26 HIROSHI ISOZAKI AND JEROME LE ROUSSEAU

From the multi-linearity of the determinant we find that

(9 detU' () (detM) ™ = 3" 3 Liy (%) (LK),

1<pl<n
which yields
) == > KlLO)) (LX) KoL) == D" k(L) (95 Lpj(¥) k(LX)
1<j,pl<n 1<j,pl<n
= > 0 (ki (LY,
1=1
sincex’(L(x)) L’(X) = Id. ]

B.2. Application to the operator y o p‘I’;’(x, Dy) o y. We use the notation introduced above. In the case
b = e = pythena(x,y, &) = x(x) x(y) e "4x/24) js an amplitude for the operatér= y o p'(x, Dy) o x
with Weyl symbola = y #'pn #"y. Making use of the form of the amplitudaé'_f) in (E), we see that
A, = A, with A, , in PO(X) uniformly in h, using Lemm4 2]3.

We now focus on the operatofg andAg,. From ) and Lemm@.l, the expression of the remainder
term in (B.4) and using Lemnja 2.3 we obtain

BO (%8 =LV PLR. WL (1~ hs D 00 G, W(L) + i,
k=1

with &, in S° uniformly in h. Similarly, if we denote by, the Weyl symbol of £71)* o g"(x, D) o k*, we
have

(B.7) Q0e8) = AL WD + 5 " ) oL, W (LS + i
k=1

whered; € S°. We now prove that after the change of variables «(x), for the operatoy o P (X, Dy)oy =
a"(x, Dy), we may use the symbglL(x)) #¥e "% #% (L(x)) in place ofe,(x, &), the pullback ofy in the
Weyl quantization, yet remaining within a first-order psgan w.r.t. to the small parameter

Lemma B.2. We setpn(x, &) = e "%%¢)_ We have
() # P # (¢ )H)) (%.€) — (% €) = han(x,8),
wherey, is in S° uniformly in h.
Proof. We setv(x, &) = 12 Y1 fk(x)(agkq)(L(x),tK'(L(x))_f). Making use of7), we write

Br(x.€) = pr(L(x), W (L())E)e e )

1
= Pr(L09. W (LO0NE) (1~ (k) + (w(x )7 [ €™ 0D(L= ) o) L+ st ).
0



PSEUDODIFFERENTIAL MULTI-PRODUCT 27

by two Taylor formulae, wherg, is in S° uniformly in h. From Lemmat4 4] 1 ar[d 2.3 we obtain that
1

ph(L(X),tK’(L(X))é")(hV(X,é“))Zfe_rhv(x‘f)(l— r)dr = huz(x, &),
0
with 7 in S° uniformly in h. From {B.p) we hence obtain

(%, &) = x(L(9)*Pn(x. €) = hus,

with u3 in S° uniformly in h. We conclude the proof with the following lemma singgahd py, are of the
same nature. |

Lemma B.3. Letg € 4:°(X). We then have
$#' o #"¢ — ¢°pn = i,

wherey, is in S° uniformly in h.

Proof. Sinceg(X)o(y)pn((X + y)/2,£) is an amplitude for the operator with Weyl symhof" p, #Y¢, by
(B-4) we obtain

O # P P)(x.8) = " f f 6D (x — 2) (x + 2) pu(x, £) dz o

1
- @med - 37y, [ [[@-neeo (ote el ox-r2)
0

1<jk<n
— 204, ¢(X+12) Oy $(X — 12) + 05  H(X +2) (X~ rz)) 0% ¢ Pr(x.0) drdz d.

We then conclude as in the proof of Proposifior} 2.4 in Appeby using Lemmd 2|3 and Theorem 2.2.5
in [Kg87]. n
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