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ABSTRACT 
Correlated experimental and numerical studies were 

carried out to analyse cavitating flows in Venturi 

geometries. New double optical probe measurements 

were performed and special data processing methods 

were developed to estimate void ratio and velocity fields 

for cold water flows.  

By applying a computational method previously 

developed in Laboratory LEGI based on the code 

FineTM/Turbo and on a barotropic approach (Delannoy 

and Kueny, 1990), several steady calculations were 

performed in cold water cavitating flows. Local and 

global analyses were proposed based on comparisons 

between experimental and numerical results. 

The physical and numerical models were improved 

to take into account thermodynamic effects in cavitation 

phenomenon. A first application of the model is carried 

out for a Venturi geometry in the case of R114 flows. 

Numerical results were compared to experimental ones 

obtained previously by (Fruman et al., 1999). 

INTRODUCTION 
The present work follows previous experimental and 

numerical studies carried out by the Turbomachinery and 

Cavitation team of LEGI (Grenoble, France). The purpose 

is a better understanding and modelling of cavitation 

phenomena (Reboud et al., 1998, 2003, Pouffary et al., 

2003). 

The studies are led in collaboration with the French 

space agency (CNES), the rocket engine division of 

Snecma, and Numeca International. The main final aims 

are the analyses of cavitating flows in the rocket engine 

turbopump inducers, where the run fluids are cryogenic 

fluids, as LH2 and LOx. 

In this paper, we present experimental and numerical 

studies performed in the case of cold water and 

thermosensible fluid R114 (C2Cl2F4). In order to facilitate 

and to carry out local measurements and analyses, 

cavitating flows inside of space turbopump inducers are 

simulated by Venturi geometries.  

Section 1 presents the experimental device used for 

recent tests in cold water. Section 2 describes the new 

data processing methods developed to evaluate, from 

measurements by double optical probes, the void ratio 

and velocity fields in cavitating flows. 

The experimental approach has been applied for two 

Venturi geometries. In the first one, analysed in the 

present paper (named “Venturi 4°”), the cavitating flow is 

characterized by a quasi-steady behaviour. In the second 

one, named “Venturi 8°” and studied in the Part II of the 

work (Fortes Patella et al., 2006), we observe a quasi-

periodic unsteady behaviour. 

To gain further knowledge concerning cavitating 

flows, in parallel with experimental studies, two-

dimensional and three-dimensional models of steady and 

unsteady cavitation have been developed in LEGI. One of 

the numerical works results from the integration of a 

cavitation model in the 3D Navier-Stokes code 

Fine
TM/Turbo developed by Numeca Int.. The cavitation 

model is represented by a barotropic state law, proposed 

by (Delannoy and Kueny, 1990) that strongly links the 

fluid density to the pressure variations.  

The numerical model, presented in Section 3, has 

been applied to simulate water cavitating flow in “Venturi 

4°” geometry. Global and local analyses based on the 

comparison between experimental and numerical results 

are presented in Section 4. 

Moreover, the numerical model has been improved to 

take into account thermodynamic effects and to simulate 

thermosensible fluid cavitation. As a matter of fact, 

because of the latent heat of vaporization, heat transfer 

may strongly affect the cavitation behaviour of 

refrigerants and cryogenic fluids. Vapour production 

through cavitation extracts heat from surrounding liquid 

and produces a local cooling effect, which delays the 

cavitation phenomenon.  

First studies about thermal effects were carried out 

by (Stahl 1956, Moore 1968), which defined and used the 

B-factor theory to characterize the sensitivity of fluids to 

thermodynamic effects. This theory was employed to 

provide semi-empirical correlations based on 

experimental data (Hord 1974). A similar theory, named 

the “entrainment theory” (Holl 1975) defined and 

correlated the temperature depression to flow parameters.  

Numerous researchers have studied thermodynamic 

effects of cavitation: (Cooper 1975) presented a 
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barotropic law to simulate liquid hydrogen pump; 

(Rapposelli et al. 2003) also used a barotropic law to 

simulate warm water. The equilibrium model based on 

thermodynamic properties of each phases was used by 

(Ventikos 1995). More recently models (Sauer 2000, 

Saito et al. 2003, Hosangadi 2005, Utturkar et al. 2005), 

by using a liquid or vapour continuity equation with 

special attention to source terms, give results in good 

agreement with the experimental data obtained by (Hord 

1974).  

In this context, a new model including thermal 

effects in cavitation phenomenon has been implemented 

in FineTM/Turbo code. Section 5 presents first numerical 

results obtained for the “Venturi 4°” geometry in the case 

of R114 flows. Comparisons with experimental data 

given by (Fruman et al. 1999) are presented and analysed. 
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1. EXPERIMENTAL DEVICE 
The experimental device includes mainly a test loop 

and a sensor (a double optical probe) associated with an 

acquisition module.  

 

1.1  The test loop  

The Venturi type test section of the CREMHYG 

(INPG Grenoble) cavitation small tunnel was 

dimensioned and designed to simulate cavitating flows 

developing on the blades of space turbopump inducers. 

The hydraulic system (Figure 1) is composed of a 

circulating pump and of a free surface tank, used to 

impose the reference pressure in the circuit and to resorb 

dissolved gases. The flow rate, controlled by a computer, 

is measured by means of an electromagnetic flowmeter. 

The pressure within the flow is measured by two sensors 

located in the free surface tank and in the entry section of 

the Venturi (SE). The adjustment of the pressure in the 

circuit is obtained by managing the air pressure over the 

free surface of the tank by means of a vacuum pump. The 

measurement accuracies are evaluated to be:  

∆Q/Q =  ± 0,25% for flow rate  

∆P =  ± 0,05 bar for the pressure.  

The Venturi test section consists in parallel sidewalls 

generating rectangular cross sections. The bottom wall 

can be equipped with several interchangeable Venturi 

profiles allowing the study of cavitation on various 

geometries. These profiles are equipped to receive 

pressure sensors, temperature sensors, or double optical 

probe.  

 

 

 

Free surface Tank

Pump

Flowmeter 

Test Section h=5,02m 

Level 0   h=-4m 

Level 1 h=0m

Level 2    h=3,6m

 h=-3,48m

Figure N°1: Schematic view of the hydraulic set-up
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In the present study, we use a profile with a 

convergence angle of 4.3° and a divergence angle of 4°, 

illustrated in Figure 2. The edge forming the throat of the 

Venturi is used to fix the separation point of the cavitation 

cavity. This profile is characterized by the following 

geometrical data:  

   Inlet section: SE  = 50 X 44 mm² (where the reference 

pressure is measured);  

   Throat section: Sthroat  = 43,7 X 44 mm²;  

   Length of the test section (chord): L ref  = 252 mm.  

This profile is equipped with five probing holes to 

take various measurements such as the local void ratio, 

instantaneous local speed and pressure. Their horizontal 

positions XI from the throat of the Venturi are:  

 

X1  = 5.1 mm; X2  = 20.9 mm; X3  = 38.4 mm;  

X4  = 55.8 mm; X5  = 73.9 mm. 

 

 

 

profile

4° 

X 

Y 

Station  1  Station 2  Station 3  Station 4  Station 5   

S i S throat 

 

 

 

Figure N°2: Schematic view of the Venturi profile 

 

A photograph of this test section is shown in Figure 3.  

 

 
 

Figure N°3: Venturi test section 

 

The selected operation point of the hydraulic system 

is the same used by (Stutz 1996, 1997 and 2003). It is 

characterized by the following physical parameters:  

Uinlet = 10.8 m/s: inlet speed 

Q   = 0,02375 m3/s: flow imposed in the circuit by the 

circulating pump 

Ptank  = 0,713 bar: pressure measured in the tank 

σinlet  = 0.547 ± 0,005: cavitation number in inlet section  

Npump  = 506 rpm: rotating speed of the circulating pump.  

With these parameters, we obtain a cavity length L 

ranging between 70 mm ≤ L ≤ 85 mm, and having a 

relatively stable aspect, as shown on the Figure 4.  

 

 
 

Figure N°4: Photograph of the cavity 

 

1.b.  The sensor  

To evaluate void ratio and velocity fields inside of 

the cavity, we have used a double optical probe. The 

double optical probe is an intrusive sensor composed by 

two mono-probes functioning in a independent way but 

mechanically connected one to other. Each probe consists 

in an optical fiber ending in a frayed Sapphire point. This 

point is plunged in the flow. An infra-red radiation is 

injected at an end of fiber. The part of this signal that is 

reflected at the tip of the probe is converted into electric 

signal by an optoelectronic module.  

 The luminous ray is absorbed by the fluid when the 

tip of the probe is surrounded by liquid; in this case, the 

measured tension is minimal. When the tip is in a pure 

vapour zone, the measured tension is maximal. The signal 

analysis allows determining the phase (liquid or gas) of 

the flow structures around the probe. This information 

gives access to the local time fraction of the vapour phase 

(void rate) and the convection speed of the vapour 

structures. We use an optical probe made of two optical 

fibers of 80 µm diameter and with the frayed ends. The 

inter-tips distance is 1,05 mm ± 0,02 (see Figure 5). 

  

 Steel Tube 
   φ 4 mm 

    
  

1,05 mm   

Saphirre

tip 

Saphirre

tip 

 

Figure N°5: Double optical probe 

 

The double probe is introduced into the cavitation 

sheet using a threaded interface assembled in the 

boreholes of the profile (also called "stations"). A 

graduated sliding gauge allows to measure the vertical 

displacement of the probe with an accuracy of 

∆Y = ± 0,05 mm. The optical signals obtained by the 

double probe are transformed into electric signals by an 
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optoelectronic module. The values of the gains and the 

zeros of the apparatus are tuned in order to obtain an exit 

signals of ± 1 V amplitude. Acquisitions are carried out 

on a fast A/D data acquisition board NI-DAQ PCI-6110E 

and a microcomputer. For each acquisition we record 6 

million points per way (one way by optical probe), with a 

sampling rate of 100 Khz (either a time of 60 seconds 

acquisition per measurement). For each Y position of the 

optical probe in the Venturi (between ten and fifteen per 

station), five successive measurements are taken. It 

generates 30 million points of measurement per position 

in the cavity corresponding to an observation time of 

300s.  

 

2. DATA PROCESSING METHODS 
 

2.a.  Estimation of the local void ratio

The local void ratio α of a vapour/liquid mixture is 

defined here as the ratio between the cumulated 

attendance time of the vapour phase ∑ and a given 

time of observation  in an operation point of the 

flow. It is written in the form:  

=
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The post processing algorithm enables us to process 

the signal from the optical probe, by distinguishing the 

vapour phase from the liquid phase according to the value 

of the measured tension. The maximum tension value 

Vmax  corresponds to the vapour phase and the minimal 

value Vmin  to the liquid phase (Figure 6). In order to be 

able to estimate the local void ratio, we must fix a 

threshold in tension Vthreshold. It makes it possible to 

determine the phase of the fluid around the probe: liquid 

state if V < Vthreshold  and in a vapour state if V > Vthreshold. 

This threshold is fixed, in all this study, according to the 

parameter: 

                       

minmax

min

VV

VVthreshold

−
−

=β  

The value of this parameter for this kind of flow was 

gauged by (Stutz 1996, 1997a, 1997b, 2000, 2003). They 

retained a value of β= 0.1 to give correct void ratios for 

this typical flow pattern. In the present work, we have 

used this value for the determination of the void ratio.  

 

2.b.  Estimation of instantaneous local velocity  

The used optical probe, aligned in the direction of the 

flow, produces two distinct signals (S1 upstream and S2 

downstream). It is possible to deduce the value of the 

tangential component (parallel with the profile) of the 

instantaneous local speed by considering the temporal 

shift between the trace of a bubble passing on the first 

probe and that of this same bubble passing on the second 

probe. For this, it is necessary to detect the vapour 

bubbles. The electric signals of the two optical probes are 

thus analysed and broken up by introducing two tension 

thresholds (Figure 7). The low threshold Vlow, taken on 

the rising part of the electric signal, leads us to detect the 

beginning of the crossing of a vapour bubble. The high 

threshold Vhigh is considered to detect the end of the 

crossing of the bubble on the downward part of the signal. 

A bubble is taken into account in the analysis only when 

these two thresholds are crossed consecutively.  

 

  

T (in s) 

V (in v) 

Vmax 

Vmin 

 

Vapour

phase 

Liquid 

phase 

Tvap 1 Tvap 2 Tvap 3 Tvap nTvap i Tvap n-2 Tvap n-1

Ttot obs 

Vthreshold

 
 

Figure N°6: Relative positions of the thresholds for 

void ratio analysis 

 

 

Bubble  

beginning 

End of  

bubble V (in v) 

Vmax

Vhigh

Vmin

Figure N°7: Bubble localization with threshold 

method 

T (in s) 
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In the present study, the values of the low and high 

thresholds are given by considering the parameters: 

  

minmax

min

VV

VVlow
low −

−
=β   and  

minmax

min

VV

VVhigh
high −

−
=β  

where βlow  = 0.2 and βhigh = 0.8 (Stutz 1996, 1997a, 

1997b, 2003). An analysis of the β value influence on the 

velocity evaluation has been performed. Some results are 

presented in Part II of this work (Fortes Patella et al., 

2006). 

After bubble detection by the both probes, we 

proceed to the evaluation of the instantaneous velocities. 

The algorithm used for obtaining these data, as well as the 

several statistical procedures of treatment used to evaluate 

the corresponding Probability Density Functions (PDF) 

are described hereafter.  
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First of all, the calculation algorithm reviews all the 

bubbles detected on the probe S1 (first probe in the 

direction of the flow). For each bubble seen on S1, a 

temporal analysis interval will be explored on the signal 

of the S2 probe. If Ideb1 is the index corresponding to the 

beginning of a bubble considered on the S1 signal, then 

the analysis interval of the S2 signal will correspond to 

Ideb1-Itau < t < Ideb1+Itau, where Itau is the amplitude 

of the analysis interval. (Stutz 1996, 1997a, 1997b) 

proposed to determine Itau by using the value of the peak 

of the function of temporal correlation between the 

signals resulting from S1 and S2. In the present study, we 

rather choose an empirically constant evaluated from the 

various examinations obtained. This value is fixed here at 
Itau = 1000, which corresponds to a temporal analysis 

interval of ∆T = ± Itau*Tech =  ±10ms, where Tech is the 

sampling period of the optical probe signals 

(Tech=1/Fech=10-5s) and Fech is the sampling frequency. 

Thus, we seek on the S2 probe signal all the existing 

bubbles in the analysis interval defined. For each one of 

these bubbles, a function test is calculated as follows:  

1

21

t

tt −
=ε  where t1 is the duration of the 

bubble considered on S1 and t2 the duration of the bubble 

found on S2 in the analysis interval. From the evaluation 

of all parameters ε obtained for the bubbles found on S2, 

the minimum value εmin is determined. The bubble 

corresponding to the value of εmin must now be validated 

or not according to the value of this test. In this study, the 

validation criterion corresponds to εmin lower or equal to 

εmax = 0.1, which was empirically determined by a 

convergence test and a parametric study of the influence 

of εmax on the velocity fields obtained.  

By applying this criterion, we rejected approximately 

60 % of the detected bubbles. If the bubble is validated on 

S2, we compute its temporal shift with the reference 

bubble of S1. We then obtain Itauopt = Ideb2-Ideb1 
where Ideb1 and Ideb2 are, respectively, the indices of 

beginning of bubbles on the signals of the two probes S1 

and S2. From Itauopt, we obtain an instantaneous speed 

value by: 
TechItauopt

x
u

.

∆
=  where ∆x is the space 

difference between the two optical probes (∆x=1.05mm) 

and Tech is the sampling period of the optical probe 

signals. 

By repeating this operation on all the detected 

bubbles on the S1 probe, we obtain an instantaneous 

velocity values population, which can be treated in a 

statistical way to study the dynamics of the flow. For the 

present study, we obtain typically between 5000 to 70000 

values of instantaneous speeds per spatial position of the 

probes, and this, for an observation time of 300s. It is 

worth noting that higher is the void ratio, higher is the 

number of studied bubbles and better is the statistic 

quality. Following this process we can obtain, for each 

measurement point in the flow, the Itauopt and velocity 

PDF. An example of a statistical distribution obtained is 

given on the Figures 8 (Itauopt) and 9 (velocity). This 

example corresponds to the point Y =1mm of the station 

N°2.  
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Figure N°8: PDF of  Itauopt values initially obtained  

(station 2, Y=1mm) 

 

 

Velocity Probability Density Function (Raw Data)
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Figure N°9: PDF of velocity values initially evaluated 

(station 2, Y=1mm)   

 

We notice an important amount of the Itauopt 
population around the peak representing the most 

probable value for the considered measurement point 

(Figure 8). Moreover, we note, for high absolute values of 

Itauopt, that the populations do not decrease and tend to 

reach an asymptotic value. From Figure 9, we can see, 

near velocity zero value, a regrouping of the occurrences 

corresponding to the two asymptotic branches of the 

Itauopt distribution. This effect of overpopulation is 

accentuated by the fact that speed being inversely 

proportional to Itauopt, so all the high values (in absolute 

value) for Itauopt correspond to a very small speed range 

around zero value. This population corresponds in fact to 

a statistical skew of the algorithm used to evaluate 

velocity values.  

Indeed, when we seek on the S2 signal a bubble 

whose duration is almost equivalent to the basic bubble 

located on S1, the probability of finding a solution for the 

problem increases with the Itau amplitude of the analysis 

interval. As a matter of fact, if the signals of S1 and S2 

were perfectly random, the velocity Probability Density 

Function would be a Poisson law centered across the zero 
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value speed. This law, which is superimposed on the PDF, 

must be eliminated. Its contribution on the PDF of the 

real flow can be removed by using a “neutral” Itauopt 
PDF, which considers only "background noise". It is 

determined thanks to the PDF asymptotic parts. Figure 10 

illustrates an example of the PDF obtained after Poisson 

law correction. 
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Figure N° 10: Itauopt PDF obtained by subtraction of 

random distribution (Poisson law correction)  

 

In spite of this correction, we observe (Figure 11) 

numerous populations for relatively high speeds absolute 

values. 
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Figure N° 11: Velocity PDF obtained by subtraction of 

random distribution (Poisson law correction) 

 

This effect is related to the inaccuracy of the method 

for high speed. Indeed, because Itauopt is an integer 

number, the measurement method does not give an 

infinity of possible values for velocity. The accuracy on 

the velocity evaluation much depends on the Itauopt 
value. For better visualizing and quantifying this effect, 

the relative error function 

 

Itauopt

ItauoptItauopt

U

UU −
= +1φ    was calculated for 

each value of Itauopt in the range corresponding to the 

considered flow. These results are presented in Figure 12 

where the function φ is plotted for values of U between 1 

and 20 m/s.  
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Figure N°12: Relative error function φ in the studied 

velocity range 

 

The accuracy is about 1% in the neighbourhood of 1 

m/s, but it increases to reach 16% towards 20 m/s. 

Moreover, we note for U≥10m/s that the possible speed 

distribution is represented by few discrete solutions, 

which are separated each other by several m/s.  

In fact, the velocity solutions are gathered according 

to these few possible values, what artificially increases 

their population. To correct this effect, we distribute the 

samples at high speed in a more continuous way by 

proceeding to an oversampling of the PDF. Several 

assumptions are formulated for this purpose:  

* From |U| ≥17m/s we make a speed grid having a 1m/s 

step, which corresponds roughly to the obtained accuracy 

near to 10m/s.  

* Between two successive points, we make the 

assumption that the PDF evolves linearly. 

By considering these assumptions, we apply another 

correction algorithm to the PDF. It consists in generating, 

between two existing points, fictitious velocity values by 

respecting a 1m/s step. After that, we distribute all the 

events corresponding to these two basic points in a linear 

way between all the fictitious points. For this, we keep 

the same population ratio between the two basic points 

before and after correction. Thus, thanks to this 

correction, we obtain a new oversampled PDF. It should 

be noted that the form of this new function depends on 

the selected accuracy (here, 1m/s).  

After these corrections, we obtain typical velocity 

PDF such as one presented in Figure 13.  

By applying this treatment to measurements 

corresponding to the five stations of the experiment, we 

have evaluated the velocity PDF for all the probed points. 

From these data, we are able to describe the velocity field 

inside the cavity. For each point, we keep the most 

probable value of the PDF to define the local velocity.  

Experimental results obtained for flow velocity and 

void ratio fields have been confronted with ones 

evaluated by numerical simulation. Main results and 

analyses are presented here above. 
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Velocity Probability Density Function
(Without Random Component and with High Speed Correction)
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Figure N°13: Final Velocity PDF  

 

3. NUMERICAL CODE 
 
3.a  Multiphase Equation System  

Calculations have been done with the Fine/TurboTM 

code. It is a three-dimensional structured mesh code that 

solves the time dependant Reynolds-averaged Navier-

Stokes equations. A detailed description of the initial 

code is given in (Hakimi 1998).  

The governing equations are written for a 

homogeneous fluid. This fluid is characterized by a 

density that varies in the computational domain according 

to a state law and that is related to the void ratio defined 

by   

LV

L

ρρ
ρρα

−
−

= .  

The void ratio characterizes the volume of vapour in 

each cell: α=1 means that the cell is completely occupied 

by vapour; inversely, a complete liquid cell is represented 

by α=0. Liquid and vapour phases are characterized by 

their thermodynamic characteristics. On each cell, the 

unknowns are calculated by averaging them by the 

volume occupied.  

In this model, the fluxes between the two phases are 

implicitly treated, and no supplementary assumptions are 

required. The two phases are considered to be locally (in 

each cell) in dynamic (no drift velocity) and in thermal 

(TV=TL) equilibrium.  

The compressible Reynolds-Averaged Navier-Stokes 

equations are expressed as:  
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where .mτ  is the shear stress tensor, q is the heat flux 

vector, and ρm is the mixture density, defined as 
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Each pure phase is considered incompressible. 

 

The space discretization is based on a cell-centered 

finite-volume approach. The numerical fluxes are 

computed with the central scheme stabilized by the 

Jameson dissipation (Jameson et al., 1981).  

Time accurate resolutions use the dual time stepping 

approach. Pseudo-time derivative terms are added to the 

equations. They march the solution towards convergence 

at each physical time step. The explicit four stage Runge-

Kutta time stepping procedure is used to advance the 

solution to steady state.  

A complete description of the numerical scheme is 

presented by (Coutier-Delgosha et al, 2005a).  

 

3.b.  Preconditioned Navier-Stokes Equations 

In the case of low-compressible or incompressible 

flows, the time-marching algorithm converges very 

slowly and the used of a low Mach number 

preconditioner in the Navier-Stokes equations is required 

(Turkel 1987, Hakimi 1998). It is based on the 

modification of the pseudo-time derivative terms in the 

governing equations. Such modifications have no 

influence on the converged results, since these terms are 

of no physical meaning, and converge to zero. The 

resulting preconditioned system is controlled by pseudo-

acoustic eigenvalues much closer to the advective speed, 

reducing the eigenvalue stiffness and enhancing the 

convergence.  

Using this preconditioner the set of equations 

becomes: 

∫∫∫∫∫∫∫∫∫∫∫ =Σ+
∂
∂

+
∂
∂

Γ
Σ

−

VVV

dVddV
t

dV SnFw
P

.
1

τ
 

introducing the preconditioning matrix 
1−

Γ and 

associated variables vector P: 
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pg and Eg are respectively the gauge (relative) pressure 

and the gauge total energy, u is the velocity vector, α and 

β are the preconditioning parameters. 

The eigenvalues of the preconditioned system 

become: 

λ1, 2, 3 =                      et  nu ⋅

λ4, 5 = ( ) ( )( ) ⎥⎦
⎤

⎢⎣
⎡ +−⋅±−⋅ 222

411
2

1 βαα nnunu  

where n is the normal vector to the elementary surface 

dS. 

For more details concerning the used 

preconditionner, see (Coutier-Delgosha et al., 2005b).  

 

3.c.  Turbulence Models  

In the present work, two different turbulence models 

have been applied : the Spalart-Allmaras model (Spalart 

& Allmaras 1992) and the Yang-Shih k-epsilon model 

(Yang & Shih 1993) with extended wall functions 

(Hakimi et al. 2000).  

 

3.d. Barotropic Model 

To model cavitation phenomenon and to enclosure 

the governing equations system, a barotropic state law 

introduced by (Delannoy 1990) has been implemented in 

Fine/TurboTM code (Pouffary 2003, Coutier-Delgosha et 

al. 2005a, 2005b). The fluid density (and so the void 

fraction) is controlled by a law ρ(p) that links explicitly 

the mixture fluid density to the local static pressure as 

represented by Figure 14.  

This law is mainly controlled by its maximum slope, 

which is related to the minimum speed of sound cmin in 

the mixture. The parameter Amin controls this slope:

 2

min

2

2
cAMIN VL ρρ −

=  
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Figure N°14: Influence of Amin parameter on  

barotropic law.  

 

Table 1 presents Amin values used for cold water and 

R114. For cases with R114, the same physical model is 

used. The thermodynamic effect is taken into account by 

a barotropic law given as a function of the local 

temperature. 

 

T 

(K) 

ρv 

kg/m3

ρl 

kg/m3

Amin 
m/s.(kg/m3)0.5

cmin 

m/s 

water 293 0,0173 998 

70 

50 

20 

3.13 

2.24 

0.89 

R114 293 13,53 1471 
70 

50 

2.59 

1.85 
 

Table 1: Physical parameters and tested Amin values 
 

 
 

4. EXPERIMENTS-SIMULATION 
CONFRONTATION IN COLD WATER 
 

4.a. Calculation Conditions 
The numerical model is firstly compared to 

experimental data in cold water. The studied case, 

presented in Section 1, is a steady sheet with a length of 

about 80 mm, at Uinlet=10.8 m/s. The reference density is 

the liquid density equal to 1000 kg/m3. 

Steady calculations are led with the k-ε turbulence 

model, with extended wall functions. The 2D mesh, 

illustrated in Figure 15, contains 9861 nodes, 173 in the 

flow direction and 57 in the normal direction. 

The y+ values vary from 18 to 50 in cold water. The 

boundary conditions are mass flow for inlet condition and 

static pressure imposed at outlet. 

A schematic view of the Venturi geometry and of the 

reference and measurements stations is shown in Figure 

16. Table 2 reminds the probing stations coordinates. 

The defined sheet length used for representing the 

computational results has been determined by the length 

of the iso-line corresponding to a void ratio α=0.3. This 

criterion is argued by the fact that it corresponds to the 

area of maximal value of the density gradient (see Figure 

17). As a matter of fact, because of the strong density 

gradient at the enclosure of the sheet, the sheet length 

varies weakly as a function of the interface criterion. A 

test showed that, for a void ratio between 10% and 30%, 

the sheet length variation was about 2%. 

 

 

 
Figure N°15: View of mesh for k-ε computational 

 

 

 

Station 

1 
Station 2 Station 3 Station 4 Station 5 

5.1mm 20.9mm 38.4mm 55.8mm 73.9mm 

 

Table N°2: Station coordinates 
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Figure N° 16: Venturi throat section and the five 

probing stations 

 
 

 
Figure N° 17: Magnitude of density gradient (0 to 106 

kg/m4) and iso-line α=0.3 

 

4.b. Global Analyses

Initially, we have analysed the cavity global 

behaviour, mainly the sheet length as a function of the 

cavitation number.  

 
Figure N°18: Density field inside the cavity for 

Amin=50 

 

Three computations with different Amin values have 

been compared to experimental data. They have been 

conducted by trial and error to obtain almost the same 

sheet length. A smooth variation of the inlet cavitation 

number is observed. The closest result to experimental 

data is given using the smallest value Amin=20  (see 

Table N°3). 

The influence of Amin on the sheet vapour volume 

seems weak, except for high values of Amin, where the 

volume becomes larger. It may be explained by the fact 

that for large Amin, the upper part of the sheet interface is 

more diffuse, as shown in Figure 18. Local analysis, 

presented here above, has confirmed these tendencies. 

 
 

 

Amin 70 50 20 exp 
Sigma (inlet) 0.683 0.642 0.600 0.547 
Lsheet (mm) 79.8 80.2 81.5 80 

Vapour volume 
(*10-4 m3) 

4.005 3.741 3.699  

Table N°3: Comparison of experimental and 

simulation values of the sheet length (L) versus the 

cavitation parameter σ 

 

 

4.b. Local Analyses

Complementary analyses concern local void ratio and 

velocity profiles comparisons inside the cavity. The void 

ratio and velocity profiles are obtained for five stations.  

Figure 19 shows the evolutions of the longitudinal 

velocity for the present experiments and computations 

concerning three different Amin values. The overall 

agreement seems good between the experimental data and 

the Amin=20 simulation. This is especially true for 

stations N°1 and 2 where no re-entrant jet phenomena 

occurs (see Figures 19a and 19b). At these two positions, 

the velocity profiles are close to one observed in a 

classical turbulent boundary layer without any 

detachment or recirculation. Further downstream, for 

stations N°3, 4 and 5 (see Figures 19c, 19d and 19e) 

experimental observation indicates a recirculating 

behaviour with a re-entrant jet extending roughly half the 

sheet thickness. According to experiments, this flow 

configuration seems unstable and is smoothly time 

fluctuating. The steady computation technique used in 

this paper is not able to reproduce this situation. This 

result is important because it shows that we must use an 

unsteady simulation technique to describe correctly this 

kind of cavitating flow. 

Figure 20 illustrates experimental and numerical 

results concerning void ratio. For “station 1”, closed to 

the throat, the vaporization phenomenon is mainly 

represented. In cold water, this is a relatively strong effect 

and void ratio value is almost equal to “1” near to the 

wall. As observed previously, the stiffness of the 

barotropic law (Amin=20) leads to a better interface 

representation, as shown in Figures 20a. 

Downstream, at “station 2”, the void ratio is still 

high. The void ratio distribution is similar to one obtained 

for “station 1”, with an increase of the sheet thickness 

(see Figure 20b). 

From "station 3", the re-entrant jet becomes 

noticeable, as observed before by the velocity field 

analyses. Then, the void ratio values are overestimated by 

computations. It is worth noting that, for high values of 

Amin, the simulated cavitation sheet appears thicker than 

experimental one.  

At stations 4 and 5, the void ratio is highly 

overestimated by the numerical computation mainly due 

to the unsteady character of the sheet. Nevertheless, 

although this overestimation of void ratio inside the sheet 

for all values of Amin, the thickness of the sheet is quite 

well represented by the calculation with Amin= 20 (see 

Figures 20d and 20e). 
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These computations in cold water allow us to better 

evaluate the physical and numerical model. In steady 

situations (stations 1 and 2), results are in quite good 

agreements with experimental data. A stiffer barotropic 

law shows better results, firstly about the cavitation 

number, and secondly about the void ratio and velocity 

profiles inside the sheet. A better representation of re-

entrant jet is obtained by unsteady calculations, as 

presented in Part II of this work. 

  

5. EXPERIMENTS-SIMULATION 
CONFRONTATION IN THERMOSENSIBLE FLUID 
R114 

To better understand the impact of thermal effects, a 

first study about cavitation in thermosensible fluid R114 

has been also carried out. 

In the case of thermosensible fluids, the cavitation 

phenomenon lead to a local cooling, which can be 

determined by a characteristic temperature depression. It 

represents the decrease of temperature when the heat 

required to vaporize a volume of vapour is directly 

furnished by an identical volume of liquid : 

ll

V
car Cp

L
T

ρ
ρ

=∆  

As cryogenic fluids work close to the critical point, 

the ratio of liquid to vapour density is lower than for cold 

water and consequently more liquid mass has to vaporize 

to sustain an identical cavity. 

The fluid thermal sensitivity is characterized also by 

the reaction to this cooling. For thermosensible fluids, 

near to the critical point, the slope of the saturation curve 

p=f(T) is more significant than for cold water (see Figure 

N°21 and Table N°4).  
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Figure N°19: Velocity profiles: Comparison between 

experimental and simulation results 

a) station 1; b) station 2; c) station 3;  

d) station 4; e) station 5 
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Figure N°20: Void ratio profiles: Comparison 

between experimental and simulation results 

a) station 1; b) station 2; c) station 3;  

d) station 4; e) station 5 

 

 

 

T 

(K) 

pv 

bar 

ρl 

kg/m3

ρv 

kg/m3
ρl /ρv

water 293 0,023 998 0,0173 58000 

R114 293 1,811 1471 13,53 108,7 

LH2 22 1,73 68,4 2,18 31,4 
Pressure 

(Pa) 

Figure N°21: Thermodynamic phase diagram for water 

 

 
cpl 

kJ/kg/K 

L 

kJ/kg 

ρvL/ρlcpl 

K 

dpv/dT 

Pa/K 

water 4,182 2454,3 0,01 146 

R114 1,00 130,3 1,20 6070 

LH2 11,0 433 1,25 44130 

 

Table N°4: Thermodynamic characteristics for three 

typical fluids 

Temperature 

(K) 

Triple point 

∆T 

Critical point 
Liq Solid 

Vapor 

Cavitation 

∆pv

∆pv

∆T 
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5.a. Calculation Conditions 

The studied case is a steady sheet with a length of 

about 80 mm, at Uinlet=14.4 m/s and for a Freon reference 

temperature of Tinlet=20°C. The geometry is similar to one 

studied with cold water. Measurement stations are 

localized at the same place, nevertheless only the first 

three have been used. The experimental database presented 

in this confrontation was obtained by (Fruman et al. 1999). 

The reference density is the liquid density, 1475 kg/m3. 

Calculations are led with the k-ε turbulence model, with 

extended wall functions and with the Spalart-Allmaras 

(SA) model. The 2D mesh is composed of 201x85 nodes 

for k-ε computations and of 173x121 nodes for SA 

computations. The y+ values vary from 25 to 95 with the 

k-ε model. For the Spalart-Allmaras model, y+ values vary 

from 0.25 to 6. Further work is needed to analyse the mesh 

convergence. 

In a similar way of the water analyses, the sheet length 

has been evaluated from computations by using the void 

ratio criteria α=0.19. It corresponds to the area of 

maximum value of the density gradient. 

 

5.b. Global Analyses

Table 5 presents numerical results obtained by using 

different turbulence models, Amin values and the 

barotropic approach presented before. Results are 

compared with one obtained by numerical simulations 

without considering thermal effects. 

The influence of turbulence modelling seems to be 

smooth; results are similar with SA and extended wall 

function k-ε model at the same Amin value. As in cold 

water, the cavitation number decreases as the Amin 

parameter for a given sheet length. Unfortunately, due to 

numerical instabilities, we are not able to test lower values 

of Amin yet. 

Previous works (Merle 1994, Fruman et al. 1999) 

concluded to the universality of the law “sheet length 

versus cavitation number σcav” when σcav is defined as  

( )
2

2
1

refref

cavvapref
cav

U

Tpp

ρ
σ

−
= . 

In cold water, where thermal effect is negligible, σcav= 

σref. However, for a thermosensible fluid, we can write: 

 

( ) ( )
=

−
−

−
=−

22

2
1

2
1

refref

refvapref

refref

vapref
refcav

U

Tpp

U

Tpp

ρρ
σσ  

                                                            
( ) ( )

2

2
1

refref

vaprefvap

U

TpTp

ρ

−
=  

For the present study, with a temperature deficit of 

∆T~1.75 K, we obtain 

06.0≈− refcav σσ  

This result illustrates that thermodynamic effect seems 

important for this cavitating flow, even for ∆T as weak as a 

few degrees.  

 

 

turbulence model SA SA k-ε 

k-ε 

without 

thermal 

model 

Amin 70 50 70 70 

sigma ref 0.605 0.592 0.612 0.625 

∆T=Tref-Tcav 1.76 1.63 1.79  

sigma cav 0.670 0.653 0.678  

L sheet (mm) 82.9 80 81.4 83 

Table N°5: Main characteristics and results of the 

computed test cases 

 

5.c. Local Analyses

Due to thermal effects, the vaporization at the inlet of 

the cavitation sheet is much smooth. Figure 22 shows the 

void ratio evolution in the present sheet for the three 

probed stations. A comparison between experimental and 

computational results is made. The experimental void ratio 

at "station 1" is about 40% instead of 90% for cold water. 

The maximum value of numerical void ratio reaches about 

50%. Comparisons between computations with and 

without thermodynamic modelling show a good 

description of the thermal effect by our model. Especially 

for "station 1", the void ratio goes from about 90% 

(without model) to 50% (with thermodynamic modelling). 

The overestimation of void ratio on the top of the sheet can 

be explained as in cold water by the slope of the barotropic 

law. It can be also shown that thermal effects thickened the 

sheet, increasing the diffusion at external boundaries.  

Simulations overestimate the peak value of the void 

ratio for "station 1". At the contrary, the results are in good 

agreement at "station 2" for the peak value (concerning 

sheet thickness, it will be necessary to decrease Amin in 

order to sharpen the external edge of the sheet and reduce 

its thickness). At "station 3", the situation is different and 

simulations underestimate the peak void ratio value. These 

effects (for the three probed stations) may be linked to the 

fact that the applied barotropic model leads to 

instantaneous vaporization or condensation when the 

pressure tends towards the vapour pressure Pv. Indeed, a 

time delay, imposed by the physical characteristics of the 

studied fluid, exists for both vaporization and 

condensation. Thus, at "station 1", the experimental void 

ratio is half the computed one, probably because of the 

instantaneous barotropic model. At station 2, experimental 

and numerical peak values are comparable. The analysis of 

results concerning station 3 is more complex because of 

possible unsteadiness due to the re-entrant jet. In this case, 

the present stationary computation is unable to correctly 

describe the flow behaviour. 
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Figure N°22: Void ratio profiles: Comparison between 

experimental and simulation results 

a) station 1; b) station 2; c) station 3 

 

The wall pressure profiles are plotted in Figure 23. For 

the model without taking into account thermal effects, the 

pressure remains at an almost constant value, which 

depends on the cavitation number. When thermodynamic 

effects are considered, the pressure is reduced at the 

leading edge because of the decrease of the local 

vaporization pressure due to temperature deficit. 

Downstream, local pressure and temperature values are 

similar to ones obtained without thermal model.  
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Fig N°23: Variation of wall pressure along the 

cavitation sheet axis 

 

The deficit temperature profile ∆T=Tref-T calculated for 

"station 1" is shown in Figure N°24. The largest 

temperature deficit is approximately 1.75K in the sheet, 

which is about the magnitude found in previous work by 

(Fruman et al. 1999) from wall temperature measurements. 

It is worth noting that, at the solid wall, the numerical 

results present a singular behaviour that is attributed to 

standard wall functions applied. Further work is required 

to better analyse and to improve calculations at the solid 

boundaries. 
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Figure N°24: Temperature profile at station 1 

 

 

CONCLUSION 
 

From double probe measurements and numerical 

calculations, we have analysed the global and the local 

behaviour of a cavitating flow through a Venturi geometry. 

For a quasi-steady cavitation sheet with a length of about 

80 mm, we have evaluated void ratio and velocity fields 

for cold water and R114 cavitation. 

Experimental measurements and data treatment have 

been improved for cold water tests. The new method 

proposed for data analysis leads to a better evaluation of 

local behaviour of steady and unsteady cavitation. 
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The applied barotropic model, if associated with a stiff 

slope (corresponding to cmin ~ 1m/s for cold water), seems 

to well predict local behaviour in the steady areas of 

cavitation. Although the global behaviour of the sheet 

seems steady, experimental data show a re-entrant jet 

which creates small cloud shedding. In the zones 

influenced by the re-entrant jet, unsteady calculations are 

required to better simulate cavitation behaviour. This topic 

is discussed in the second part of the work. 

Concerning cavitation thermodynamic effects, we 

have implemented in FineTM/Turbo code a new model 

based on a barotropic approach. First results obtained for 

the considered Venturi geometry appears to be in good 

qualitative agreement with experimental and theoretical 

analyses. Nevertheless, the physical model has to be 

improved to take into account time delay during 

vaporization/condensation phenomena and to better predict 

cavitation behaviour. Moreover, further experimental 

works concerning local measurements in thermosensible 

fluid cavitation are capital to allow model calibration and 

validation. 
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