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# MOULD CALCULUS FOR HAMILTONIAN VECTOR FIELDS 

by<br>Jacky Cresson \& Guillaume Morin


#### Abstract

We present the general framework of Écalle's moulds in the case of linearization of a formal vector field without and within resonances. We enlighten the power of moulds by their universality, and calculability. We modify then Écalle's technique to fit in the seek of a formal normal form of a Hamiltonian vector field in cartesian coordinates. We prove that mould calculus can also produce successive canonical transformations to bring a Hamiltonian vector field into a normal form.

We then prove a Kolmogorov theorem on Hamiltonian vector fields near a diophantine torus in action-angle coordinates using moulds techniques.
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## 1. Introduction

We deal in this text with formal normal forms for formal vector fields on $\mathbb{C}^{\nu}$. We use the mould formalism by Jean Écalle to obtain those. The idea in this formalism is to consider vector fields as derivations on the algebra of formal power series $\mathbb{C}[[x]]$ and work in the general free Lie algebras framework associated to the algebra build on these derivations. It was developed by Écalle (see [5, 6, 7]) but didn't get the success it deserved yet. This text comes back on Écalle's idea with some precise calculus we didn't find in his works, although it was said to be right. The Hamiltonian parts (sections ºn $_{8}$ ) were also

[^0]evoked by Écalle in [9] but still not written: we hope to give here a little contribution to his work and an educational aspect.

In order to make the reader familiar with moulds and mould calculus in the search for formal normal forms, we recall in sections 2 to 6 some of Écalle's work, and set a global framework for moulds, which is the general free Lie algebras framework. Then, in sections 7 and 8 we present already known results, with the new techniques of moulds.

The search for formal normal forms of vector fields has a great first theorem from a great mathematician: the linearization theorem by Poincaré. We give here a "moulds proof" of this theorem, which obviously make the small divisors appear, and moreover, arouses a universal character of moulds: the linearization mould only depend on the graduation (i.e. the decomposition) of the vector field $X$. This is of great interest, because when the vector field is modified, the linearization mould is stil the same, as long as the graduation of the vector field is the same.

The plan of this text is the following: sections to 6 are of pedagogical interest, and summarize the main definitions, results and techniques of Écalle's moulds we need. Most of it can be found in $[3,4,5,6,7,8]$. The original work we did can be found in the last two sections. More precisely:

Section 2 recalls some basic definitions and results about mould formalism. In section 3 we define the main object of our concern: a prenormal form. That is, a vector field $X$ being given with a fixed diagonal linear part $X_{\text {lin }}$, we look for a change of variables which brings $X$ into $X_{\text {nor }}$, such that $\left[X_{\text {lin }}, X_{\text {nor }}\right]=0$.

Section 3 deals with continuous prenormal forms, following Écalle's terminology; that is, how does a prenormal form $X_{\text {nor }}$ behave when the vector field $X$ is modified, its linear part being untouched? We give here a first application of the power of the mould formalism, calculating a direct transform of linearization of $X$, according to Poincaré's linearization theorem.

The case of resonant vector fields rises in the next section 4: we obtain an analogous result of the classical Poincaré-Dulac theorem; nevertheless the prenormal form calculated here is not the Poincaré-Dulac normal form; Écalle calls it the trimmed form.

The last two sections focus on Hamiltonian vector fields, which was the original goal of this text: we make here a slightly modification in Écalle's formalism: where homogeneous differential operators were used, we need another graduation (i.e. decomposition) of the vector field $X$ to prove that it is possible to make successive canonical transformations to bring a formal Hamiltonian with a resonant linear part in cartesian coordinates into a trimmed form, preserving the Hamiltonian character at each step.

Then, in section 7, following [1] we prove a formal Kolmogorov theorem on a formal Hamiltonian near a diophantine torus using techniques shown in section 6. We study here perturbations in action-angle coordinates as trigonometric polynomials for technical reasons.

## 2. Reminder about moulds

All proofs and details about this section can be found in 4. We denote by $A$ an alphabet, finite or not, which is a semigroup for a law $\star$. In this section, a letter of $A$ is denoted by $a$. $A^{*}$ denotes the set of all words $\boldsymbol{a}$ build on $A$ i.e. the totally ordered sequences $a_{1} \cdots a_{r}, r \geqslant 0$, with $a_{i}$ in $A$ and $r=\ell(\boldsymbol{a})$ the length of the word $\boldsymbol{a}$. We set the
convention that a word of length 0 is the empty word $\emptyset$. Moreover, $A_{r}^{*}$ denotes the set of words of exact length $r$.

The natural operation on $A^{*}$ is the usual concatenation of two words $\boldsymbol{a}$ and $\boldsymbol{b}$ of $A^{*}$, which glues the word $\boldsymbol{a}$ to the word $\boldsymbol{b}$, i.e. $\boldsymbol{a} \bullet \boldsymbol{b}$, or often simply $\boldsymbol{a} \boldsymbol{b}$ when there is no ambiguity. Moreover, as $A$ is a semigroup, we define $\|\boldsymbol{a}\|_{\star}$ as the letter $a_{1} \star \cdots \star a_{r}$ of $A$, if $r=\ell(\boldsymbol{a})$. Now here is the main "new" object we focus on:

Definition 2.1. - Let $\mathbb{K}$ be a ring, or a field, and $A$ an alphabet. A $\mathbb{K}$-valued mould $M^{\bullet}$ on $A$ is a map from $A^{*}$ to $\mathbb{K}$; the evaluation of the mould $M^{\bullet}$ on a word $\boldsymbol{a}$ is denoted by $M^{a}$.

The first important thing, is the natural one-to-one correspondence between moulds and non-commutative formal power series.
2.1. Moulds and formal power series. - For $r \geqslant 0$, remember that $A_{r}^{*}$ is the set of words of length $r$, with the convention that $A_{0}^{*}=\{\emptyset\}$. We denote by $\mathbb{K}\langle A\rangle$ the set of finite $\mathbb{K}$-linear combinations of elements of $A^{*}$, i.e. non-commutative polynomials on $A$ with coefficients in $\mathbb{K}$, and by $\mathbb{K}_{r}\langle A\rangle$ the set of $\mathbb{K}$-linear combinations of elements of $A_{r}^{*}$, i.e. the set of non-commutative homogeneous polynomials of degree $r$. We have a natural graduation on $\mathbb{K}\langle A\rangle$ by the length of words:

$$
\mathbb{K}\langle A\rangle=\bigoplus_{r=0}^{\infty} \mathbb{K}_{r}\langle A\rangle
$$

The completion of $\mathbb{K}\langle A\rangle$ with respect to the graduation by length denoted by $\mathbb{K}\langle\langle A\rangle\rangle$ is the set of non-commutative formal power series with coefficients in $\mathbb{K}$. An element of $\mathbb{K}\langle\langle A\rangle\rangle$ is denoted by

$$
\sum_{\boldsymbol{a} \in A^{*}} M^{\boldsymbol{a}} \boldsymbol{a}, \quad M^{\boldsymbol{a}} \in \mathbb{K}
$$

where this sum must be understood as

$$
\sum_{r \geqslant 0}\left(\sum_{\boldsymbol{a} \in A_{r}^{*}} M^{\boldsymbol{a}} \boldsymbol{a}\right)
$$

Let $M^{\bullet}$ be a $\mathbb{K}$-valued mould on $A$; its generating series denoted by $\Phi_{M}$ belongs to $\mathbb{K}\langle\langle A\rangle\rangle$ and is defined by

$$
\Phi_{M}=\sum_{\boldsymbol{a} \in A^{*}} M^{\boldsymbol{a}} \boldsymbol{a}
$$

or in a condensed way as $\sum_{\bullet} M^{\bullet}$ • This correspondence provides a one-to-one mapping from the set of $\mathbb{K}$-valued moulds on $A$, denoted by $\mathcal{M}_{\mathbb{K}}(A)$, and $\mathbb{K}\langle\langle A\rangle\rangle$.
2.1.1. Moulds algebra. - The set of moulds $\mathcal{M}_{\mathbb{K}}(A)$ inherits a structure of algebra from $\mathbb{K}\langle\langle A\rangle\rangle$. The sum and product of two moulds $M^{\bullet}$ and $N^{\bullet}$ are denoted by $M^{\bullet}+N^{\bullet}$ and $M^{\bullet} \cdot N^{\bullet}$ or $M^{\bullet} \times N^{\bullet}$ respectively and defined by

$$
\begin{aligned}
\left(M^{\bullet}+N^{\bullet}\right)^{\boldsymbol{a}} & =M^{\boldsymbol{a}}+N^{\boldsymbol{a}} \\
\left(M^{\bullet} \times N^{\bullet}\right)^{\boldsymbol{a}}=\left(M^{\bullet} \cdot N^{\bullet}\right)^{\boldsymbol{a}} & =\sum_{\boldsymbol{a}^{1} \boldsymbol{a}^{2}=\boldsymbol{a}} M^{\boldsymbol{a}^{1}} N^{\boldsymbol{a}^{2}}
\end{aligned}
$$

for all $\boldsymbol{a} \in A^{*}$ where this latter sum corresponds to all the partitions of $\boldsymbol{a}$ in two words $\boldsymbol{a}^{1}$ and $\boldsymbol{a}^{2}$ of $A^{*}$. The product operation is associative.

The neutral element for the mould product is denoted by $1^{\bullet}$ and defined by

$$
1^{\bullet}= \begin{cases}1 & \text { if } \bullet=\emptyset \\ 0 & \text { otherwise }\end{cases}
$$

Let $M^{\bullet}$ be a mould. We denote by $\left(M^{\bullet}\right)^{-1}$ the inverse of $M^{\bullet}$ for the mould product when it exists, i.e. the solution of the mould equation:

$$
M^{\bullet} \cdot\left(M^{\bullet}\right)^{-1}=\left(M^{\bullet}\right)^{-1} \cdot M^{\bullet}=1^{\bullet}
$$

The inverse of a mould $M^{\bullet}$ exists if and only if $M^{\emptyset} \neq 0$.
2.1.2. Composition of moulds. - Assuming that $A$ possesses a semi-group structure, we can define a non-commutative version of the classical operation of substitution of formal power series.

We denote by $\star$ an internal law on $A$, such that $(A, \star)$ is a semi-group. We denote by $\left\|\|_{\star}\right.$ the mapping from $A^{*}$ to $A$ defined by

$$
\begin{aligned}
\left\|\|_{\star}: A^{*} \longrightarrow A\right. \\
\boldsymbol{a}=a_{1} \ldots a_{r} \longmapsto a_{1} \star \cdots \star a_{r}
\end{aligned}
$$

The $\star$ will be omitted when clear from the context.
The set $\mathbb{K}\langle\langle A\rangle\rangle$ is graded by $\left\|\|_{\star}\right.$. A homogeneous component of degree $a^{\prime}$ of $A$, of a non-commutative serie $\Phi_{M}=\sum_{\boldsymbol{a} \in A^{*}} M^{\boldsymbol{a}} \boldsymbol{a}$ is the quantity

$$
\Phi_{M}^{a^{\prime}}=\sum_{\substack{\boldsymbol{a} \in A^{*} \\\|\boldsymbol{a}\|_{\star}=a^{\prime}}} M^{\boldsymbol{a}} \boldsymbol{a}
$$

We have by definition

$$
\Phi_{M}=\sum_{a \in A} \Phi_{M}^{a}
$$

Definition 2.2 (Composition). - Let $(A, \star)$ be a semi-group structure. Let $M^{\bullet}$ and $N^{\bullet}$ be two moulds on $\mathcal{M}_{\mathbb{K}}(A)$ and $\Phi_{M}, \Phi_{N}$ their associated generating series. The substitution of $\Phi_{N}$ in $\Phi_{M}$, denoted by $\Phi_{M} \circ \Phi_{N}$ is defined by

$$
\begin{equation*}
\Phi_{M} \circ \Phi_{N}=\sum_{\boldsymbol{a} \in A^{*}} M^{\boldsymbol{a}} \Phi_{N}^{\boldsymbol{a}} \tag{2.1}
\end{equation*}
$$

where $\Phi_{N}^{a}$ is given by $\Phi_{N}^{a_{1}} \ldots \Phi_{N}^{a_{r}}$ for $\boldsymbol{a}=a_{1} \ldots a_{r}$.
We denote by $M^{\bullet} \circ N^{\bullet}$ the mould of $\mathcal{M}_{\mathbb{K}}(A)$ such that

$$
\begin{equation*}
\Phi_{M} \circ \Phi_{N}=\sum_{\boldsymbol{a} \in A^{*}}\left(M^{\bullet} \circ N^{\bullet}\right)^{\boldsymbol{a}} \boldsymbol{a} \tag{2.2}
\end{equation*}
$$

Equation (2.2) defines a natural operation on moulds denoted by o and called composition. Using $\left\|\|_{\star}\right.$ we can give a closed formula for the composition of two moulds.

Lemma 2.3. - Let $(A, \star)$ be a semi-group and $M^{\bullet}, N^{\bullet}$ be two moulds of $\mathcal{M}_{\mathbb{K}}(A)$.
For the empty word, $\left(M^{\bullet} \circ N^{\bullet}\right)^{\emptyset}=M^{\emptyset}$, and for all $\boldsymbol{a} \in A^{*}$ of length at least 1:

$$
\begin{equation*}
\left(M^{\bullet} \circ N^{\bullet}\right)^{\boldsymbol{a}}=\sum_{k=1}^{\ell(\boldsymbol{a})} \sum_{\boldsymbol{a}^{1} \ldots \boldsymbol{a}^{k} \stackrel{*}{=} \boldsymbol{a}} M^{\left\|\boldsymbol{a}^{1}\right\|_{\star} \cdots\left\|^{k}\right\|_{\star}} N^{\boldsymbol{a}^{1}} \cdots N^{\boldsymbol{a}^{k}} \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{a}^{1} \cdots \boldsymbol{a}^{k} \stackrel{*}{=} \boldsymbol{a}$ denotes all the partitions of $\boldsymbol{a}$ such that $\boldsymbol{a}^{i} \neq \emptyset, i=1, \ldots, k$.

Definition 2.4. - The neutral element for the mould composition is denoted by $I^{\bullet}$ and defined by:

$$
I^{\bullet}= \begin{cases}1 & \text { if } \ell(\bullet)=1 \\ 0 & \text { otherwise }\end{cases}
$$

where $\ell(\bullet)$ denotes the length of a word of $A^{*}$.
2.1.3. Exponential and logarithm of moulds. - We denote by $(\mathbb{K}\langle\langle A\rangle\rangle)_{*}$ the set of non--commutative formal power series without a constant term. We define the exponential of an element $x \in \mathbb{K}\langle\langle A\rangle\rangle$, denoted by $\exp (x)$ using the classical formula:

$$
\exp (x)=\sum_{n \geqslant 0} \frac{x^{n}}{n!}
$$

The logarithm of an element $1+x \in 1+(\mathbb{K}\langle\langle A\rangle\rangle)_{*}$ is denoted by $\log (1+x)$ and defined by

$$
\log (1+x)=\sum_{n \geqslant 0}(-1)^{n+1} \frac{x^{n}}{n}
$$

These two applications have their natural counterpart in $\mathcal{M}_{\mathbb{K}}(A)$.
Definition 2.5. - Let $M^{\bullet}$ be a mould of $\mathcal{M}_{\mathbb{K}}(A)$ and $\Phi_{M}$ the associated generating series. Assume that $\exp \left(\Phi_{M}\right)$ is defined. We denote by $\operatorname{Exp} M^{\bullet}$ the mould satisfying the equality

$$
\exp \left(\sum_{\bullet} M^{\bullet}\right)=\sum_{\bullet} \operatorname{Exp} M^{\bullet} \bullet
$$

Simple computations lead to the following direct definition of Exp on moulds:

$$
\operatorname{Exp} M^{\bullet}=\sum_{n \geqslant 0} \frac{\left[M^{\bullet}\right]_{(\times n)}}{n!}
$$

where $\left[M^{\bullet}\right]_{(\times n)}$, for $n$ in $\mathbb{N}^{*}$, stands for

$$
\left[M^{\bullet}\right]_{(\times n)}=\underbrace{M^{\bullet} \times \cdots \times M^{\bullet}}_{n \text { times }}
$$

and $\left[M^{\bullet}\right]_{(\times 0)}=1^{\bullet}$. The same procedure can be applied to define the logarithm of a mould.
Definition 2.6. - Let $M^{\bullet}$ be a mould of $\mathcal{M}_{\mathbb{K}}(A)$ and $\Phi_{M}$ the associated generating series. Assume that $\log \left(1+\Phi_{M}\right)$ is defined. We denote by $\log M^{\bullet}$ the mould satisfying the equality

$$
\log \left(1+\sum_{\bullet} M^{\bullet} \bullet\right)=\sum_{\bullet} \log M^{\bullet} \bullet
$$

A direct definition of $\log$ is then given by

$$
\log M^{\bullet}=\sum_{n \geqslant 0}(-1)^{n+1} \frac{\left[M^{\bullet}\right]_{(\times n)}}{n!}
$$

As $\exp$ and $\log$ satisfy $\exp \circ \log =\log \circ \exp =\mathrm{Id}$, we have

$$
\operatorname{Exp}\left(\log M^{\bullet}\right)=\log \left(\operatorname{Exp} M^{\bullet}\right)=1^{\bullet}
$$

2.2. Algebraic aspects of moulds. - Let $A$ be a set, we recall the concept of free Lie algebra denoted by $\mathcal{L}_{\mathbb{K}}(A)$ generated by $A$, see [15], 16]. Its elements are formal expressions in Lie brackets [.,.] of $A$ subject only to the Jacobi identity. We have $\mathcal{L}_{\mathbb{K}}(A) \subset \mathbb{K}\langle\langle A\rangle\rangle$, the enveloping algebra of $\mathcal{L}_{\mathbb{K}}(A)$. We denote by $\mathcal{G}_{\mathbb{K}}(A)$ the set of automorphisms of $A$, i.e. the Lie group associated to $\mathcal{L}_{\mathbb{K}}(A)$.

Let $\Delta: \mathbb{K}\langle\langle A\rangle\rangle \rightarrow \mathbb{K}\langle\langle A\rangle\rangle \otimes \mathbb{K}\langle\langle A\rangle\rangle$ be the algebra morphism defined for all $a \in A$ by $\Delta(a)=a \otimes 1+1 \otimes a$ and extended to $\mathbb{K}\langle\langle A\rangle\rangle$ by linearity. Using $\Delta$ we can characterize the element of $\mathbb{K}\langle\langle A\rangle\rangle$ belonging to $\mathcal{L}_{\mathbb{K}}(A)$.

Definition 2.7. - An element $P \in \mathbb{K}\langle\langle A\rangle\rangle$ is called primitive if $\Delta(P)=P \otimes 1+1 \otimes P$, and group-like if $\Delta(P)=P \otimes P$.

An important result on free Lie algebras is:
Lemma 2.8. - An element $P \in \mathcal{L}_{\mathbb{K}}(A)$ if and only if $P$ is primitive and $P \in \mathcal{G}_{\mathbb{K}}(A)$ if and only if $P$ is group-like.

This result can be formulated directly on coefficients leading to two symmetries for moulds on $A$. In order to state the result, we define the combinatorial notion of shuffle product on $A^{*}$ :

Definition 2.9. - The shuffle product denoted by m : $A^{*} \times A^{*} \rightarrow P\left(A^{*}\right)$ is defined inductively on $A^{*}$ by $\boldsymbol{a}_{ш}=e_{ш} \boldsymbol{a}=\boldsymbol{a}$ and $x \boldsymbol{a}_{\amalg y} \boldsymbol{b}=x\left(\boldsymbol{a}_{\amalg y} \boldsymbol{b}\right) \bigcup y(x \boldsymbol{a} ш \boldsymbol{b})$ for all $x, y \in A$, $\boldsymbol{a}, \boldsymbol{b} \in A^{*}$.

As an example, if $\boldsymbol{a}=\left(x_{1}, x_{2}\right)$ and $\boldsymbol{b}=\left(x_{3}\right)$, we have

$$
\boldsymbol{a} \text { ш } \boldsymbol{b}=\left\{\left(x_{1}, x_{2}, x_{3}\right),\left(x_{1}, x_{3}, x_{2}\right),\left(x_{3}, x_{1}, x_{2}\right)\right\} .
$$

According to (15], we have

$$
\Delta\left(\sum_{\boldsymbol{a} \in A^{*}} M^{a} \boldsymbol{a}\right)=\sum_{\boldsymbol{a}, \boldsymbol{b} \in A^{*}}\left(\sum_{c \in a \amalg b} M^{c}\right) \boldsymbol{a} \otimes \boldsymbol{b} .
$$

Lemma 2.8 can be formulated as follow:
Lemma 2.10. - An element $P \in \mathbb{K}\langle\langle A\rangle\rangle, P=\sum_{\boldsymbol{a} \in A^{*}} P^{a} \boldsymbol{a}$ is primitive (resp. group-like) if and only if

$$
\begin{gather*}
\sum_{\boldsymbol{c} \in a \amalg b} M^{\boldsymbol{c}}=0 \quad \forall \boldsymbol{a}, \boldsymbol{b} \in A^{*} \backslash\{e\}, \\
\left(\sum_{\boldsymbol{c} \in \boldsymbol{a} \amalg \boldsymbol{b}} M^{\boldsymbol{c}}=M^{a} M^{\boldsymbol{b}} \quad \forall \boldsymbol{a}, \boldsymbol{b} \in A^{*}, \quad \text { resp. }\right)
\end{gather*}
$$

We now introduce Ecalle's terminology for moulds corresponding to primitive or grouplike elements in $\mathbb{K}\langle\langle A\rangle\rangle$

Definition 2.11. - A mould $M^{\bullet} \in \mathcal{M}_{\mathbb{K}}(A)$ is called alternal (resp. symetral) if $M^{\bullet}$ satisfies ( $\star$ ) (resp. ( $\star \star$ )).

A primitive element of $\mathbb{K}\langle\langle A\rangle\rangle$ being given, we can easily obtain the corresponding element of $\mathcal{L}_{\mathbb{K}}(A)$. We denote by $\mathcal{I}$ the ideal of $\mathbb{K}\langle A\rangle$ generated by all polynomials without a constant term. We denote by $\psi: \mathcal{I} \rightarrow \mathcal{L}_{\mathbb{K}}(A)$ the mapping defined for all $\boldsymbol{a} \in A^{*}$, $\boldsymbol{a}=\left(a_{1}, \ldots, a_{r}\right)$ by

$$
\psi(\boldsymbol{a})=\frac{1}{r}\left[\left[\ldots\left[\left[a_{1}, a_{2}\right], a_{3}\right], \ldots\right], a_{r}\right]
$$

and extended by linearity to $\mathcal{I}$.
According to [16], we have the following result called the projection lemma by Ecalle:
Lemma 2.12. - We have $\left.\psi\right|_{\mathcal{L}_{\mathbb{K}}(A)}=\operatorname{Id}_{\mathcal{L}_{\mathbb{K}}(A)}$.
As a consequence, for an alternal mould $M^{\bullet} \in \mathcal{M}_{\mathbb{K}}(A)$, we have

$$
\sum_{\boldsymbol{a} \in A^{*}} M^{\boldsymbol{a}} \boldsymbol{a}=\sum_{\boldsymbol{a} \in A^{*}} M^{\boldsymbol{a}} \psi(\boldsymbol{a})=\sum_{r \geqslant 1} \frac{1}{r} \sum_{\boldsymbol{a} \in A_{r}^{*}} M^{\boldsymbol{a}}\left[\left[\ldots\left[\left[a_{1}, a_{2}\right], a_{3}\right], \ldots\right], a_{r}\right] .
$$

## 3. Continuous prenormal forms of a vector field

From now on, $\nu$ will be an integer, and $X$ a vector field on $\mathbb{C}^{\nu}$ such that $X(0)=$ 0 . We want to obtain some particular form of $X$ within a change of variable. If $m=$ $\left(m_{1}, \ldots, m_{\nu}\right) \in \mathbb{Z}^{\nu}$, we use the notation $x^{m}$ for $x_{1}^{m_{1}} \cdots x_{\nu}^{m_{\nu}}$ and $\partial_{x_{i}}$ for $\frac{\partial}{\partial x_{i}}$.

Definition 3.1. - A differential operator is an element of $\mathbb{C}[[x]]\left[\left[\partial_{x_{1}}, \ldots, \partial_{x_{\nu}}\right]\right]$ i.e. a formal power series in the $\partial_{x_{i}}$ whose coefficients are (commutative) formal power series in $x$.

The order of a differential operator is the degree of the corresponding polynomial in the variables $\partial_{x_{1}}, \ldots, \partial_{x_{\nu}}$.

If $n$ is in $\mathbb{Z}^{\nu}$, a homogeneous differential operator of degree $n$ is a differential operator $B_{n}$ such that for all $m$ in $\mathbb{N}^{\nu}$, there exists a $\beta_{n, m}$ in $\mathbb{C}$, such that:

$$
B_{n}\left(x^{m}\right)=\beta_{n, m} x^{n+m}
$$

We usually omit the composition operator o when composing homogeneous differential operators: we write $B_{n^{1}} \cdots B_{n^{r}}$ for $B_{n^{1}} \circ \cdots \circ B_{n^{r}}$. Moreover, we denote $B_{\boldsymbol{n}}$ for $B_{n^{1}} \cdots B_{n^{r}}$ where $\boldsymbol{n}$ is the word $\boldsymbol{n}=n^{1} \cdots n^{r}$.

Remark 3.2. - Finally, remark that if $B_{n}$ is a differential homogeneous operator of order 1 and degree $n, B_{n}=\sum_{i=1}^{\nu} B_{n}\left(x_{i}\right) \partial_{x_{i}}$. When there is no ambiguity, we denote $\sum_{\bullet} M^{\bullet} B_{\bullet}$ for $\sum_{\boldsymbol{n} \in A(X)^{*}} M^{\boldsymbol{n}} B_{\boldsymbol{n}}$.
3.1. Resonant normal form. - Now consider a vector field $X=\sum_{i=1}^{\nu} X_{i}(x) \partial_{x_{i}}$ on $\mathbb{C}^{\nu}$ (with $X(0)=0$ ); it is always possible to write this vector field as

$$
X=X_{\operatorname{lin}}+\sum_{n \in A(X)} B_{n}
$$

where the $B_{n}$ are homogeneous differential operators of degree $n$ and order $1, A(X)$ is an appropriate part of $\mathbb{Z}^{\nu}$ (that will be the alphabet) and $X_{\operatorname{lin}}$ the linear part. As an example, for the following vector field on $\mathbb{C}^{2}$ :

$$
\begin{equation*}
X=\lambda_{1} x \partial_{x}+\lambda_{2} y \partial_{y}+\left(a_{20} x^{2}+a_{11} x y+a_{02} y^{2}\right) \partial_{x}+\left(b_{20} x^{2}+b_{11} x y+b_{02} y^{2}\right) \partial_{y} \tag{3.1}
\end{equation*}
$$

we have $X_{\operatorname{lin}}=\lambda_{1} x \partial_{x}+\lambda_{2} y \partial_{y}$ and the homogeneous differential operators are:

$$
\begin{aligned}
B_{(1,0)} & =x\left(a_{20} x \partial_{x}+b_{11} y \partial_{y}\right), \\
B_{(0,1)} & =y\left(a_{11} x \partial_{x}+b_{02} y \partial_{y}\right), \\
B_{(-1,2)} & =a_{02} y^{2} \partial_{x}, \\
B_{(2,-1)} & =b_{20} x^{2} \partial_{y} .
\end{aligned}
$$

The alphabet here is $A(X)=\{(1,0),(0,1),(-1,2),(2,-1)\}$. The linear part of $X$ is always supposed to be of a diagonal form (see [13] for instance); we have then:

$$
X_{\operatorname{lin}}=\sum_{i=1}^{\nu} \lambda_{i} x_{i} \partial_{x_{i}},
$$

where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\nu}\right) \in \mathbb{C}^{\nu}$ is the spectrum of $X_{\text {lin }}$.
Remark 3.3. - We use here the graduation by degree for the operators $B_{n}$ but it is not unique; for instance, let us set $\Omega=\{\lambda \cdot n, n \in A(X)\}$ and $\mathbb{B}_{\omega}=\sum_{\substack{n \in A(X) \\ \lambda \cdot n=\omega}} B_{n}$; we still have $X=X_{\text {lin }}+\sum_{\omega \in \Omega} \mathbb{B}_{\omega}$. This graduation is used by Ecalle in [8] but the operators $\mathbb{B}_{\omega}$ are not homogeneous. We also use this graduation in section 7 .
Definition 3.4. - When the field $X$ is written as follows:

$$
X=\sum_{i=1}^{\nu} \lambda_{i} x_{i} \partial_{x_{i}}+\sum_{n \in A(X)} B_{n},
$$

it is said to be in prepared form.
3.2. An algebraic point of view. - Starting from this writing, we look for a change of variables $h$ in $\mathbb{C}[[x]]$, from $\mathbb{C}^{\nu}$ to $\mathbb{C}^{\nu}$, which is tangent to identity (i.e. $h(x)=x+\cdots$ ), to simplify $X$. We define moreover the substitution morphism $\Theta_{h}$ as:

$$
\begin{aligned}
\Theta_{h}: \mathbb{C}[[x]] & \rightarrow \mathbb{C}[[x]] \\
\varphi & \mapsto \varphi \circ h
\end{aligned}
$$

It will be denoted as $\Theta$ when no ambiguity. Remark that $h$ is a change of variables, and is then one-to-one. Hence $\Theta$ is an automorphism of $\mathbb{C}[[x]]$.

The natural action of the vector field on formal power series $\varphi$ of $\mathbb{C}[[x]]$ is the derivation $\varphi \mapsto X \cdot \varphi$ where $X \cdot \varphi=\sum_{j=1}^{\nu} X_{j}(x) \frac{\partial \varphi}{\partial x_{j}}(x)$. Hence the change of variables $h$ must let the following diagram be commutative:


Hence, for all $\varphi \in \mathbb{C}[[x]]$ we must have $X_{\text {nor }} \cdot(\varphi \circ h)=(X \cdot \varphi) \circ h$, that is $X_{\text {nor }}(\Theta \varphi)=\Theta(X \varphi)$, i.e. $X_{\text {nor }} \Theta=\Theta X$, or $X_{\text {nor }}=\Theta X \Theta^{-1}$. Now, the object we are looking for is the "new" field, $X_{\text {nor }}$, defined by:

$$
X_{\mathrm{nor}}=\Theta X \Theta^{-1}
$$

Definition 3.5. - We say that a field $X_{\text {nor }}$ is a prenormal form of $X$ if $X_{\text {nor }}$ is conjugated to $X$ and $\left[X_{\text {nor }}, X_{\mathrm{lin}}\right]=0$ where [,] are the usual Lie brackets.

We recall also the following definitions from Arnold [1], § 22, p. 175 and p.178:
Definition 3.6. - The spectrum $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\nu}\right)$ is resonant if there is at least one $s$ in $\{1, \ldots, \nu\}$ such that there exists $m$ in $\mathbb{N}^{\nu},|m| \geqslant 2$ such that:

$$
\lambda_{s}=m \cdot \lambda=\sum_{i=1}^{\nu} m_{i} \lambda_{i} .
$$

Moreover, a vectorial monomial $x^{m} \partial_{x_{s}}$ is resonant if $\lambda_{s}=m \cdot \lambda,|m| \geqslant 2$.
For a monomial $x^{m} \partial_{x_{i}}$, with $m$ in $\mathbb{N}^{\nu}$ and $i$ in $\{1, \ldots, \nu\}$, we have

$$
\left[x^{m} \partial_{x_{i}}, X_{\operatorname{lin}}\right]=x^{m}\left(\lambda_{i}-\sum_{j=1}^{\nu} m_{j} \lambda_{j}\right) \partial_{x_{i}}
$$

thus a prenormal form is only made of resonant monomials, i.e.

$$
X_{\mathrm{nor}}=X_{\mathrm{lin}}+\sum_{i=1}^{\nu} \sum_{m \in R_{i}(X)} a_{m} x^{m} \partial_{x_{i}}
$$

with $a_{m} \in \mathbb{C}$ and $R_{i}(X)=\left\{m \in \mathbb{Z}^{\nu}-\{0\},|m| \geqslant 2, \lambda_{i}=m \cdot \lambda\right\}$.
3.3. Non-unicity of prenormal forms. - For an integer $k$ greater than 2 we denote by $E_{k}$ the set of all homogeneous vector fields on $\mathbb{C}^{\nu}$ of degree $k$, that is vector fields on $\mathbb{C}^{\nu}$ whose each component is a homogeneous polynomial in $x_{1}, \ldots, x_{\nu}$ of degree $k$. Now, let $E$ be defined by:

$$
E=\bigoplus_{k \geqslant 2} E_{k} .
$$

Any vector field $Y$ of $E$ writes then $Y=\sum_{k \geqslant 2} Y_{k}$ where $Y_{k}$ is in $E_{k}$.
The part $X_{\operatorname{lin}}$ being fixed, we denote by ad $X_{X_{\operatorname{lin}}}$ the application defined by $Y \mapsto\left[Y, X_{\operatorname{lin}}\right]$. Remark that $\operatorname{ad}_{X_{\text {lin }}}\left(E_{k}\right) \subset E_{k}$ for any $k \geqslant 2$, and therefore that $\operatorname{ad}_{X_{\text {lin }}}$ may be defined on E.

Proposition 3.7. - Let $X_{\operatorname{lin}}=\sum_{i=1}^{\nu} \lambda_{i} x_{i} \partial_{x_{i}}$ and $\left\{\begin{array}{c}\operatorname{ad}_{X_{\operatorname{lin}}}: E \rightarrow E \\ Y \mapsto\left[Y, X_{\operatorname{lin}}\right]\end{array}\right.$. Then, $\operatorname{ker}\left(\operatorname{ad}_{X_{\operatorname{lin}}}\right)=$ $\{0\}$ if and only if $\lambda$ is non-resonant.

Proof. - By linearity, it is sufficient to prove it for a homogeneous polynomial of degree $k$, and even for a monomial $x^{m} \partial_{x_{i}}$. From definition 3.6, if $\lambda$ is non-resonant, then $\left(\lambda_{i}-\sum_{j=1}^{\nu} m_{j} \lambda_{j}\right) \neq 0$ hence $\operatorname{ker} \operatorname{ad}_{X_{\text {lin }}}=\{0\}$. Conversely, if $\operatorname{ker} \operatorname{ad}_{X_{\text {lin }}}=\{0\}$ then $\left(\lambda_{i}-\right.$ $\left.\sum_{j=1}^{\nu} m_{j} \lambda_{j}\right) \neq 0$. Hence $\lambda$ is non-resonant.

Corollary 3.8. - If the spectrum $\lambda$ of $X_{\operatorname{lin}}$ is non-resonant, then $X_{\text {nor }}=X_{\text {lin }}$.
Proof. - Indeed, a prenormal form is a sum of $X_{\text {lin }}$ and only resonant monomials.
In the case where the spectrum $\lambda$ is resonant, have the following proposition:
Proposition 3.9. - If the spectrum $\lambda$ of $X_{\operatorname{lin}}$ is resonant, a prenormal form of $X_{\mathrm{lin}}$ is not unique.

Proof. - Indeed, a prenormal form is defined up to a vector field $Y$ in the kernel of $\operatorname{ad}_{X_{\text {lin }}}$, which is not trivial, after proposition 3.7.

There is thus a choice to make, which could simplify the transformation. Baider [2] and Gaeta 10 have two interesting approaches of that.

We denote by $\operatorname{Res}(E)$ the kernel of $\operatorname{ad}_{X_{\text {lin }}}$. If $X$ is in $E$, when looking for a prenormal form of $X$, we want to write:

$$
X=X_{\text {lin }}+X_{\text {res }}, \text { where } X_{\text {res }} \text { is in } \operatorname{Res}(E) .
$$

This writing infers the direct sum decomposition:

$$
E=\operatorname{Res}(E) \bigoplus S
$$

where $S$ is a supplementary which can be chosen in many ways. A convenient way to chose $S$ is to provide $E$ with a scalar product such that

$$
E=\stackrel{\perp}{\oplus} E_{k}
$$

where $E_{k}$ is the homogeneous component of degree $k$ of $E$.
3.4. Continuous prenormal forms. - We denote by $\mathbb{C}\langle\langle\boldsymbol{B}\rangle\rangle$ for the algebra $\mathbb{C}\left\langle\left\langle\left(B_{n}\right)_{n \in A(X)}\right\rangle\right\rangle$ of non commutative formal series build on the $B_{n}$ operators.

Proposition 3.10. - There is a one-to-one correspondence between $\mathbb{C}\langle\langle\boldsymbol{B}\rangle\rangle$ and $\mathbb{C}\langle\langle A(X)\rangle\rangle$ given by:

$$
\sum_{\boldsymbol{n} \in A(X)^{*}} M^{\boldsymbol{n}} B_{\boldsymbol{n}} \mapsto \sum_{\boldsymbol{n} \in A(X)^{*}} M^{\boldsymbol{n}} \boldsymbol{n} .
$$

As there is also a one-to-one correspondence between $\mathbb{C}\langle\langle A(X)\rangle\rangle$ and $\mathcal{M}_{\mathbb{C}}(A(X))$, we have the following writing:

$$
X=X_{\operatorname{lin}}+\sum_{\bullet} I_{\bullet}^{\bullet} B_{\bullet}
$$

If $k=\left(k_{1}, \ldots, k_{\nu}\right)$ is a $\nu$-uplet, we denote by

$$
\omega(k)=\lambda \cdot k=\sum_{i=1}^{\nu} \lambda_{i} k_{i}
$$

where $\lambda$ is the (fixed) spectrum of $X_{\text {lin }}$. Remember also that if $\boldsymbol{a}=\left(a^{1}, \ldots, a^{r}\right)$ is in $A^{*}$, we write $\|\boldsymbol{a}\|=\|\boldsymbol{a}\|_{+}=a^{1}+\cdots+a^{r}$. We have the following result:

Lemma 3.11. - For any word $\boldsymbol{n}$ of $A^{*}$, we have $\left[X_{\operatorname{lin}}, B_{\boldsymbol{n}}\right]=\omega(\|\boldsymbol{n}\|) B_{\boldsymbol{n}}$.

Proof. - We prove the result by induction on the length $r$ of the word. Remember that for a word $n$ of length $r=1, B_{n}=\sum_{j=1}^{\nu} B_{n}\left(x_{j}\right) \partial_{x_{j}}$. Hence

$$
\begin{aligned}
{\left[X_{\operatorname{lin}}, B_{n}\right] } & =X_{\operatorname{lin}} B_{n}-B_{n} X_{\operatorname{lin}} \\
& =\sum_{j=1}^{\nu}\left(\sum_{i=1}^{\nu} \lambda_{i} x_{i} \partial_{x_{i}}\left[B_{n}\left(x_{j}\right)\right]-B_{n}\left(x_{j}\right) \lambda_{j}\right) \partial_{x_{j}} .
\end{aligned}
$$

By definition of $B_{n}$, homogeneous differential operator of degree $n$, we can write $B_{n}\left(x_{j}\right)=$ $\beta_{j} x^{\check{n}_{j}}$ where $\beta_{j}$ is a complex and $\check{n}_{j}=\left(n_{1}, \ldots, n_{j}+1, \ldots, n_{\nu}\right)$. Then for any $(i, j)$ in $\{1, \ldots, \nu\}^{2}, x_{i} \partial_{x_{i}}\left[B_{n}\left(x_{j}\right)\right]=\beta_{j}\left(n_{i}+\delta_{i j}\right) x^{\check{n}_{j}}$. Hence

$$
\begin{aligned}
{\left[X_{\operatorname{lin}}, B_{n}\right] } & =\sum_{j=1}^{\nu} \beta_{j} x^{\check{x}_{j}}\left(\sum_{i=1}^{\nu} \lambda_{i}\left(n_{i}+\delta_{i j}\right)-\lambda_{j}\right) \\
& =\sum_{j=1}^{\nu} \beta_{j} x^{\check{x}_{j}} \omega(n)=\omega(n) B_{n} .
\end{aligned}
$$

Now let be $r \geqslant 2$ fixed; we set the assumption that for every word $\boldsymbol{m}$ of length less than $r-1$, then $\left[X_{\text {lin }}, B_{\boldsymbol{m}}\right]=\omega(\|\boldsymbol{m}\|) B_{\boldsymbol{m}}$. For a word $\boldsymbol{n}$ of length $r$ we write $\boldsymbol{n}=\boldsymbol{m} p$ where $\ell(\boldsymbol{m})=r-1$ and $\ell(p)=1$. Then:

$$
\begin{aligned}
{\left[X_{\operatorname{lin}}, B_{\boldsymbol{n}}\right] } & =\left[X_{\operatorname{lin}}, B_{\boldsymbol{m}} B_{p}\right] \\
& =X_{\operatorname{lin}} B_{\boldsymbol{m}} B_{p}-B_{\boldsymbol{m}} B_{p} X_{\operatorname{lin}} \\
& =X_{\operatorname{lin}} B_{\boldsymbol{m}} B_{p}-B_{\boldsymbol{m}} X_{\operatorname{lin}} B_{p}+B_{\boldsymbol{m}} X_{\operatorname{lin}} B_{p}-B_{\boldsymbol{m}} B_{p} X_{\operatorname{lin}} \\
& =\left[X_{\operatorname{lin}}, B_{\boldsymbol{m}}\right] B_{p}+B_{\boldsymbol{m}}\left[X_{\operatorname{lin}}, B_{p}\right] \\
& =\omega(\|\boldsymbol{m}\|) B_{\boldsymbol{n}}+B_{\boldsymbol{m}} \omega(p) B_{p} \\
& =\omega(\|\boldsymbol{n}\|) B_{\boldsymbol{n}} .
\end{aligned}
$$

Notation 1. - For a letter $n$ in $A(X), \omega(n)$ stands for $\lambda \cdot n$. This notation extends to words $\boldsymbol{n}$ in $A(X)^{*}$, by $\omega(\|\boldsymbol{n}\|)$. We set the convention that $\omega(\emptyset)=0$.

Definition 3.12. - Let $\boldsymbol{n}$ be in $A(X)^{*} ; \boldsymbol{n}$ is resonant if

$$
\omega(\|\boldsymbol{n}\|)=\lambda \cdot\|\boldsymbol{n}\|=0 .
$$

We can now define the particular forms we are looking for:
Definition 3.13. - The vector field $X$ is said to be in continuous prenormal form with respect to the alphabet $A$ if there is a change of variable that conjugates $X$ to $X_{\text {nor }}$ so that

$$
X_{\text {nor }}=X_{\text {lin }}+\sum_{n \in A(X)^{*}} \operatorname{Pran}^{\boldsymbol{n}} B_{\boldsymbol{n}}, \text { with } \operatorname{Pran}^{\boldsymbol{n}}=0 \text { if } \omega(\|\boldsymbol{n}\|) \neq 0 .
$$

Remark 3.14. - Notice that this definition implies that the mould Pran ${ }^{\bullet}$ must be an alternal mould, as $X_{\text {nor }}-X_{\text {lin }}$ is a vector field, hence a primitive element of $\mathbb{C}\langle\langle\boldsymbol{B}\rangle\rangle$. Therefore, after lemma 2.12, $X_{\text {nor }}-X_{\text {lin }}$ is an element of the Lie algebra spanned by the $\left\{B_{n}, n \in A(X)\right\}$. We are thus trying to write elements of ker $\operatorname{ad}_{X_{\text {lin }}}$ in the Lie algebra spanned by the $B_{n}$. There is nevertheless no reason why all elements of that kernel should
be writing that way. However this condition is justified as $X_{\text {nor }}$ would then be intrinsic to $X$. It is therefore Ecalle's choice to look for elements of $\operatorname{ker~ad}_{X_{\text {lin }}}$ in that Lie algebra.

Remark 3.15. - A second remark, is that this definition of a continuous prenormal form depends on the writing of $X$ as a decomposition in the operators $B_{n}$, hence on the alphabet $A(X)$. We will see in section that some choices of decomposition may be better than others.

We have then the following result:
Theorem 3.16. - A continuous prenormal form is a prenormal form.
Proof. - The result is obtained by applying lemma 3.11 with the definition of a resonant word.

## 4. Effective aspects of continuous prenormal forms

We are looking for $X_{\text {nor }}-X_{\text {lin }}$ to be in the free Lie algebra of $\mathbb{C}\langle\langle\boldsymbol{B}\rangle\rangle$, hence the automorphism $\Theta$ must be in the corresponding Lie group. That is the reason why we work in the universal enveloping algebra $\mathbb{C}\langle\langle\boldsymbol{B}\rangle\rangle$. Hence:

$$
\Theta=\sum_{\bullet} \Theta^{\bullet} B_{\bullet}
$$

with the mould $\Theta^{\bullet}$ being symetral as $\Theta$ must be an automorphism of $\mathbb{C}[[x]]$, i.e. a group-like element of $\mathcal{L}_{\mathbb{C}}(A)$.
4.1. The conjugation equation. - The conjugation equation also writes:

$$
\Theta^{-1} X_{\mathrm{nor}} \Theta=X
$$

where $X_{\text {nor }}$ is the prenormal form looked for, with

$$
X_{\mathrm{nor}}=X_{\mathrm{lin}}+\sum_{\bullet} \operatorname{Pran}{ }^{\bullet} B_{\bullet}
$$

The mould expansion gives:

$$
X_{\operatorname{lin}}+\sum_{\bullet} I^{\bullet} B_{\bullet}=\left(\sum_{\bullet}\left(\Theta^{\bullet}\right)^{-1} B_{\bullet}\right)\left(X_{\operatorname{lin}}+\sum_{\bullet} \operatorname{Pran}^{\bullet} B_{\bullet}\right)\left(\sum_{\bullet} \Theta^{\bullet} B_{\bullet}\right)
$$

i.e.

$$
\begin{equation*}
X_{\operatorname{lin}}+\sum_{\bullet} I^{\bullet} B_{\bullet}=\left(\sum_{\bullet}\left(\Theta^{\bullet}\right)^{-1} B_{\bullet}\right) X_{\operatorname{lin}}\left(\sum_{\bullet} \Theta^{\bullet} B_{\bullet}\right)+\sum_{\bullet}\left(\left(\Theta^{\bullet}\right)^{-1} \times \operatorname{Pran} \bullet \times \Theta^{\bullet}\right) B_{\bullet} \tag{4.1}
\end{equation*}
$$

As we can see on this latter equation, the quantity $X_{\operatorname{lin}} B \bullet$ must be investigated.
Lemma 4.1. - Let $M^{\bullet}$ be a mould in $\mathcal{M}_{\mathbb{C}}(A(X))$. Then:

$$
X_{\operatorname{lin}}\left(\sum_{\bullet} M^{\bullet} B_{\bullet}\right)=\sum_{\bullet} \nabla M^{\bullet} B_{\bullet}+\left(\sum_{\bullet} M^{\bullet} B_{\bullet}\right) X_{\operatorname{lin}}
$$

where $\nabla M^{\boldsymbol{n}}=\omega(\|\boldsymbol{n}\|) M^{\boldsymbol{n}}$ for all $\boldsymbol{n}$ in $A(X)^{*}$.
Proof. - By linearity, it is sufficient to calculate $X_{\operatorname{lin}} B_{\boldsymbol{n}}$ for a word $\boldsymbol{n}=\left(n^{1}, \ldots, n^{r}\right)$ in $A(X)^{*}$ of length $r$. After lemma 3.11, $X_{\operatorname{lin}} B_{\boldsymbol{n}}=\omega(\|\boldsymbol{n}\|) B_{\boldsymbol{n}}+B_{\boldsymbol{n}} X_{\text {lin }}$.

Proposition 4.2. - The conjugation equation has the following mould form:

$$
\begin{equation*}
\Theta^{\bullet} \times I^{\bullet}=\nabla \Theta^{\bullet}+\operatorname{Pran}{ }^{\bullet} \times \Theta^{\bullet} \tag{4.2}
\end{equation*}
$$

Proof. - Using lemma 4.1, equation (4.1) rewrites:

$$
I^{\bullet}=\left(\Theta^{\bullet}\right)^{-1} \times \nabla \Theta^{\bullet}+\left(\Theta^{\bullet}\right)^{-1} \times \operatorname{Pran}^{\bullet} \times \Theta^{\bullet}
$$

and, after left-multiplicating by $\Theta^{\bullet}$ :

$$
\Theta^{\bullet} \times I^{\bullet}=\nabla \Theta^{\bullet}+\operatorname{Pran}{ }^{\bullet} \times \Theta^{\bullet}
$$

This equation gives us a relation between the normalisator $\Theta$ and the desired prenormal form.
4.2. The non-resonant case. - In the case where $\lambda$ is non-resonant, we must have $\operatorname{Pran}^{\bullet}=0$ for all $\bullet$, i.e. $X_{\text {nor }}=X_{\text {lin }}$ (linearization of $X$ ), after corollary 3.8. We have then to solve an induction relation on the $\Theta^{\bullet}$ to prove its existence

Equation (4.2) rewrites indeed:

$$
\Theta^{\bullet} \times I^{\bullet}=\nabla \Theta^{\bullet}
$$

Remember definition 2.4 of $I^{\bullet}$ on page 5 .
Hence for a word of length $0, B_{\emptyset}=\operatorname{Id}$ and $\Theta$ is tangent to identity, so $\Theta^{\emptyset}=1$.
For a word $n$ of length 1 , equation (4.2) rewrites $1=\omega(n) \Theta^{n} ; \lambda$ is non-resonant therefore $\omega(n) \neq 0$, thus $\Theta^{n}=\frac{1}{\omega(n)}$.

For a word $\boldsymbol{n}=\left(n^{1}, \ldots, n^{r}\right)$ of length $r$ at least 2, equation (4.2) rewrites then:

$$
\Theta^{n^{1}, \ldots, n^{r-1}}=\omega(\|\boldsymbol{n}\|) \Theta^{\boldsymbol{n}}
$$

as $\lambda$ is non-resonant, we have still that $\omega(\|\boldsymbol{n}\|) \neq 0$, hence the induction formula:

$$
\Theta^{\boldsymbol{n}}=\frac{\Theta^{n^{1}, \ldots, n^{r-1}}}{\omega(\|\boldsymbol{n}\|)}
$$

hence, by induction:

$$
\Theta^{\boldsymbol{n}}=\frac{1}{\omega_{1}\left(\omega_{1}+\omega_{2}\right) \cdots\left(\omega_{1}+\cdots+\omega_{r}\right)}
$$

where $\omega_{i}$ stands for $\omega\left(n^{i}\right)$ for $i$ in $\{1, \ldots, r\}$. We must then be sure that $\Theta$ is an automorphism of $\mathbb{C}[[x]]$, i.e. that $\Theta^{\bullet}$ is symetral. This is indeed true, see [3] for a proof.
4.3. The resonant case. - In the case where $\lambda$ is resonant, we set $\operatorname{Pran}^{\boldsymbol{n}}=0$ if $\omega(\|\boldsymbol{n}\|) \neq 0$, to obtain a continuous prenormal form of $X$. However, equations on $\Theta^{\boldsymbol{n}}$ cannot be solved directly this time: we take equation (4.2) and try to solve it, by induction on the length of words.

Remember first that $\Theta^{\emptyset}=1$, for $\Theta$ has to be tangent to identity; moreover, $I^{\boldsymbol{n}}=1$ if $\ell(\boldsymbol{n})=1$ and 0 otherwise; finally we set $\operatorname{Pran}^{\boldsymbol{n}}=0$ if $\omega(\|\boldsymbol{n}\|) \neq 0$.

For the empty word $\emptyset$, equation (4.2) rewrites $\Theta^{\emptyset} I^{\emptyset}=\nabla \Theta^{\emptyset}+\operatorname{Pran}^{\emptyset} \Theta^{\emptyset}$ i.e. $\operatorname{Pran}^{\emptyset}=0$.
For a word $n$ of length 1 , equation (4.2) rewrites:

$$
\begin{aligned}
\Theta^{n} I^{\emptyset}+I^{n} \Theta^{\emptyset} & =\nabla \Theta^{n}+\operatorname{Pran}^{n} \Theta^{\emptyset}+\operatorname{Pran}^{\emptyset} \Theta^{n} \\
\Longleftrightarrow 1 & =\omega(n) \Theta^{n}+\operatorname{Pran}^{n}
\end{aligned}
$$

Thus, if $\omega(n) \neq 0, \operatorname{Pran}^{n}=0$ so we can solve this equation and $\Theta^{n}=\frac{1}{\omega(n)}$. However, if $\omega(n)=0$, it gives $\operatorname{Pran}^{n}=1$ but we have no information on $\Theta^{n}$. It is therefore not possible to deduce all $\Theta^{\boldsymbol{n}}$ for all words $\boldsymbol{n}$ in $A(X)^{*}$ from equation (4.2) and the condition we set on $\operatorname{Pran}{ }^{\bullet}$. At this moment, there are two possibilities:

- either add a condition, like a derivation condition on moulds (see 17 p.25); it leads to different prenormal forms, depending on the additional condition. This method is the "direct" method.
- The other possibility is an iterative method like Poincaré-Dulac. This is the method we expose here.
As done usually (see [1] for instance), when looking for a (pre)normal form, we want to write $X-X_{\text {lin }}$ as a sum of resonant terms only. Hence we set the mould $\operatorname{Pran}{ }^{\bullet}$ this way:

$$
\operatorname{Pran}^{\boldsymbol{n}}=0 \text { if } \boldsymbol{n} \text { is non-resonant. }
$$

Unfortunately, it seems too complicated to solve this equation at once. Nevertheless, it is possible to do a calculable step-by-step procedure to obtain $\operatorname{Pran}{ }^{\bullet}$ with the wanted properties. The step-by-step procedure is explained in the next section.

## 5. A first approach to the Poincaré-Dulac normal form

5.1. The interest of being in a Lie algebra. - The idea of the step-by-step procedure is to kill non-resonant terms $B_{\boldsymbol{n}}$ of order 1 (i.e. such that $\ell(\boldsymbol{n})=1$ ) at each step.

We saw that the normalizator $\Theta$ is an automorphism of $\mathbb{C}[[x]]$, that is a group-like element of the free Lie algebra $\mathcal{L}_{\mathbb{C}}(A)$; it can therefore be written as an exponential of a primitive element of this algebra, i.e. an exponential of a vector field $V$ : we thus write

$$
\Theta=\exp (V), \text { where } V=\sum_{\bullet} V^{\bullet} B
$$

with $V^{\bullet}$ being alternal. After the mould writing of $\Theta$, and by definition of the exponential of a mould, we have:

$$
\Theta^{\bullet}=\operatorname{Exp} V^{\bullet},
$$

hence equation (4.2) rewrites then:

$$
\begin{equation*}
\operatorname{Exp} V^{\bullet} \times I^{\bullet}=\nabla \operatorname{Exp} V^{\bullet}+\operatorname{Pran} \boldsymbol{\bullet}^{\bullet} \times \operatorname{Exp} V^{\bullet} \tag{5.1}
\end{equation*}
$$

Still we set $\operatorname{Pran}^{\boldsymbol{n}}=0$ if $\omega(\|\boldsymbol{n}\|) \neq 0$, but we have the same indetermination on $V^{\bullet}$ as we had on $\Theta^{\bullet}$ : we choose here to kill only non-resonant terms of order 1 . The exponential form of the normalisator, with the help of the Baker-Campbell-Hausdorff formula, leads us to the following lemma:
Lemma 5.1. - Let $X=X_{\operatorname{lin}}+\sum_{n \in A(X)} B_{n}$ a vector field in prepared form, with fixed diagonal linear part $X_{\operatorname{lin}}$ of spectrum $\lambda$.

Choosing $\Theta=\exp (V)$, where $V$ is defined by:

$$
V^{\boldsymbol{n}}= \begin{cases}\frac{1}{\omega(n)} & \text { if } \ell(\boldsymbol{n})=1 \text { and } \omega(n) \neq 0 \\ 0 & \text { otherwise }\end{cases}
$$

the conjugate vector field $X_{\mathrm{nor}}=\Theta X_{\operatorname{lin}} \Theta^{-1}$ has no resonant terms of order 1 .

Proof. - After the Baker-Campbell-Hausdorff formula (see [12]) we have:

$$
X_{\mathrm{nor}}=\sum_{n=0}^{+\infty} \frac{(-1)^{n}}{n!} X^{(n)}
$$

where $X^{(n+1)}=\left[X^{(n)}, V\right]$ and $X^{(0)}=X$. Hence:

$$
X_{\mathrm{nor}}=X_{\mathrm{lin}}+\sum_{n \in A(X)} B_{n}-\left[X_{\mathrm{lin}}, V\right]-\cdots
$$

We set $V=\sum_{\boldsymbol{p} \in A(X)^{*}} V^{\boldsymbol{p}} B_{\boldsymbol{p}}$, then:

$$
X_{\mathrm{nor}}=X_{\mathrm{lin}}+\sum_{n \in A(X)} B_{n}-\sum_{\boldsymbol{n} \in A(X)^{*}} \omega(\|\boldsymbol{n}\|) V^{\boldsymbol{n}} B_{\boldsymbol{n}}-\cdots
$$

after lemma 4.1. Hence the given expression of $V^{\bullet}$.

Theorem 5.2. - Let $V$ be the vector field $V=\sum_{\bullet} V^{\bullet} B \bullet$ where $V^{\bullet}$ is the mould given by:

$$
V^{\boldsymbol{n}}= \begin{cases}\frac{1}{\omega(n)} & \text { if } \ell(n)=1 \text { and } \omega(n) \neq 0 \\ 0 & \text { otherwise }\end{cases}
$$

We call simplified form of $X$ the vector field $X_{\mathrm{sam}}=\exp (V) X \exp (-V)$; it writes:

$$
X_{\mathrm{sam}}=X_{\mathrm{lin}}+\sum_{\boldsymbol{n} \in A(X)^{*}} \operatorname{Sam}^{\boldsymbol{n}} B_{\boldsymbol{n}}
$$

and the mould Sam ${ }^{\bullet}$ has the following expression:

$$
\operatorname{Sam}^{\boldsymbol{n}}= \begin{cases}0 & \text { if } \boldsymbol{n}=\emptyset \\ 0 & \text { if } \ell(\boldsymbol{n})=1 \text { and } \omega(n) \neq 0 \\ 1 & \text { if } \ell(\boldsymbol{n})=1 \text { and } \omega(n)=0\end{cases}
$$

for the other words, the mould Sam ${ }^{\bullet}$ is given by the following equation:

$$
\mathrm{Sam}^{\bullet}=\operatorname{Exp} V^{\bullet} \times I^{\bullet} \times \operatorname{Exp}(-V)^{\bullet}-\nabla \operatorname{Exp} V^{\bullet} \times \operatorname{Exp}(-V)^{\bullet}
$$

Proof. - The field $X=X_{\operatorname{lin}}+\sum_{\bullet} I^{\bullet} B \bullet$ has non-resonant terms only of length 1 . If we want them to vanish, we look for a simplified field $X_{\mathrm{sam}}=X_{\text {lin }}+\sum_{\bullet} \operatorname{Sam}^{\bullet} B_{\bullet}$, where we set the mould Sam as follows:

$$
\operatorname{Sam}^{\boldsymbol{n}}= \begin{cases}0 & \text { if } \boldsymbol{n}=\emptyset \\ 0 & \text { if } \ell(\boldsymbol{n})=1 \text { and } \omega(n) \neq 0 \\ & \text { we do not know yet for other words } \boldsymbol{n}\end{cases}
$$

We keep the same equation as (5.1):

$$
\operatorname{Exp} V^{\bullet} \times I^{\bullet}=\nabla \operatorname{Exp} V^{\bullet}+\operatorname{Sam}^{\bullet} \times \operatorname{Exp} V^{\bullet}
$$

By setting moreover that $V^{\boldsymbol{n}}=0$ if $\ell(\boldsymbol{n}) \neq 1$ it is possible to solve this equation, and find that:

$$
V^{n}= \begin{cases}0 & \text { if } \omega(n)=0 \\ \frac{1}{\omega(n)} & \text { otherwise }\end{cases}
$$

Hence the simplified vector field $X_{\text {sam }}$ :

$$
\begin{equation*}
X_{\mathrm{sam}}=\exp \left(\sum_{\substack{n \in A(X) \\ \omega(n) \neq 0}} \frac{1}{\omega(n)} B_{n}\right) X \exp \left(\sum_{\substack{n \in A(X) \\ \omega(n) \neq 0}}-\frac{1}{\omega(n)} B_{n}\right) \tag{5.2}
\end{equation*}
$$

The mould Sam ${ }^{\bullet}$ is then calculable, and we recall here its expression (see 3 ):
Lemma 5.3. - The mould $\mathrm{Sam}^{\bullet}$ is given by:
$-\operatorname{Sam}^{\emptyset}=0$;

- if $\ell(n)=1$ and $\omega(n) \neq 0, \operatorname{Sam}^{n}=0$ (kills the non-resonant terms);
- if $\ell(n)=1$ and $\omega(s)=0, \mathrm{Sam}^{n}=1$;
- if $r=\ell(\boldsymbol{n}) \geqslant 2$ and $\omega_{1}, \ldots, \omega_{r}$ are different from 0 ,

$$
\operatorname{Sam}^{\boldsymbol{n}}=\frac{1}{\omega_{1} \cdots \omega_{r}} \sum_{k=1}^{r} \frac{(-1)^{r-k}\left(\omega_{k}(r-k)-\omega_{k+1}-\cdots-\omega_{r}\right)}{(k-1)!(r-k+1)!}
$$

- If only one $\omega_{i}$ vanishes,

$$
\operatorname{Sam}^{\boldsymbol{n}}=\frac{(-1)^{r-1}}{(i-1)!(r-i)!\omega_{1} \cdots \omega_{i-1} \omega_{i+1} \cdots \omega_{r}}
$$

- If more than one $\omega_{i}$ vanishes, then $\mathrm{Sam}^{\boldsymbol{n}}=0$.
5.2. Proof of lemma 5.3. - Let us denote by $V^{\bullet}$ the mould defined by:

$$
V^{\boldsymbol{n}}= \begin{cases}\frac{1}{\omega(n)} & \text { if } \ell(\boldsymbol{n})=1 \text { and } \omega(n) \neq 0 \\ 0 & \text { otherwise }\end{cases}
$$

5.2.1. A first term...- We denote by $C^{\bullet}$ the mould $C^{\bullet}=\exp \left(V^{\bullet}\right) \times I^{\bullet}$. We have $C^{\emptyset}=0$. For a word $n$ of length 1 we have:

$$
C^{n}=\left(\exp \left(V^{\bullet}\right)\right)^{\emptyset} I^{n}=1
$$

For a word $\boldsymbol{n}$ of length $r \geqslant 2$,
$C^{\boldsymbol{n}}=\left(\exp \left(V^{\bullet}\right)\right)^{n^{1}, \ldots, n^{r-1}} I^{n^{r}}= \begin{cases}0 & \text { if at least one of the }\left(\omega_{i}\right)_{1 \leqslant i \leqslant r-1} \text { vanishes }, \\ \frac{1}{(r-1)!\omega_{1} \cdots \omega_{r-1}} & \text { otherwise. }\end{cases}$
5.2.2. ... a second term...- We denote by $D^{\bullet}=C^{\bullet} \times \exp \left(-V^{\bullet}\right)$, so $D^{\emptyset}=0$, and for a word $n$ of length $1, D^{n}=C^{n}=1$.

For a word $\boldsymbol{n}$ of length $r \geqslant 2$ we have:

$$
D^{n^{1}, \ldots, n^{r}}=C^{n^{1}}\left(\exp \left(-V^{\bullet}\right)\right)^{n^{2}, \ldots, n^{r}}+C^{n^{1}, n^{2}}\left(\exp \left(-V^{\bullet}\right)\right)^{n^{3}, \ldots, n^{r}}+\cdots+C^{n^{1}, \ldots, n^{r}}
$$

There are then several cases:

- If at least one $\omega_{i}$ is zero, $1 \leqslant i \leqslant r-1$, then every $C^{n^{1}, \ldots, n^{j}}$, with $j \geqslant i+1$ vanishes (after the calculus of $C^{\boldsymbol{n}}$ in 5.2.1); also every $\left(\exp \left(-V^{\bullet}\right)\right)^{n^{k}, \ldots, n^{r}}$ vanishes for $k \leqslant i$. Therefore $D^{\boldsymbol{n}}=C^{n^{1}, \ldots, n^{i}}\left(\exp \left(-V^{\bullet}\right)\right)^{n^{i+1}, \ldots, n^{r}}$.

We have then for a word $\boldsymbol{n}$ :

$$
D^{\boldsymbol{n}}= \begin{cases}0 & \text { if another }\left(\omega_{l}\right)_{1 \leqslant l \leqslant r} \text { vanishes } \\ \frac{1}{(i-1)!\omega_{1} \cdots \omega_{i-1}} \times \frac{(-1)^{r-i}}{(r-i)!\omega_{i+1} \cdots \omega_{r}} & \text { if no other } \omega_{l}, l \neq i \text { is zero }\end{cases}
$$

- if $\omega_{r}$ vanishes, $D^{\boldsymbol{n}}=C^{n^{1}, \ldots, n^{r}}$ therefore:

$$
D^{\boldsymbol{n}}= \begin{cases}0 & \text { if one of the }\left(\omega_{l}\right)_{1 \leqslant l \leqslant r-1} \text { vanishes } \\ \frac{1}{(r-1)!\omega_{1} \cdots \omega_{r-1}} & \text { otherwise }\end{cases}
$$

- if no other $\omega_{i}$ vanishes then

$$
\begin{aligned}
D^{n^{1}, \ldots, n^{r}}=\frac{(-1)^{r-1}}{(r-1)!\omega_{2} \cdots \omega_{r}}+\frac{1}{\omega_{1}} \times & \frac{(-1)^{r-2}}{(r-2)!\omega_{3} \cdots \omega_{r}}+\cdots \\
& +\frac{1}{(r-2)!\omega_{1} \cdots \omega_{r-2}} \times \frac{-1}{\omega_{r}}+\frac{1}{(r-1)!\omega_{1} \cdots \omega_{r-1}}
\end{aligned}
$$

that is:

$$
D^{n^{1}, \ldots, n^{r}}=\frac{1}{\omega_{1} \cdots \omega_{r}} \sum_{k=1}^{r} \frac{(-1)^{r-k} \omega_{k}}{(k-1)!(r-k)!}
$$

5.2.3. ... a third term...- We calculate now the following: $E^{\bullet}=\nabla \exp \left(-V^{\bullet}\right)$. Thanks to the previous computations on the mould exponential, and by definition of $\nabla$, we have $E^{\emptyset}=0 ;$ moreover, for a word $n$ of length $r \geqslant 1$ :

$$
E^{n^{1}, \ldots, n^{r}}=\left(\omega_{1}+\cdots+\omega_{r}\right)\left(\exp \left(-V^{\bullet}\right)\right)^{n}
$$

then

$$
E^{\boldsymbol{n}}= \begin{cases}0 & \text { if one at least of the }\left(\omega_{i}\right)_{1 \leqslant i \leqslant r} \text { vanishes; } \\ \frac{\left(\omega_{1}+\cdots+\omega_{r}\right)(-1)^{r}}{r!\omega_{1} \cdots \omega_{r}} & \text { otherwise. }\end{cases}
$$

5.2.4. ... the last term. - We finally calculate the mould product $F^{\bullet}=\exp \left(V^{\bullet}\right) \times E^{\bullet}$; first, $F^{\emptyset}=0$; for a word of length $1, F^{n}=E^{n}$ therefore $F^{n}=0$ if $\omega(n)=0$ and $F^{n}=-1$ if $\omega(n) \neq 0$; at last, for a word $\boldsymbol{n}$ of length $r \geqslant 1$ we have:

$$
F^{n^{1}, \ldots, n^{r}}=\left(\exp \left(V^{\bullet}\right)\right)^{\emptyset} E^{\boldsymbol{n}}+\left(\exp \left(V^{\bullet}\right)\right)^{n^{1}} E^{n^{2}, \ldots, n^{r}}+\cdots+\left(\exp \left(V^{\bullet}\right)\right)^{n^{1}, \ldots, n^{r-1}} E^{n^{r}}
$$

Thus, after the calculus of $\exp \left(V^{\bullet}\right)$ and $E^{\bullet}, F^{\boldsymbol{n}}$ vanishes if at least one of the $\omega_{i}$ is zero. If no $\omega_{i}$ is zero, then:

$$
\begin{aligned}
F^{n^{1}, \ldots, n^{r}}= & \frac{\left(\omega_{1}+\cdots+\omega_{r}\right)(-1)^{r}}{r!\omega_{1} \cdots \omega_{r}}+\frac{1}{\omega_{1}} \times \frac{\left(\omega_{2}+\cdots+\omega_{r}\right)(-1)^{r-1}}{(r-1)!\omega_{2} \cdots \omega_{r}}+\cdots \\
& +\frac{1}{(r-1)!\omega_{1} \cdots \omega_{r-1}} \times \frac{(-1) \omega_{r}}{\omega_{r}} .
\end{aligned}
$$

Finally:

$$
F^{\boldsymbol{n}}= \begin{cases}0 & \text { if one of the } \omega_{i} \text { is zero, } \\ \frac{1}{\omega_{1} \cdots \omega_{r}} \sum_{k=1}^{r} \frac{(-1)^{r-k+1}\left(\omega_{k}+\cdots+\omega_{r}\right)}{(r-k+1)!(k-1)!} & \text { otherwise. }\end{cases}
$$

5.2.5. Expression of the sought mould. - As Sam ${ }^{\bullet}=F^{\bullet}+D^{\bullet}$, we have

$$
\operatorname{Sam}^{\emptyset}=F^{\emptyset}+D^{\emptyset}=0 .
$$

For a word of length 1, we get:

$$
\operatorname{Sam}^{n}= \begin{cases}1 & \text { if } \omega(n)=0 \\ 0 & \text { if } \omega(n) \neq 0\end{cases}
$$

The non-resonant terms of the field $X$ thus vanish in the field $X_{\text {sam }}$. Moreover, for a word $n$ of length $r \geqslant 2$, we get:

- if there exists $i$ and $j$, two different integers from $\{1, \ldots, r\}$ such as $\omega_{i}=\omega_{j}=0$ then $D^{n}=F^{n}=0$ therefore

$$
\operatorname{Sam}^{n}=0
$$

- if one $\omega_{i}$ exactly is zero, $F^{\boldsymbol{n}}=0$ and

$$
\operatorname{Sam}^{\boldsymbol{n}}=\frac{1}{(i-1)!\omega_{1} \cdots \omega_{i-1}} \cdot \frac{(-1)^{r-1}}{(r-i)!\omega_{i+1} \cdots \omega_{r}}
$$

- if every $\left(\omega_{i}\right)_{1 \leqslant i \leqslant r}$ is non zero, then

$$
\begin{gathered}
D^{n}=\frac{1}{\omega_{1} \cdots \omega_{r}} \sum_{k=1}^{r} \frac{(-1)^{r-k} \omega_{k}}{(k-1)!(r-k)!}, \\
F^{n}=\frac{1}{\omega_{1} \cdots \omega_{r}} \sum_{k=1}^{r} \frac{(-1)^{r-k+1}\left(\omega_{k}+\cdots+\omega_{r}\right)}{(r-k+1)!(k-1)!},
\end{gathered}
$$

and

$$
\operatorname{Sam}^{n}=\frac{1}{\omega_{1} \cdots \omega_{r}} \sum_{k=1}^{r} \frac{(-1)^{r-k}\left(\omega_{k}(r-k)-\omega_{k+1}-\cdots \omega_{r}\right)}{(k-1)!(r-k+1)!} .
$$

The proof is now complete!
In order to put in evidence the universal feature of the moulds Sam we obtain under the simplification procedure, we introduce the following one parameter family of complex valued functions:

Definition 5.4. - The Poincaré family is denoted by $\mathcal{P}=\left(P_{q}\right)_{q \in \mathbb{N}^{*}}$ where $P_{q}: \mathbb{C}^{q} \rightarrow \mathbb{C}^{q}$, and defined by $P_{1}(z)=1$ if $z=0$ and 0 otherwise, and for $q \geqslant 2$

$$
P_{q}\left(z_{1}, \ldots, z_{q}\right)= \begin{cases}\frac{1}{z_{1} \cdots z_{q}} \sum_{k=1}^{q}(-1)^{q-k} \frac{z_{k}(q-k)-z_{k+1}-\cdots-z_{q}}{(k-1)!(q-k+1)!}, & \text { if } z \in\left(\mathbb{C}^{*}\right)^{q} \\ \frac{(-1)^{q-1}}{(i-1)!(q-i)!} \frac{1}{z_{1} \ldots z_{i-1} z_{i+1} \ldots z_{q}}, & \text { if } z \in S_{q, i} \\ 0 & \text { otherwise }\end{cases}
$$

with $S_{q, i}=\left(\mathbb{C}^{*}\right)^{i-1} \times\{0\} \times\left(\mathbb{C}^{*}\right)^{q-i}$.

Lemma 5.3 of this section can then be formulated as follows:

Lemma 5.5. - The simplification moulds $\mathrm{Sam}^{\bullet}$ is given by $\mathrm{Sam}^{\emptyset}=1$ and $\mathrm{Sam}^{\boldsymbol{n}}=$ $P_{\ell(\boldsymbol{n})}(\boldsymbol{n} . \lambda)$ if $\ell(\boldsymbol{n}) \geqslant 1$.

The field $X_{\text {sam }}$ has now no more non-resonant terms of length 1 , but the transformation $X \mapsto X_{\text {sam }}$, that we denote simp, introduces non-resonant terms of length greater than 1, as $\operatorname{Sam}^{\boldsymbol{n}}$ is not always 0 when $\ell(\boldsymbol{n}) \geqslant 2$.
5.3. The first step. - Now that we have killed every non-resonant terms of length 1 , but introduced some more of length greater than 2, we have to iterate the transform... however, if we want the iteration procedure to be writable in terms of moulds composition, we must find a way to rewrite $X_{\text {sam }}=X_{\text {lin }}+\sum_{\boldsymbol{n} \in A(X)^{*}} \operatorname{Sam}^{\boldsymbol{n}} B_{\boldsymbol{n}}$ as $X_{\mathrm{sam}}=X_{\text {lin }}+\sum_{m \in \mathfrak{A}} D_{m}$ where $\mathfrak{A}$ is a new alphabet and $\left(D_{m}\right)_{m \in \mathfrak{A}}$ a new collection of homogeneous differential operators. It is here natural at this time, since for every word $\boldsymbol{n}$ in $A(X)^{*}, B_{\boldsymbol{n}}$ is a homogeneous differential operator of degree $\|\boldsymbol{n}\|$ (nevertheless, do not forget that the most natural choice may not always be the best, as we will see in section 7). Hence the new alphabet is:

$$
\mathfrak{A}=A\left(X_{\mathrm{sam}}^{(1)}\right)=\left\{\|\boldsymbol{n}\|, \boldsymbol{n} \in A(X)^{*}\right\} \subset \mathbb{Z}^{\nu}
$$

Let us write then $X_{\text {sam }}^{(1)}$ instead of $X_{\text {sam }}$, for it is the first of the iteration:

$$
X_{\mathrm{sam}}^{(1)}=X_{\text {lin }}+\sum_{m \in \mathfrak{A}} D_{m}, \text { with } D_{m}=\sum_{\substack{\boldsymbol{n} \in A(X)^{*} \\\|\boldsymbol{n}\|=m}} \operatorname{Sam}^{\boldsymbol{n}} B_{\boldsymbol{n}}
$$

and do the transformation simp again. We get a $X_{\mathrm{sam}}^{(2)}$ and:

$$
X_{\mathrm{sam}}^{(2)}=X_{\operatorname{lin}}+\sum_{\boldsymbol{m} \in \mathfrak{A}^{*}} \operatorname{Sam}^{\boldsymbol{m}} D_{\boldsymbol{m}}
$$

Writing this in the old alphabet, we have, by definition of the composition of two moulds:

$$
X_{\mathrm{sam}}^{(2)}=X_{\operatorname{lin}}+\sum_{\boldsymbol{n} \in A(X)^{*}}\left(\mathrm{Sam}^{\bullet} \circ \mathrm{Sam}^{\bullet}\right)^{\boldsymbol{n}} B_{\boldsymbol{n}}
$$

## 6. The trimmed form

6.1. The simplification procedure. - We can construct a prenormal form by iterating the simplification procedure seen in the previous section.

Definition 6.1 (Trimmed form up to order $r$ ). - Let $r$ be in $\mathbb{N}$. The trimmed form up to order $r$ is defined as $X_{\mathrm{sam}}^{(r)}$, obtained from $X$ after $r$ successive simplifications:

$$
X=X_{\mathrm{sam}}^{(0)} \xrightarrow{\mathrm{simp}_{1}} X_{\mathrm{sam}}^{(1)} \xrightarrow{\text { simp }_{2}} \cdots \xrightarrow{\operatorname{simp}_{r}} X_{\mathrm{sam}}^{(r)}
$$

where $\operatorname{simp}_{i}$ is the automorphism of simplification defined by:

$$
\operatorname{simp}_{i}=\exp \left(V_{i}\right)
$$

with $V_{i}$ the vector field associated to the mould $V^{\bullet}$ on the alphabet $A\left(X_{\text {sam }}^{(i)}\right)$ defined recursively by:

$$
A\left(X_{\mathrm{sam}}^{(i)}\right)=\left\{\|\boldsymbol{n}\|, \boldsymbol{n} \in A\left(X_{\mathrm{sam}}^{(i-1)}\right)^{*}\right\}
$$

Theorem 5.2 leads us then to the following result:
Theorem 6.2. - For all $r$ in $\mathbb{N}$, the trimmed form up to order $r X_{\mathrm{sam}}^{(r)}$ has a mould expansion, i.e. there exists a mould denoted by $\operatorname{Sam}_{r}^{\bullet}$ in $\mathcal{M}_{\mathbb{C}}(A(X))$ such that:

$$
X_{\mathrm{sam}}^{(r)}=X_{\mathrm{lin}}+\sum_{\bullet} \operatorname{Sam}_{r}^{\bullet} B
$$

Moreover the mould $\mathrm{Sam}_{r}^{\bullet}$ can be defined with the help of $\mathrm{Sam}^{\bullet}$ : For all $r$ in $\mathbb{N}$, we have:

$$
\mathrm{Sam}_{r}^{\bullet}=\underbrace{\mathrm{Sam}_{\bullet}^{\bullet} \circ \cdots \mathrm{Sam}^{\bullet}}_{r \text { times }}
$$

From now on, we denote either $\operatorname{Sam}_{r}^{\bullet}$ or $\left(\mathrm{Sam}^{\bullet}\right)^{\text {or }}$ for the composition of $r$ copies of Sam ${ }^{\bullet}$. Let us investigate now what is happening: we already saw that after the first step, non-resonant terms of length 1 -actually, there are no others- vanished. We have then:

$$
X_{\mathrm{sam}}^{(1)}=X_{\mathrm{lin}}+\sum_{\substack{n \in A(X) \\ \omega(n)=0}} B_{n}+\sum_{m \in A(X)} \underbrace{\sum_{\substack{\boldsymbol{n} \in A(X)^{*} \\\|\boldsymbol{n}\|=m}} \operatorname{Sam}^{\boldsymbol{n}} B_{\boldsymbol{n}}}_{D_{m}}
$$

Now we see from such a writing, that the simplification introduces new terms, which may not be (and usually are not) resonant.

The main property of $\mathrm{Sam}_{r}^{\bullet}$ is that it is "stationary" in this sense:
Theorem 6.3. - Let $r$ be in $\mathbb{N}^{*}$. For any word $\boldsymbol{n}$ in $A^{*}$ of length at most $r$, we have:

$$
\operatorname{Sam}_{q}^{\boldsymbol{n}}=\operatorname{Sam}_{r}^{\boldsymbol{n}}, \forall q \geqslant r
$$

This theorem is deduced from the following lemma:
Lemma 6.4. - Let $r$ be in $\mathbb{N}^{*}$. For any word $\boldsymbol{n}$ in $A^{*}$ of length at most $r$, we have:

$$
\operatorname{Sam}_{r+1}^{n}=\operatorname{Sam}_{r}^{n}
$$

Proof of the lemma. - The proof is done by induction on the length $r$.
For $r=1$ : let $n$ be in $A^{*}$, we have:

$$
\left(\mathrm{Sam}^{\bullet} \circ \mathrm{Sam}^{\bullet}\right)^{n}=\left(\mathrm{Sam}^{n}\right)^{2}=\mathrm{Sam}^{n} \text {, after lemma 5.3. }
$$

We suppose now that $r \geqslant 2$ is fixed, and that for any $p \leqslant r-1$, and any word $\boldsymbol{n}$ of length at most $p, \operatorname{Sam}_{p+1}^{\boldsymbol{n}}=\operatorname{Sam}_{p}^{\boldsymbol{n}}$. Let $\boldsymbol{n}=n^{1} \cdots n^{r}$ be a word of length $r$. We have three cases:
(a). $\boldsymbol{n}$ is non-resonant, i.e. $\omega(\|\boldsymbol{n}\|) \neq 0$. In this case we write:

$$
\begin{aligned}
\operatorname{Sam}_{r+1}^{\boldsymbol{n}} & =\left(\operatorname{Sam}^{\bullet} \circ \operatorname{Sam}_{r}^{\bullet}\right)^{n} \\
& =\operatorname{Sam}^{\|\boldsymbol{n}\|} \operatorname{Sam}_{r}^{n}+\sum_{\substack{2 \leqslant l \leq r \\
\boldsymbol{n}_{1} \cdots \boldsymbol{n}_{l}=\boldsymbol{n}}} \operatorname{Sam}^{\left\|\boldsymbol{n}_{\boldsymbol{1}}\right\|, \cdots,\left\|\boldsymbol{n}_{l}\right\|} \operatorname{Sam}_{r}^{\boldsymbol{n}_{1}} \cdots \operatorname{Sam}_{r}^{\boldsymbol{n}_{l}} .
\end{aligned}
$$

As $\omega(\|\boldsymbol{n}\|) \neq 0$, by lemma 5.3, $\operatorname{Sam}^{\|\boldsymbol{n}\|}=0$, hence $\operatorname{Sam}^{\|\boldsymbol{n}\|} \operatorname{Sam}_{r}^{\boldsymbol{n}}=\operatorname{Sam}^{\|\boldsymbol{n}\|} \operatorname{Sam}_{r-1}^{\boldsymbol{n}}$. Moreover, in the second term, as $l \geqslant 2, \ell\left(\boldsymbol{n}_{k}\right) \leqslant r-1$ for any $k$ in $\{1, \ldots, l\}$, hence by the induction assumption, $\operatorname{Sam}_{r}^{\boldsymbol{n}_{k}}=\operatorname{Sam}_{r-1}^{\boldsymbol{n}_{k}}$. Finally,

$$
\begin{aligned}
\operatorname{Sam}_{r+1}^{\boldsymbol{n}} & =\operatorname{Sam}^{\|\boldsymbol{n}\|} \operatorname{Sam}_{r-1}^{\boldsymbol{n}}+\sum_{\substack{2 \leqslant l \leqslant r \\
n_{1} \cdots n_{l}=\boldsymbol{n}}} \operatorname{Sam}^{\left\|\boldsymbol{n}_{1}\right\|, \cdots,\left\|\boldsymbol{n}_{l}\right\|} \operatorname{Sam}_{r-1}^{\boldsymbol{n}_{1}} \cdots \operatorname{Sam}_{r-1}^{\boldsymbol{n}_{l}} \\
& =\left(\operatorname{Sam}^{\bullet} \circ \operatorname{Sam}_{r-1}^{\bullet}\right)^{\boldsymbol{n}} \\
& =\operatorname{Sam}_{r}^{n} .
\end{aligned}
$$

(b). $\boldsymbol{n}$ is resonant, i.e. $\omega(\|\boldsymbol{n}\|)=0$, and $\omega\left(n^{i}\right)=0$ for all $i$ in $\{1, \ldots, r\}$. In this case, we write again:

$$
\begin{aligned}
\operatorname{Sam}_{r+1}^{\boldsymbol{n}} & =\left(\operatorname{Sam}^{\bullet} \circ \operatorname{Sam}_{r}^{\bullet}\right)^{n} \\
& =\operatorname{Sam}^{\|\boldsymbol{n}\|} \operatorname{Sam}_{r}^{n}+\sum_{\substack{2 \leqslant l \leqslant r \\
\boldsymbol{n}_{1} \cdots \boldsymbol{n}_{l}=\boldsymbol{n}}} \operatorname{Sam}^{\left\|\boldsymbol{n}_{1}\right\|, \cdots,\left\|\boldsymbol{n}_{l}\right\|} \operatorname{Sam}_{r}^{\boldsymbol{n}_{1}} \cdots \operatorname{Sam}_{r}^{\boldsymbol{n}_{l}} .
\end{aligned}
$$

On the one hand, after lemma 5.33, Sam ${ }^{\|\boldsymbol{n}\|}=1$, for $\omega(\|\boldsymbol{n}\|)=0$; on the other hand, for $l$ in $\{2, \ldots, r\}, \omega\left(\left\|\boldsymbol{n}_{k}\right\|\right)=0$ for all $k$ in $\{1, \ldots, l\}$, hence, still after lemma 5.3, Sam ${ }^{\left\|\boldsymbol{n}_{1}\right\|, \cdots,\left\|\boldsymbol{n}_{l}\right\|}=0$. Finally, $\operatorname{Sam}_{r+1}^{n}=\operatorname{Sam}_{r}^{n}$.
(c). $\boldsymbol{n}$ is resonant, i.e. $\omega(\|\boldsymbol{n}\|)=0$ and there is at least one (therefore two) $n^{i}$ in $\boldsymbol{n}$ such that $\omega\left(n^{i}\right) \neq 0$. After lemma 5.3, $\mathrm{Sam}^{n^{i}}=0$. In this last case, we write:

$$
\begin{aligned}
\operatorname{Sam}_{r+1}^{\boldsymbol{n}} & =\left(\operatorname{Sam}_{r}^{\bullet} \circ \operatorname{Sam}^{\bullet}\right)^{\boldsymbol{n}} \\
& =\sum_{\substack{1 \leq l \leq r-1 \\
\boldsymbol{n}_{1} \cdots \boldsymbol{n}_{l}=\boldsymbol{n}}} \operatorname{Sam}_{r}^{\left\|\boldsymbol{n}_{1}\right\| \cdots \cdot \cdots \boldsymbol{n}_{l} \|} \operatorname{Sam}^{\boldsymbol{n}_{1}} \cdots \operatorname{Sam}^{\boldsymbol{n}_{l}}+\operatorname{Sam}_{r}^{\boldsymbol{n}^{n}} \operatorname{Sam}^{n^{1}} \cdots \operatorname{Sam}^{n^{r}}
\end{aligned}
$$

By the induction assumption, for every $l$ in $\{1, \ldots, r-1\}$,

$$
\operatorname{Sam}_{r}^{\left\|\boldsymbol{n}_{1}\right\| \cdots \cdot \cdots \boldsymbol{n}_{l} \|}=\operatorname{Sam}_{r-1}^{\left\|\boldsymbol{n}_{1}\right\| \cdots\left\|\boldsymbol{n}_{l}\right\|} ;
$$

moreover:


Hence $\operatorname{Sam}_{r+1}^{n}=\operatorname{Sam}_{r}^{n}-\operatorname{Sam}_{r-1}^{n} \operatorname{Sam}^{n^{1}} \cdots \operatorname{Sam}^{n^{r}}+\operatorname{Sam}_{r}^{n} \operatorname{Sam}^{n^{1}} \cdots \operatorname{Sam}^{n^{r}}$. Now, after lemma 5.3, the product $\operatorname{Sam}^{n^{1}} \cdots \operatorname{Sam}^{n^{r}}$ is zero. Finally, $\operatorname{Sam}_{r+1}^{n}=\operatorname{Sam}_{r}^{n}$.
6.2. The Poincaré-Dulac theorem. - We can define now the mould Tram ${ }^{\bullet}$ as follows:

Definition 6.5. - The mould Tram ${ }^{\bullet}$ is defined by $\operatorname{Tram}^{\emptyset}=0$, and for a word $\boldsymbol{n}$ in $A^{*}$ of length $r \geqslant 1$,

$$
\operatorname{Tram}^{\boldsymbol{n}}=\operatorname{Sam}_{r}^{\boldsymbol{n}}=\lim _{p \rightarrow+\infty}\left(\left(\operatorname{Sam}^{\bullet}\right)^{\circ p}\right)^{\boldsymbol{n}}
$$

The limit exists after theorem 6.3.

We define then the trimmed form.

Definition 6.6. - The trimmed form of $X$ is the limit of the simplification procedure. It is given by:

$$
X_{\mathrm{tram}}=X_{\mathrm{lin}}+\sum_{\bullet} \operatorname{Tram}^{\bullet} B \bullet
$$

Now this result shows that the trimmed form is what we are looking for:

Theorem 6.7. - The trimmed form is a continuous prenormal form.
Proof. - Remember that $\operatorname{Tram}^{\emptyset}=0$. By definition of $\operatorname{Tram}^{\bullet}$, for a word of length 1 , $\operatorname{Tram}^{n}=\operatorname{Sam}^{n}$, hence $\operatorname{Tram}^{n}=0$ if $\omega(n) \neq 0$. Now, for a word $\boldsymbol{n}$ of length greater than 2, by definition 6.5 of $\operatorname{Tram}^{\bullet}$ we have:

$$
\begin{align*}
\operatorname{Tram}^{\bullet} & =\operatorname{Tram}^{\bullet} \circ \operatorname{Sam}^{\bullet}  \tag{6.1}\\
& =\operatorname{Sam}^{\bullet} \circ \operatorname{Tram}^{\bullet} \tag{6.2}
\end{align*}
$$

We can then verify that $\operatorname{Tram}^{\boldsymbol{n}}=0$ if $\omega(\|\boldsymbol{n}\|) \neq 0$ by induction on the length $r \geqslant 2$ of $\boldsymbol{n}$. If $\boldsymbol{n}=n^{1} n^{2}$ is in $A^{*}$, by definition of the composition of two moulds and after (6.1):

$$
\begin{aligned}
\operatorname{Tram}^{\boldsymbol{n}} & =\operatorname{Tram}^{\emptyset} \operatorname{Sam}^{\boldsymbol{n}}+\operatorname{Tram}^{n^{1}} \operatorname{Sam}^{n^{2}}+\operatorname{Tram}^{\boldsymbol{n}} \operatorname{Sam}^{\emptyset} \\
& =\operatorname{Tram}^{n^{1}} \operatorname{Sam}^{n^{2}} \\
& =\operatorname{Sam}^{n^{1}} \operatorname{Sam}^{n^{2}}
\end{aligned}
$$

Now, after lemma 5.3, $\operatorname{Tram}^{\boldsymbol{n}} \neq 0$ if and only if $\omega\left(n^{1}\right)=\omega\left(n^{2}\right)=0$, and this is impossible since $\omega\left(n^{1}\right)+\omega\left(n^{2}\right) \neq 0$. Hence $\operatorname{Tram}^{\boldsymbol{n}}=0$ if $\omega(\|\boldsymbol{n}\|) \neq 0$.

We fix $r \geqslant 3$ and suppose that $\operatorname{Tram}^{\boldsymbol{n}}=0$ if $\omega(\|\boldsymbol{n}\|) \neq 0$, for any word $\boldsymbol{n}$ of length less than $r-1$. Then if $\boldsymbol{n}$ is a word of length $r$ such that $\omega(\|\boldsymbol{n}\|) \neq 0$ we have after equation (6.2):

$$
\operatorname{Tram}^{\boldsymbol{n}}=\operatorname{Sam}^{\|\boldsymbol{n}\|} \operatorname{Tram}^{\boldsymbol{n}}+\sum_{\substack{2 \leqslant l \leqslant r \\ \boldsymbol{n}_{1} \cdots \boldsymbol{n}_{l}=\boldsymbol{n}}} \operatorname{Sam}^{\left\|\boldsymbol{n}_{1}\right\| \cdots\left\|\boldsymbol{n}_{l}\right\|} \operatorname{Tram}^{\boldsymbol{n}_{1}} \cdots \operatorname{Tram}^{\boldsymbol{n}_{l}}
$$

The term $\operatorname{Sam}^{\|\boldsymbol{n}\|} \operatorname{Tram}^{\boldsymbol{n}}$ is 0 , for $\omega(\|\boldsymbol{n}\|) \neq 0$. Now for each partition of $\boldsymbol{n}$ in $l$ words $\boldsymbol{n}_{1}, \ldots, \boldsymbol{n}_{l}$, where $l \geqslant 2$ there is at least one $k$ in $\{1, \ldots, l\}$ such that $\omega\left(\left\|\boldsymbol{n}_{k}\right\|\right) \neq 0$ (for $\left.\omega(\|\boldsymbol{n}\|)=\sum_{j=1}^{l} \omega\left(\left\|\boldsymbol{n}_{j}\right\|\right)\right)$. Hence by induction, $\operatorname{Tram}^{\boldsymbol{n}_{k}}=0$. Therefore, $\operatorname{Tram}^{\boldsymbol{n}}=0$.

## 7. The Hamiltonian case

We discuss here the application of the preceding sections to Hamiltonian operators. $H$ is a Hamiltonian function, in cartesian coordinates:

$$
H(x, y)=\sum_{i=1}^{\nu} \lambda_{i} x_{i} y_{i}+\sum_{(n, m) \in A(H)} a_{n m} x^{n} y^{m}
$$

where $A(H)$ stands for the set of higher degrees and $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{\nu}\right)$ an element of $\mathbb{C}^{\nu}$. We will denote $A$ when there is no ambiguity. The Hamiltonian vector field then writes:

$$
X_{H}=X_{\operatorname{lin}}+\sum_{(n, m) \in A} D_{n m}
$$

where

$$
X_{\operatorname{lin}}=-\sum_{i=1}^{\nu} \lambda_{i} x_{i} \partial_{x_{i}}+\sum_{i=1}^{\nu} \lambda_{i} y_{i} \partial_{y_{i}}
$$

and

$$
D_{n m}=a_{n m} \sum_{i=1}^{\nu} x^{\widehat{x}_{i}} y^{\widehat{m}_{i}}\left(n_{i} y_{i} \partial_{y_{i}}-m_{i} x_{i} \partial_{x_{i}}\right)
$$

and we denote $\widehat{n}_{i}=\left(n_{1}, \ldots, n_{i}-1, \ldots, n_{\nu}\right)$ (same for $m_{i}$ ). Remark that $D_{n m}$ is not an homogeneous operator; however $D_{n m i}$ defined as follows is a homogeneous operator of degree $\left(\widehat{n}_{i}, \widehat{m}_{i}\right)$ :

$$
\begin{equation*}
D_{n m i}=a_{n m} x^{\widehat{n}_{i}} y^{\widehat{m}_{i}}\left(n_{i} y_{i} \partial_{y_{i}}-m_{i} x_{i} \partial_{x_{i}}\right) \tag{7.1}
\end{equation*}
$$

and $D_{n m}=\sum_{i=1}^{\nu} D_{n m i}$. The preceding "usual" decomposition in homogeneous operators of section 3.1 does not lead to Hamiltonian operators. Nevertheless lemma 7.1 gives a way to obtain Hamiltonian operators... when starting also from Hamiltonian ones.

The interesting thing about $D_{n m}$ is that it is a Hamiltonian operator, i.e. it defines a Hamiltonian vector field. We will frequently denote $s=(n, m)$ a letter of $A$, and $D_{s}$ for $D_{n m}$. As previously, if $s=s^{1} \cdots s^{r}$ is a word in $A^{*}, D_{s}$ will be the composition $D_{s^{1}} \cdots D_{s^{r}}$. It is well-known that a prenormal form of a Hamiltonian vector field is also a Hamiltonian vector field, and that the transformation which brings the former into the latter is symplectic.

However, it is also important to keep in mind that we want successive canonical transformations to preserve the Hamiltonian character, because, for example, if we want to implement that prenormal form, a computer cannot do an infinite number of iterations.

Nevertheless, if we decompose $X_{H}$ in homogeneous differential operators, as done before, it is very difficult to know if we get Hamiltonian transformation!

The following lemma gives a first result on "Hamiltonian-preserving" moulds and justifies the use of the $D_{n m}$ operators instead of usual homogeneous operators. We will need this result in the next subsection.

Lemma 7.1. - Let $M^{\bullet}$ be an alternal mould on an alphabet $A^{*}$. Let $S \bullet$ be a collection of differential operators, such that $S_{u}$ is a Hamiltonian vector field for every $u$ in $A$. Then the sum $\sum_{\boldsymbol{u} \in A^{*}} M^{\boldsymbol{u}} S_{\boldsymbol{u}}$ defines a Hamiltonian vector field.

Proof. - The key is that if $S_{u}=X_{H_{u}}$ and $S_{t}=X_{H_{t}}$ are Hamiltonian vector fields, then:

$$
\left[S_{u}, S_{t}\right]=\left\{X_{H_{u}}, X_{H_{t}}\right\}=X_{\left\{H_{u}, H_{t}\right\}}
$$

where $\{$,$\} is the usual Poisson bracket; hence \left[S_{u}, S_{t}\right]$ is still Hamiltonian. Thus, by an induction on $r$, for any word $\boldsymbol{u}=u^{1} \cdots u^{r}$ of $A^{*}$ of length $r, S_{[\boldsymbol{u}]}$ is a Hamiltonian vector field. We now use the projection lemma 2.12: $M^{\bullet \bullet}$ being alternal, we have, if $\boldsymbol{u}$ is a word of length $r$ and $\sigma(\boldsymbol{u})$ the set of words deduced from $\boldsymbol{u}$ by a permutation:

$$
\sum_{\boldsymbol{u} \in \sigma(\boldsymbol{u})} M^{u} S_{\boldsymbol{u}}=\frac{1}{r} \sum_{\boldsymbol{u} \in \sigma(\boldsymbol{u})} M^{\boldsymbol{u}} S_{[\boldsymbol{u}]}
$$

Let us denote $\sim$ the equivalence relation on $A^{*}$ defined by:

$$
\boldsymbol{u} \sim \boldsymbol{t} \Longleftrightarrow \text { there exists one permutation } \tau \text { such as } \tau(\boldsymbol{u})=\boldsymbol{t}
$$

We have $\boldsymbol{u} \sim \boldsymbol{t} \Longleftrightarrow \ell(\boldsymbol{u})=\ell(\boldsymbol{t})$ therefore $A^{*} \backslash\{\emptyset\}=\coprod_{r=1}^{+\infty} A_{r}^{*}$ and $A^{*} / \sim=\coprod_{r=1}^{+\infty} A_{r}^{*} / \sim$; moreover $M^{\emptyset}=0$, for $M^{\bullet}$ is alternal; hence the following equalities:

$$
\begin{aligned}
\sum_{\boldsymbol{u} \in A^{*}} M^{u} S_{\boldsymbol{u}} & =\sum_{r \geqslant 1} \sum_{\boldsymbol{u} \in A_{r}^{*}} M^{\boldsymbol{u}} S_{\boldsymbol{u}} \\
& =\sum_{r \geqslant 1} \sum_{\boldsymbol{u} \in A_{r}^{*} / \sim} \sum_{\boldsymbol{u} \in \sigma(\boldsymbol{u})} M^{\boldsymbol{u}} S_{\boldsymbol{u}} \\
& =\sum_{r \geqslant 1} \sum_{\boldsymbol{u} \in A_{r}^{*} / \sim} \frac{1}{r} \sum_{\boldsymbol{u} \in \sigma(\boldsymbol{u})} M^{u} S_{[\boldsymbol{u}]} \\
& =\sum_{r \geqslant 1} \frac{1}{r} \sum_{\boldsymbol{u} \in A_{r}^{*}} M^{\boldsymbol{u}} S_{[\boldsymbol{u}]} .
\end{aligned}
$$

Hence the result.
From now on, for $s=(n, m)$ in $A(H)$, we denote $\omega(s)=\omega(n, m)=\sum_{j=1}^{\nu} \lambda_{j}\left(m_{j}-n_{j}\right)$. As previously, a word $s$ is resonant if $\omega(\|s\|)=0$. We have an analogous result as lemma 4.1:
Lemma 7.2. - For $s=s^{1} \cdots s^{r}$ a word in $A^{*}$ of length $r$, we have:

$$
X_{\operatorname{lin}} D_{s}=D_{s} X_{\operatorname{lin}}+\|\omega(s)\| D_{s}
$$

7.1. The limit of the simplification procedure. - We proceed as before, by associating to $X_{H}$ a simplified vector field $X_{\text {sam }}$ in the following way:

$$
X_{\mathrm{sam}}=\exp \left(\sum_{\substack{s \in A(H) \\ \omega(s) \neq 0}} \frac{1}{\omega(s)} D_{s}\right) X_{H} \exp \left(\sum_{\substack{s \in A(H) \\ \omega(s) \neq 0}}-\frac{1}{\omega(s)} D_{s}\right) .
$$

The important thing is that

$$
X_{\mathrm{sam}}=X_{\operatorname{lin}}+\sum_{s \in A(H)^{*}} \operatorname{Sam}^{s} D_{s}
$$

with Sam ${ }^{\bullet}$ exactly the same mould as defined in lemma 5.3. The only things that change are the alphabet and the operators. But the fact that $\mathrm{Sam}^{\bullet}$ is alternal is still true of
course: $X_{\text {sam }}$ is then, by lemma 7.1, a Hamiltonian vector field, and by definition of Sam• a trimmed form of $X_{H}$ up to order 1 .

We then want to rewrite $X_{\mathrm{sam}}$ as a sum $X_{\operatorname{lin}}+\sum_{a \in \mathfrak{A}} \Delta_{a}$ where $\mathfrak{A}$ would be a new alphabet, and there would be a simple law $\star$ such that $\|\boldsymbol{n}\|_{\star}=a$ for a word $\boldsymbol{n}$ of $A(X)^{*}$. The second step would then be given by the composition Sam ${ }^{\bullet} \circ \mathrm{Sam}^{\bullet}$. Unfortunately, we have not been able, so far, to find such a new alphabet to make the iteration easy to formulate. So, we changed -again!- the decomposition of the initial vector field $X_{H}$, therefore the alphabet, so that a mould iteration can be done.
7.2. Canonical simplification. - We define a new alphabet $\Omega(H)$, or $\Omega$ when there is no ambiguity, by:

$$
\Omega(H)=\{\omega(s) \text { with } s \in A(H)\} .
$$

Remark that $\Omega$ is thus part of $\mathbb{C}$ and not anymore of $\mathbb{Z}^{\nu}$. We have then

$$
H(x, y)=\sum_{i=1}^{\nu} \lambda_{i} x_{i} y_{i}+\sum_{\omega \in \Omega} \sum_{\substack{(n, m) \in A(H) \\ \omega(n, m)=\omega}} a_{n m} x^{n} y^{m} .
$$

Definition 7.3. - For $\omega \in \Omega, \mathfrak{D}_{\omega}$ is the Hamiltonian vector field induced by the sum of monomials $H_{\omega}(x, y)=\sum_{\substack{(n, m) \in A(H) \\ \omega(n, m)=\omega}} a_{n m} x^{n} y^{m}$; we call this latter sum the $\Omega$-homogeneous component of degree $\omega$ of $H$. We write $\mathfrak{D}_{\omega}=X_{H_{\omega}}$.

The $\mathfrak{D}_{\omega}$ are still Hamiltonian operators, as sum of such operators: in fact $\mathfrak{D}_{\omega}=$ $\sum_{\substack{(n, m) \in A(H) \\ \omega(n, m)=\omega}} D_{n m}$. We have thus $X_{H}=X_{\operatorname{lin}}+\sum_{\omega \in \Omega} \mathfrak{D}_{\omega}$. This gives us the action of $X_{\text {lin }}$ on the $\mathfrak{D}_{\omega}$ (analogous to lemma (7.2):

Lemma 7.4. -

$$
X_{\operatorname{lin}} \mathfrak{D}_{\boldsymbol{\omega}}=\mathfrak{D}_{\boldsymbol{\omega}} X_{\operatorname{lin}}+\|\boldsymbol{\omega}\| \mathfrak{D}_{\boldsymbol{\omega}} \text { for any word } \boldsymbol{\omega} \in \Omega^{*}
$$

The simplified field $X_{\text {sam }}$ is obtained exactly the same way as above:

$$
X_{\mathrm{sam}}=\left(\sum_{\substack{\omega \in \Omega(H) \\ \omega \neq 0}} \frac{1}{\omega} \mathfrak{D}_{\omega}\right) X_{H}\left(\sum_{\substack{\omega \in \Omega(H) \\ \omega \neq 0}}-\frac{1}{\omega} \mathfrak{D}_{\omega}\right)
$$

and still:

$$
X_{\mathrm{sam}}=X_{\operatorname{lin}}+\sum_{\boldsymbol{\omega} \in \Omega^{*}} \operatorname{Sam}^{\boldsymbol{\omega}} \mathfrak{D}_{\boldsymbol{\omega}}
$$

The mould Sam ${ }^{\bullet}$ is again defined as in lemma 5.3, but on the alphabet $\Omega$, so for $\boldsymbol{\omega}=$ $\omega\left(s^{1}\right) \cdots \omega\left(s^{r}\right)$ in $\Omega^{*}$, we set $\operatorname{Sam}^{\boldsymbol{\omega}}=\mathrm{Sam}^{\boldsymbol{s}}$. Sam ${ }^{\bullet}$ is alternal, then $X_{\text {sam }}$ is a Hamiltonian vector field.

Now we want to iterate this process, as we did at the beginning of section 6. In order to iterate, we must rewrite $X_{\text {sam }}$ as:

$$
X_{\mathrm{sam}}=X_{\operatorname{lin}}+\sum_{\tilde{\omega} \in \tilde{\Omega}} \mathfrak{D}_{\tilde{\omega}}^{(1)}
$$

where $\widetilde{\Omega}$ is the new alphabet, and $\mathfrak{D}_{\widetilde{\omega}}^{(1)}$ expresses with the $\mathfrak{D}_{\omega}$ and is still Hamiltonian. By definition, $\mathfrak{D}_{\widetilde{\omega}}^{(1)}$ is the Hamiltonian field coming from the sum $\sum_{\omega(n, m)=\widetilde{\omega}} a_{n m}^{(1)} x^{n} y^{m}$ in the new Hamiltonian. So, for a $\widetilde{\omega}$ fixed, we must find the $\boldsymbol{\omega}$ such that $\mathfrak{D}_{\boldsymbol{\omega}}$ gives rise to a vector field coming from a $H_{\widetilde{\omega}}$. The following theorem answers that question:

Theorem 7.5. - The new alphabet is $\widetilde{\Omega}=\Omega$; moreover for any $\widetilde{\omega}$ in $\Omega$, $\mathfrak{D}_{\widetilde{\omega}}^{(1)}$ is Hamiltonian, and has the following expression:

$$
\mathfrak{D}_{\boldsymbol{\omega}}^{(1)}=\sum_{\substack{\boldsymbol{\omega} \in \Omega_{r}^{*} \\\|\boldsymbol{\omega}\|=\widetilde{\omega}}} \operatorname{Sam}^{\boldsymbol{\omega}} \mathfrak{D}_{\boldsymbol{\omega}}
$$

Proof. - Remember first that $\mathrm{Sam}^{\bullet}$ is alternal, so we can still write:

$$
\sum_{\boldsymbol{\omega} \in \Omega^{*}} \operatorname{Sam}^{\boldsymbol{\omega}} \mathfrak{D}_{\boldsymbol{\omega}}=\sum_{r \geqslant 1} \frac{1}{r} \sum_{\boldsymbol{\omega} \in \Omega_{r}^{*}} \operatorname{Sam}^{\boldsymbol{\omega}} \mathfrak{D}_{[\boldsymbol{\omega}]}
$$

and even

$$
\sum_{\substack{\boldsymbol{\omega} \in \Omega^{*} \\\|\boldsymbol{\omega}\|=\widetilde{\omega}}} \operatorname{Sam}^{\boldsymbol{\omega}^{2}} \mathfrak{D}_{\boldsymbol{\omega}}=\sum_{r \geqslant 1} \frac{1}{r} \sum_{\substack{\boldsymbol{\omega} \in \Omega_{r}^{*} \\\|\boldsymbol{\omega}\|=\widetilde{\omega}}} \operatorname{Sam}^{\boldsymbol{\omega}} \mathfrak{D}_{[\boldsymbol{\omega}]} .
$$

For two operators, $\mathfrak{D}_{\omega^{1}}$ and $\mathfrak{D}_{\omega^{2}}$, which respectively come from two Hamiltonians

$$
H_{\omega^{1}}(x, y)=\sum_{\substack{n, m \\ \omega_{n m}=\omega^{1}}} a_{n m} x^{n} y^{m} \text { and } H_{\omega^{2}}(x, y)=\sum_{\substack{p, q \\ \omega_{p q}=\omega^{2}}} a_{p q} x^{p} y^{q}
$$

we have actually:

$$
\left[\mathfrak{D}_{\omega^{1}}, \mathfrak{D}_{\omega^{2}}\right]=\left\{X_{H_{\omega^{1}}}, X_{H_{\omega^{2}}}\right\}=X_{\left\{H_{\omega^{1}}, H_{\omega^{2}}\right\}}
$$

and

$$
\left\{H_{\omega^{1}}, H_{\omega^{2}}\right\}=\sum_{i=1}^{\nu} \sum_{\substack{n, m, p, q \\ \omega_{n m}=\omega^{1} \\ \omega_{p q}=\omega^{2}}} a_{n m} a_{p q} x^{\widehat{n+p_{i}}} y^{\widehat{m+q_{i}}}\left(m_{i} p_{i}-q_{i} n_{i}\right)
$$

this is a sum (indexed by $i$ ) of monomial Hamiltonians whose each term has the same $\widetilde{\omega}$ :

$$
\forall i, 1 \leqslant i \leqslant \nu, \omega\left(\widehat{n+p}_{i}, \widehat{m+q}_{i}\right)=\omega(n, m)+\omega(p, q)=\omega^{1}+\omega^{2}=\widetilde{\omega}
$$

We thus can say that $\widetilde{\Omega}=\{\|\boldsymbol{\omega}\|, \omega \in \Omega\}=\Omega$. Now, remember that $\mathfrak{D}_{\widetilde{\omega}}^{(1)}$ is defined as the Hamiltonian vector field coming from the $\Omega$-homogeneous component of degree $\widetilde{\omega}$ of the new Hamiltonian $H^{(1)}$; we conclude therefore that $\left[\mathfrak{D}_{\omega^{1}}, \mathfrak{D}_{\omega^{2}}\right.$ ] appears in (and only in) $\mathfrak{D}_{\omega^{1}+\omega^{2}}^{(1)}$. Conversely, if $\widetilde{\omega}$ is fixed, only the operators $\mathfrak{D}_{[\boldsymbol{\omega}]}$ build on the words $\boldsymbol{\omega}$ such that $\|\boldsymbol{\omega}\|=\widetilde{\omega}$ will appear in $\mathfrak{D}_{\omega}^{(1)}$.

Hence the result:

$$
\mathfrak{D}_{\widetilde{\boldsymbol{\omega}}}^{(1)}=\sum_{r \geqslant 1} \frac{1}{r} \sum_{\substack{\boldsymbol{\omega} \in \Omega_{r}^{*} \\\|\boldsymbol{\omega}\|=\widetilde{\omega}}} \operatorname{Sam}^{\boldsymbol{\omega}} \mathfrak{D}_{[\boldsymbol{\omega}]}=\sum_{\substack{\boldsymbol{\omega} \in \Omega^{*} \\\|\boldsymbol{\omega}\|=\widetilde{\omega}}} \operatorname{Sam}^{\boldsymbol{\omega}} D_{\boldsymbol{\omega}}
$$

which concludes the proof.
We may now cite the following:

Theorem 7.6. - The trimmed form of $X_{H}$ is given by

$$
X_{\text {tram }}=X_{\operatorname{lin}}+\sum_{\bullet} \operatorname{Tram} \cdot \mathfrak{D}
$$

where the alphabet is $\Omega(H)$ and Tram ${ }^{\bullet}$ the mould already defined in the previous section: for a word $\boldsymbol{\omega}$ of length $r$,

$$
\operatorname{Tram}^{\boldsymbol{\omega}}=\left(\left(\mathrm{Sam}^{\bullet}\right)^{\circ r}\right)^{\boldsymbol{\omega}}
$$

We know that, in case of Hamiltonian vector fields, there is only one prenormal (hence normal) form. We have here a way to compute it; it would be interesting to compare it to other classical ways.

## 8. Kolmogorov Theorem

In this section, we use the preceding trimmed form transformations to bring a Hamiltonian vector field into Kolmogorov's normal form. The Kolmogorov's theorem ensures the persistence of a diophantine torus of a completely integrable Hamiltonian function under a weak perturbation. We prove this theorem in the case of a perturbation of a special form, see infra.

We define the algebra $\mathcal{A}_{\varepsilon}$ of functions $f_{\varepsilon}(p, q): \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}$ of the form $f_{\varepsilon}(p, q)=$ $\sum_{s \geqslant 0} \varepsilon^{s} f_{s}(p, q)$ where the $f_{s}$ are trigonometric polynomials in $q$, the coefficients $f_{s, k}(p)$ of which being polynomials in $p$, writing $f_{s}(p, q)=\sum_{|k| \leqslant K_{s}} f_{s, k}(p) \mathrm{e}^{\mathrm{i} k \cdot q}$.

We define $\mathcal{A}_{\varepsilon}^{1}$ the subset of $\mathcal{A}_{\varepsilon}$ of trigonometric polynomials in $q$, the coefficients of which being homogeneous polynomials in $p$ of degree 1 .

We denote by $\mathcal{D}\left(\mathcal{A}_{\varepsilon}\right)$ the set of derivations over the algebra $\mathcal{A}_{\varepsilon}$, and by $\mathcal{D}^{1}\left(\mathcal{A}_{\varepsilon}\right)$ the subset of $\mathcal{D}\left(\mathcal{A}_{\varepsilon}\right)$, of derivations $D$ of the form:

$$
D=A_{\varepsilon}(p, q) \partial_{p}+B_{\varepsilon}(p, q) \partial_{q}
$$

with $A_{\varepsilon}(p, q), B_{\varepsilon}(p, q)$ in $\mathcal{A}_{\varepsilon}^{1}$.
Moreover, we denote by $\mathcal{D}_{r}^{1}\left(\mathcal{A}_{\varepsilon}\right) \subset \mathcal{D}^{1}\left(\mathcal{A}_{\varepsilon}\right)$ the subset of derivations of the form $A_{\varepsilon}(p, q) \partial_{p}+B_{\varepsilon}(p, q) \partial_{q}, A_{\varepsilon}$ and $B_{\varepsilon}$ being in $\mathcal{A}_{\varepsilon}^{1}$, of which all the coefficients of $\varepsilon^{s}, s \leqslant r$ have no dependence in $q$.

Following 11 we deal here with Hamiltonian functions from $\mathbb{R}^{\nu} \times \mathbb{T}^{\nu}$ to $\mathbb{R}$, where $\mathbb{T}$ is the usual torus $\mathbb{R} / \mathbb{Z}$, and $\omega$ a vector of $\mathbb{R}^{\nu}$ being non-resonant, of the form:

$$
\begin{equation*}
H_{\varepsilon}(p, q)=\omega \cdot p+\frac{1}{2} p^{2}+\varepsilon f(q) \tag{8.1}
\end{equation*}
$$

The "formal" Kolmogorov theorem is then:
Theorem 8.1. - Let $H_{\varepsilon}(p, q)$ be defined as in (8.1) and $\omega \in \mathbb{R}^{\nu}$ being diophantine. There exists a canonical formal transformation $q=q^{\prime}+\varepsilon \cdots, p=p^{\prime}+\varepsilon \cdots$, which brings $H_{\varepsilon}$ into Kolmogorov normal form:

$$
H_{\varepsilon}(p, q)=\omega \cdot p+R(p, q, \varepsilon)
$$

with $R(p, q, \varepsilon)=O\left(p^{2}\right)$.
More precisely, we will prove the following theorem, denoting by $X_{\varepsilon}$ the Hamiltonian vector field coming from $H_{\varepsilon}$, and by $X_{c}$ the constant vector field $\omega \cdot \partial_{q}$ :

Theorem 8.2. - Let us suppose that $X_{\varepsilon}$ has been brought into the following form:
$X_{r, \varepsilon}(p, q)=\omega \cdot \partial_{q}+\sum_{s=1}^{r} \varepsilon^{s}\left(a_{s}(p) \partial_{p}+b_{s}(p) \partial_{q}\right)+\sum_{s \geqslant r+1} \varepsilon^{s}\left(\sum_{l=1}^{N_{s}} a_{s, l}(p) \mathrm{e}^{\mathrm{i} l \cdot q} \partial_{p}+\sum_{l=1}^{M_{s}} b_{s, l}(p) \mathrm{e}^{\mathrm{i} l \cdot q} \partial_{q}\right)$,
where $a_{s}(p), b_{s}(p), a_{s, l}(p), b_{s, l}(p)$ are in $\mathcal{A}_{\varepsilon}^{1}$. Then, there exists a canonical transformation $q=q^{\prime}+\varepsilon \cdots, p=p^{\prime}+\varepsilon \cdots$, such that $X_{r, \varepsilon}(p, q)=X_{r+1, \varepsilon}\left(p^{\prime}, q^{\prime}\right)$.

The theorem we want to prove may be rewritten as follows:
Theorem 8.3. - If $X-X_{c} \in \mathcal{D}_{r}^{1}\left(\mathcal{A}_{\varepsilon}\right)$, then $X_{\mathrm{sam}}-X_{c} \in \mathcal{D}_{r+1}^{1}\left(\mathcal{A}_{\varepsilon}\right)$.
Proof. - We write

$$
X=X_{c}+\sum_{s=1}^{r} \varepsilon^{r} X_{s}^{0}(p)+\sum_{s \geqslant r+1} \varepsilon^{s}\left(X_{s}^{0}(p)+\sum_{k \in \mathbb{Z}^{v}} X_{s}^{k}(p, q)\right),
$$

where $X_{s}^{0}(p)$ is independent of $q$ and $X_{s}^{k}(p, q)=\mathrm{e}^{\mathrm{i}(k \cdot q)}\left(a_{s, k}(p) \partial_{p}+b_{s, k}(p) \partial_{q}\right)$.
We set then $B_{k}=\sum_{s \geqslant r+1} \varepsilon^{s} X_{s}^{k}$ for $k \neq 0$ and $B_{0}=\sum_{s \geqslant 1} \varepsilon^{s} X_{s}^{0}$.
Lemma 8.4. - For $k \in \mathbb{Z}^{\nu}, B_{k}$ is a homogeneous differential operator of degree $k$ in the angles $q$. Moreover,

$$
X_{c} B_{k}=\mathrm{i}(k \cdot \omega) B_{k} .
$$

We can then write $X=X_{c}+\sum_{k \in A^{*}} I^{\boldsymbol{k}} B_{\boldsymbol{k}}$, where $A=\mathbb{Z}^{\nu}$ is the alphabet, and $I^{\bullet}$ the mould already defined. We look for $\Theta=\sum_{\bullet} \Theta^{\bullet} B_{\bullet}$, with $\Theta=\exp (V)$ and $V=\sum_{\bullet} V^{\bullet} B_{\bullet}$.

The Campbell-Baker-Hausdorff formula ensures that:

$$
\begin{equation*}
\Theta X \Theta^{-1}=X-[X, V]+\cdots=X_{c}+\sum_{k \in \mathbb{Z}^{\nu}} B_{k}-\left[X_{c}, V\right]+\text { h.o.t. } \tag{8.2}
\end{equation*}
$$

where h.o.t. stands for higher order (in $\varepsilon$ ) terms. Moreover, we set:

$$
V^{\bullet}=\left\{\begin{array}{l}
\frac{1}{\mathrm{i}(k \cdot \omega)} \text { if } \ell(\bullet)=1 \text { and } k \cdot \omega \neq 0 \\
0 \text { otherwise }
\end{array}\right.
$$

Then,

$$
\left[X_{c}, V\right]=\sum_{k \in \mathbb{Z}^{\nu}} V^{k}\left[X_{c}, B_{k}\right]+\sum_{\substack{\boldsymbol{k} \in A^{*} \\ \ell(\boldsymbol{k}) \geqslant 2}} V^{\boldsymbol{k}}\left[X_{c}, B_{\boldsymbol{k}}\right]+\cdots
$$

hence, (8.2) rewrites:

$$
X_{c}+\underbrace{\sum_{k \in A} B_{k}-\sum_{k \in A} \mathrm{i}(\omega k) V^{k} B_{k}}_{(*)}+\underbrace{\sum_{\substack{k \in A^{*} \\ \ell(\boldsymbol{k}) \geqslant 2}} V^{\boldsymbol{k}}\left[X_{c}, B_{\boldsymbol{k}}\right]+\cdots}_{(* *)}
$$

The term $(* *)$ is of order in $\varepsilon$ at least $r+2$, therefore we do not worry about it. The term (*) rewrites:

$$
\sum_{k \in A} \sum_{s \geqslant r+1} \varepsilon^{s} X_{s}^{k}-\sum_{k \in A} \mathrm{i}(\omega \cdot k) V^{k}\left(\sum_{s \geqslant r+1} \varepsilon^{s} X_{s}^{k}\right),
$$

so, if we choose $V^{k}=\frac{1}{\mathrm{i}(k \cdot \omega)}$, for $k \cdot \omega \neq 0$, this latter expression vanishes, because $X_{r+1}^{k}=0$ when $k \cdot \omega=0$ (as $\omega$ is non-resonant).

We have again our transformation simp which brings $X$ into $X_{\text {sam }}$. After the projection lemma 2.12 we can write:

$$
X_{\mathrm{sam}}=X_{c}+\sum_{r \geqslant 1} \frac{1}{r} \sum_{k \in A^{*}} \operatorname{Sam}^{\boldsymbol{k}} B_{[k]} .
$$

Now we use the following lemma:
Lemma 8.5. -

$$
\forall D, \widetilde{D} \in \mathcal{D}^{1}\left(\mathcal{A}_{\varepsilon}\right), \quad[D, \widetilde{D}] \in \mathcal{D}^{1}\left(\mathcal{A}_{\varepsilon}\right)
$$

That lemma and the projection lemma prove that $X_{\text {sam }}$ is now in $\mathcal{D}_{r+1}^{1}\left(\mathcal{A}_{\varepsilon}\right)$, hence, by applying iteratively theorem 8.3, we are able to prove theorem 8.2 therefore theorem 8.1.

By this way, we are able to perform a trimmed form of a Hamiltonian vector field in action-angle coordinates. It is defined by the mould Tram exactly the same as before.

Moreover, remark that every simplification is a canonical transformation, so at every step of the procedure is the vector field still Hamiltonian. That may be of great interest in numerical applications.

## 9. Conclusion

We saw in this text different powerful aspects of moulds: the "complete calculability" that is the universality, and the ability to be easily computed. A combinatory work (in the free Lie algebras framework) lies underneath which induces a powerful union of results both from algebra and analysis.

The principal tool we used here was the change of graduation in the decomposition of a vector field, and we still hope to apply it to vector fields with no linear part, as E. Paul in (14] in a future work.

Moreover, the seek for normal forms has not to be limited to vector fields. We also intend to develop this kind of techniques to apply in PDEs.
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