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Abstract

This paper presents the control of an electropneumatic system used for moving steering mechanism. This aeronau-
tic application needs a high-precision position control and high bandwidth. The structure of the experimental setup
and the benchmark on which controllers are evaluated have been designed in order to precisely check the use of
such actuator in aeronautics. Two kinds of controllers are designed: a linear one based on gain scheduling feed-
back, and two high order sliding mode controllers ensuring finite time convergence, high accuracy and robustness.
Experimental results display feasibility and high performance of each controller and a comparison study is done.

Keywords. Robust control, high order sliding mode, electropneumaticsystem.

Nomenclature

y,v,a position, velocity and acceleration yd,vd,ad, jd desired position, velocity, acceleration
[m][m/s][m/s2] and jerk[m][m/s][m/s2][m/s3]

pX pressure in chamberX [Pa] uP,uN servodistributors voltages[V]
k polytropic constant tF fixed time convergence[s]
VX chamberX volume[m3] bv viscous friction coefficient[N/m/s]
Ff dry friction force[N] M total moving load mass[kg]
T chambers temperature[K] rg perfect gas constant[J/kg/K]
S piston area[m2] qm mass flow rate provided from the servo-
qmXin/qmXout mass flow rate brought -distributor[kg/s]

inside/outside of a chamber[kg/s]

1 Introduction

The present work is motivated by an aeronautic application:the objective consists in evaluating, under a specific
benchmark, the performance of a pneumatic actuator when controlling the position of a steering mechanism (Figure
1). As a matter of fact, the use of pneumatic actuators is a solution for high accuracy positioning problem due to
their advantages (law maintenance cost, lightweight and good force/weight ratio) in spite of their traditional draw-
backs (friction, variation of the actuators dynamics with respect to load and piston position along the cylinder stroke,
nonlinearities, ...). One of the advantages of pneumatic energy lies in the fact that, versus electrical energy and in the
considered aeronautic context, this kind of energy is stillavalaible in aerial vehicles fitted with a turbocharge: as a
matter of fact, in a such system, it is possible to recover theunused gas either for control of rudders actuators, either
for its storage in an accumalator. Therefore, it yields in anoverall energy consumption reduction leading to an overall
weight reduction of the system and then a larger duration of the mission (aerial autonomous vehicles or satellites, for
example) or the system range (rockets or missiles, for example).
For this specific application, a new experimental setup has been designed that is quite different to previous ones used
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Figure 1: Scheme of a steering mechanism and its actuator.

by the authors [5, 22] because of actuator dynamics (faster), reference trajectories (higher frequency), presence of ex-
ternal disturbance force (springs), actuator dimension (smaller size). Then, through the design of an adequate bench-
mark, the goal is to evaluate the performance of pneumatic actuator controller by taking into account the aeronautic
context: the actuator has to be slight and able to develop sufficient forces with high accuracy/dynamic performances.
The development of high-performance linear/nonlinear controllers [30, 16, 35, 12, 19, 5, 8, 9, 20, 29, 40, 41, 11] has
shown the positionning feasibility for a pneumatic actuator. However, due to uncertainties, robust controllers are nec-
essary to ensure positioning with high precision. In this way, sliding mode controllers are used for electropneumatic
actuators [3, 31, 45, 42]. However, since the sampling frequency of the controller is limited, chattering phenomena
appears.
Higher order sliding mode control [25, 1, 26, 21, 22, 32, 33] is a recent approach which allows to remove the standard
sliding mode restrictions, while preserving the main sliding-mode features and improving its accuracy. In [25, 1],
results only concern second order sliding mode control. In [26], a general approach (for all sliding mode order) is
proposed, but the convergence time is only bounded, not exactly known in advance, and the convergence condition
is not constructive. The controller proposed in [21, 32] combines standard sliding mode control with linear quadratic
one over a finite time interval with a fixed final state. The algorithm needs the relative degree of the system with
respect to the sliding variable and the bounds of uncertainties. The upper bound of the convergence time is known
and can be adjusted in advance, the condition on the gain implies that its tuning is constructive, and the structure
of the controller is well-adapted to practical implementations (pneumatic actuators control in [22]). However, two
drawbacks appear with this approach. It ensures only apractical sliding mode establishment (only convergence in
finite time to an arbitrarily small vicinity of the origin is ensured), and the reaching time is bounded but cannot be
fixed exactlyand in advance. In [23, 33], these two drawbacks (sliding variable and its time derivatives areexactlyat
0 in finite time) are erased, and the convergence time is imposed by keeping all the features of the previous approach
(general order of sliding mode, finite time convergence, constructive approach). Results in [23] are based on integral
sliding mode concept and need an auxiliary dynamic system inorder to compute the switching variable. Note also
that high order sliding mode control based on integral sliding mode is also proposed in [27]. In [33], the approach,
which is selected for this current work, consists in computing adequate reference trajectories which ensure that the
higher order sliding mode is established at the desired time, in spite of uncertainties.
In Section 2, a benchmark is given and the experimental setupis described. Section 3 displays nonlinear and linear
models of the system and the associated assumptions. Section 4 presents a linear feedback control with experimental
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Figure 2:Low altitude flight: Actuator desired position (m) versus time (s).

results in order to establish performance comparisons withother controllers. Section 5 displays the high order sliding
mode controller in single input-single output (SISO) context (only actuator position control) with experimental results.
In Section 6, a multi input-multi output (MIMO) high order sliding mode controller (actuator position and chamber
pressure control) is designed and experimental results aregiven. For this system, the main advantage of multivariable
control is no zero dynamics (in SISO case, it is a very difficult task to formally prove the zero dynamics stability [5]).
Furthermore, as one of the pressure is controlled, it is possible to act on the actuator accuracy and rigidity in case of
perturbation. This latter feature is a key point for the current application, because the steering mechanism position
has to be as accurate and rigid as possible with respect to external perturbation.

2 Benchmark and experimental setup

Most of aeronautic applications use electric or hydraulic actuators for steering mechanisms. Currently pneumatic ac-
tuators are rarely used in such applications because of their weak (static and dynamics) performances when controlled
by standard components and classical controllers. The new challenge exposed in this paper consists in improving their
performances by application of advanced control strategies to obtain the high performances required in aeronautics.
Thus, by taking into account the aeronautic context, a specific benchmark is designed for evaluation of controller
performances.

2.1 Benchmark

In the sequel, typical dynamic and static desired performances of aeronautic steering mechanimsin a reduced scaleare
described through a specific benchmark. Several desired actuator position trajectories are described, each trajectory
being typical of a flight phase (high, medium or law altitude)(see Figure 2 for low altitude trajectory)

• High altitude:±4 mmactuator position trajectory with 1Hz frequency and±300N maximum load force,

• Medium altitude:±12 mmactuator trajectory with 1Hz frequency and±900N maximum load force,

• Low altitude:±16mmactuator trajectory with 1Hz frequency and±1200N maximum load force .

Note that desired position trajectories are such that velocity, acceleration and jerk are continuous functions. In order
to evaluate dynamics performances of closed-loop system, aBode diagram is defined (Figure 3), by supposing that the
desired position trajectory reads as a sinusoidal signal with an amplitude equal to 16mm. For each desired trajectory
displayed in Figure 2, the closed-loop system has to fulfill the following performances
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Figure 3:Bode template.Top - Gain (dB) versus frequency (Hz). Bottom. Phase (deg) versus frequency (Hz).

• The static errorεp is such thatεp ≤ 0.2 mm,

• The rise timetr maximum value is fixed through the minimum desired velocity 0.4 m/s for 32mmdisplacement,
which givestr ≤ 0.08 s

• The overshoot is lower than 4.6 %.

On aeronautic applications, space and weight are crucial for performances and technical solution feasibility. For
this reason, in the case of pneumatic actuator, the total fluid consummation used during a typical flying sequence
(succession of low, medium and high altitudes) is evaluated: of course the objective is to bring the smaller fluid tank.

2.2 Electropneumatic system

The electropneumatic system under interest is a double acting actuator controlled by two servodistributors (see Figure
4) and composed by two chambers denotedP (as positive) andN (as negative). Piston diameter is 63mmand rod
diameter is 16mm. With a 7bar source pressure, the actuator maximum force is 1750N. The air mass flow ratesqm

entering in the chambers are modulated by two three-way servodistributors Servotronic (Asco-Joucomatic) controlled
by a micro-controller. The pneumatic jack horizontally moves a load carriage of massM. This carriage is coupled to 4
springs (which restrain the displacement of the carriage and restore the initial position in the middle of the total stroke
equal to 50 mm - see Figure 4) for a total of 63000N/m rate. Additional dry friction is controlled by two skates, with
a maximum value equal to 40N. As the maximal displacement of carriage is 16mm, the maximal disturbance spring
forceFs equals 1200N. The electropneumatic plant model is obtained from three physical laws: the mass flow rate
through a restriction, the pressure behavior in a variable chamber volume and the fundamental mechanical equation.
The experimental setup is simulated with a fluid power systems dedicated software AMESim (Imagine SA), and the
control law is developed with Matlab/Simulink (Mathworks). These software choices imply a cosimulation program
[7] and the development of two models

• the first one takes into account physical phenomena as temperature variations, practical values of mass flow
rate, dynamics of servodistributors. It is developed underAMEsim.

• the second one is simpler than the previous one and is used to design the controller (Simulink). In this paper,
experimental results are exclusively presented: only control models are described in the sequel.
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Figure 4:Electropneumatic system scheme.

3 Models of the experimental setup

3.1 Nonlinear model

3.1.1 Pressure dynamics

Each chamber of the pneumatic actuator is considered as a variable volume, in which the air mass evolves with time.
State the following assumptions

A1. Air is a perfect gas ands its kinetic is inconsequential.

A2. The pressure and the temperature are homogeneous in each chamber.

A3. The mass flow is pseudo-stationary.

A4. Dynamic part of servodistributor is neglected.

A5. The temperature variations in each chamber are inconsequential with respect to the supply temperatureT.

A6. The process is polytropic and characterized by coefficientk (with 1 < k < 1.4) [38].

Then, pressures dynamics read as (withX = P or N)

dpX

dt
= −k

pX

VX

dVX

dt
+

krgT
VX

(qmXin −qmXout) (1)

with qmXin the mass flow rate brought inside theX chamber andqmXout the mass flow rate brought outside theX
chamber,VP andVN being the volume of chambersP andN defined asVP(y) = V0 + S· y andVN(y) = V0−S· y (V0

being equal to the half of the cylinder volume.

A7. The leakages between the two chambers and between servodistribuor and jack are negligible.
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By definingqm(uX , pX) := qmXin −qmXout, one gets

dpP

dt
= −k

pP

VP(y)
dVP(y)

dt
+

krgT
VP

qm(uP, pP)

dpN

dt
= −k

pN

VN(y)
dVN(y)

dt
+

krgT
VN

qm(uN, pN)
(2)

A8. Mass flow rate has been identified by the following function

qm(uX, pX) = ϕX (pX)+ ψX (pX,sign(uX))uX

with ϕX andψX defined as 5th-order polynomials with respect topX [2].

A9. All dry frictions forces are neglected.

A10. There is no control signal saturation.

3.1.2 Mechanical model

The second Newton law gives
dv
dt

=
1
M

[S(pP− pN)−bvv−Fs]

dy
dt

= v
(3)

with Fs the springs force.

A11. Springs forceFs is unknown and viewed as a bounded external perturbation1, i.e. |Fs| < ∆F.

3.1.3 MIMO nonlinear model

Knowing that uncertainties taken into account in the control design concern polytropic constantk (such thatk =
1.2+ ∆k with |∆k| ≤ 0.2), mass flowqm, temperatureT, massM, viscous friction coefficientbv, and that there is
bounded external perturbationFs, the experimental setup nonlinear model reads as

ṗP =
(1.2+ ∆k)rg(T + ∆T)

VP(y)
[ϕP + ∆ϕ−

S
r(T + ∆T)

pPv]+
(1.2+ ∆k)rg(T + ∆T)

VP(y)
(ψP + ∆ψ)uP

ṗN =
(1.2+ ∆k)rg(T + ∆T)

VN(y)
[ϕN + ∆ϕ+

S
r(T + ∆T)

pNv]+
(1.2+ ∆k)rg(T + ∆T)

VN(y)
(ψN + ∆ψ)uN

v̇ = (M−1+ δM)[SpP−SpN − (bv + ∆bv)v−∆F]

ẏ = v

(4)

with |∆T|< TM, |∆ϕ|< ϕM, |∆ψ|< ψM , |δM|< MM, |∆bv|< bvM and|Fs|< ∆F; TM, ϕM, ψM, MM, bvM and∆F being
all bounded real values. Position, pressures and control are limited by physical domain as−18 mm≤ y≤ +18 mm,
1 bar ≤ pX ≤ 7 bar and−10V ≤ uX ≤ 10V.

1This hypothesis is taken due to the context: in fact, on the experimental setup, springs are modeled in a very simple way, the air on the
steering mechanism during the flight. Of course, in this latter real situation, this external force is not easy to evaluate. Then, the controllers do
not use this value.
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3.1.4 SISO nonlinear model

As the experimental set-up is equiped by two servodistributors, a such structure allows to define only one control
objective (for example, actuator position) [4] by fulfilling the following assumption

A11. In SISO case, only the actuator position is controlled: the single controluS reads asuS = uP = −uN.

It yields that the experimental setup nonlinear model in a SISO context reads as

ṗP =
(1.2+ ∆k)rg(T + ∆T)

VP(y)
[ϕP + ∆ϕ−

S
r(T + ∆T)

pPv]+
(1.2+ ∆k)rg(T + ∆T)

VP(y)
(ψP(pP,sign(uS))+ ∆ψ)uS

ṗN =
(1.2+ ∆k)rg(T + ∆T)

VN(y)
[ϕN + ∆ϕ+

S
r(T + ∆T)

pNv]−
(1.2+ ∆k)rg(T + ∆T)

VN(y)
(ψN(pN,sign(−uS))+ ∆ψ)uS

v̇ = (M−1+ δM)[SpP−SpN − (bv + ∆bv)v−∆F]

ẏ = v
(5)

with |∆T| < TM, |∆ϕ| < ϕM, |∆ψ| < ψM , |δM| < MM, |∆bv| < bvM and |Fs| < ∆F as previously. Position, pressures
and control are limited by physical domain as−18mm≤ y≤ +18mm, 1 bar≤ pX ≤ 7 bar and−10V ≤ uX ≤ 10V.

3.2 SISO linear model

The equilibrium set reads as
ẋ = f (xe,ue

S) = 0.

By supposing that there is no uncertainty on (4), it yieldsy = ye, v = ve = 0, S(pe
P− pe

N)−bvve = 0, qe
mP = qe

mN = 0.
Note that, at the equilibrium set, for all positionye, the velocityv is null, the pressure in both chamberspP andpN are
the same. In fact, the springs tends to bring back the position to zero. For all position except zero, the real equilibrium
set is defined byS(pe

P− pe
N)−Fs = 0. Note that for all control law synthesis, the springs force(viewed as an external

perturbation) is considered as unknown. From [4], the tangent linearized model reads as







ṗP

ṗN

v̇
ẏ







=












− 1
τe

P
0 −

kpe
PS

VP(ye) 0

0 − 1
τe

N

kpe
NS

VN(ye) 0

S
M − S

M −bv
M 0

0 0 1 0












·







pP

pN

v
y







+














krgT
VP(ye)G

e
uP

−
krgT

VN(ye)G
e
uN

0

0














uS (6)

with τe
P andτe

N defined as

τe
P =

VP(ye)

krgTCpPPe
, τe

N =
VN(ye)

krgTCpNNe
(7)

and

CpPPe = −
∂qm(ue

S, pP)

∂pP

∣
∣
∣
∣
e
, Gue

P
=

∂qm(uS, pe
P)

∂uS

∣
∣
∣
∣
e

CpNNe = −
∂qm(−ue

S, pN)

∂pN

∣
∣
∣
∣
e
, Gue

N
= −

∂qm(−uS, pe
N)

∂uS

∣
∣
∣
∣
e

(8)

In the pneumatic field, conventional position control laws consist in position, velocity and acceleration feedbacks. The
use of acceleration feedback instead of pressure or differential pressure can be justified by the fact that accelerationis
quickly influenced by an external perturbation force. Moreover, the use of a pressure sensor is a hard task due to the
very small size of the dead volume. Only position sensor is used, velocity and acceleration being obtained via a robust
differentiator [39]. In order to obtain a third order model with position, velocity and acceleration state variables, a
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Figure 5:Linear reduced model.Open-loop proper frequencyωol (rad.s−1) versus rod positiony (mm).

solution consists in replacing each time constant of each chamber by an average time constantτe
m (geometric mean)

[28]. Then, a reduced SISO linear model is obtained




ẏ
v̇
ȧ



 =





0 1 0
0 0 1
0 −ω2

ol −2zolωol









y
v
a



+





0
0
b



uS (9)

with

b =
krgT
M

[
SGue

P

VP(ye)
+

SGue
N

VN(ye)

]

(10)

The damping coefficient denotedzol reads as

zol =
1

2ωol

[
1

τe
m

+
bv

M

]

(11)

The open loop proper frequencyωol equals

ωol =
√

ω2
cyl +

bv
τe

mM (12)

with

ωcyl =

√

kS
M

(
pe

P
VP(ye) +

pe
N

VN(ye)

)

(13)

Remark that all the parameters depend on the piston positionas shown by Figure 5; the open loop proper frequency is
minimum for the central position.

4 Linear position control

In this section, a SISO linear control based on gain scheduling (GS) and designed from the reduced SISO linear model
(9) is presented and experimentally evaluated on the experimental setup. This approach has still been applied on an
electropneumatic actuator in [5] and is displayed here onlyto be compared with more advanced robust nonlinear con-
trollers. The gain scheduling approach is a very classical and widespread nonlinear control technique. The underlying
idea is to design at one or more operating points linear time invariant controllers using the associated linearized plant
models. The nonlinear control law is then obtained by interpolating (or scheduling) these controllers as a function of
the operating point [34, 24, 36, 13].
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(mm) versus time (s).

4.1 Control design

The control law reads as
uS = Ky(yd)(y−yd)+Kv(yd)v+Ka(yd)a (14)

This controller has been designed from (9) by computing gainsKy, Kv andKa by Ackerman’s approach such that poles
placement authorizes 4.6% overshoot [17] as defined in benchmark, Section 2.
The gains are calculated in order to have the maximum of bandwidth compared to actuator variable position. Of
course,Ky, Kv and Ka depend on the desired position (gain scheduling method). Asdetailed in [5], for different
positions along the stroke, gains are calculated. Then, each gain is viewed as a second order polynomial with respect
to the position, coefficients of this polynomial being obtained from interpolation and approximation with the least
square method.

4.2 Application on experimental setup

The control law is implemented on DS1005 Board (dSpace Co.) with a 1mssample time. Two kinds of experimental
tests have been made. The first one, named “Nominal case”, consists in moving a mass equal to 0.8kg (the control
law has been designed with this hypothesis) in presence of springs force disturbance. The second one, named “Robust
case”, consists in increasing the moving mass to 1.8kg (+125%)without changing the controller gains and always
in presence of springs force disturbance. For a sake of clarity, only results for “low altitude trajectory” which is the
most difficult trajectory are displayed in the sequel.

Nominal case. The actuator position (Figure 6) converges to the desired trajectory more than 0.6 s with a control
saturation at the initial time. The maximum error position in steady state is 0.48mm(Figure 7-Bottom) which means
that the developed actuator force allows to compensate springs force. During all trajectory tracking, there is no
pressure saturation (Figure 7-Top), and control input has wise values (Figure 7-Bottom). Performances have been
evaluated on three trajectories, through the static position error. The results are summarized in Table 1. The static
position error is minimal when the amplitude trajectory is small. Of course, when the position amplitude increases,
springs force also increases. This result shows the limit ofgain scheduling control in order to compensate unknown
perturbations, and then justifies the interest of the robustnonlinear controllers designed in the sequel.

Altitude Low (±16mm) Medium (±12mm) High (±4mm)

Static position error 0.48 0.38 0.16
Table 1. Static position error (mm) with gain scheduling controller.
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Robustness evaluation.The convergence time is 0.72s (Figure 8). The maximum error position in steady state is the
same that previously and there is still control saturation at the initial time.

Frequency response.The frequency response (Fig. 9) is evaluated from the 1st harmonic of the position measure-
ment. The gain (resp. the phase) is lower than the gain (resp.the phase) template, thus the bandwidth is lower than
the desired one. In fact, the gain is limited by mass flow rate saturation and could be significantly increased by using
another servodistributor with highest maximum mass flow rate. On the other hand, the phase can be increased by
using an other controller, as seen in the sequel of the paper.

Consumption. The consumption is evaluated over a typical flying sequence (i.e. succession of low, medium and
high altitude trajectories) and reads as (X = P or N, qmXin being the mass flow rate brought inside theX chamber)

CX =

Z t f ly

0
qmXin dt (15)

Unfortunately, the mass flow rate is not measurable in a dynamic context, because it does not exist adequate sensor
with sufficient bandwidth. As seen previously, the mass flow rate has been identified in terms of pressures and control
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Figure 9: Bode diagram of closed-loop system.

input [37]: then the consumption is computed by simulation [6] from (15) from experimental datas (Table 2).

ConsumptionCP 463g
ConsumptionCN 420g

Table 2.Gain scheduling controller.Total consumption in each chamber during a flying sequence.

5 High order sliding mode position controller (SISO)

If a high accuracy position control is the objective, assumptions for the model design imply that a robust control law
with respect to uncertainties (frictions, mass flow rate, temperature variations, ...) and perturbations (mass variation,
spring force, ...) is required. From [33], a high order sliding mode controller is derived. Its main features are
robustness, finite time convergence and high accuracy performances. In the sequel, theorical aspects on this control
and its application to the pneumatic system are developed.

5.1 Synthesis of high order sliding mode controller (SM)

Consider an uncertain nonlinear system
ẋ = f (x)+g(x)w
z = h(x)

(16)

with x ∈ IRn the state variable,w ∈ IR the input control andz∈ IR a measured smooth output function. Lets(x, t)
denote the sliding variable defined ass(x, t) = h(x)−hd(t), hd(t) being the smooth desired trajectory.f (x) andg(x)
are uncertain smooth nonlinear functions. Assume that

H1. The relative degreer [18] of (16) with respect tos is constant and known.

The control objective is to fulfill the constraints(x, t) = 0 in finite time and to keep it exactly by feedback control.

Definition 1 [26] Consider the nonlinear system (16), closed by some possibly-dynamical discontinuous feedback.
Then, provided that2 s, ṡ, · · ·, s(r−1) are continuous functions, and the set

Sr = {x | s(x, t) = ṡ(x, t) = · · · = s(r−1)(x, t) = 0},

called “r th order sliding set”, is non-empty and is locally an integral set in the Filippov sense [14], the motion onSr

is called “rth order sliding mode” with respect to the sliding variable s.

2All over this paper,s(·)(k) (k∈ IN) denotes thekth time derivative of the functions(·). This notation is also applied for every function.
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Therth order sliding mode control approach allows the finite time stabilization to zero of the sliding variablesand its
r −1 first time derivatives by defining a suitable discontinuouscontrol function. The outputssatisfies

s(r) = χ̄(x)+ Γ(x)w−h(r)
d (t)

:= χ(·)+ Γ(·)w
(17)

with3 Γ := LgLr−1
f h, χ̄ := Lr

f h andχ := χ̄−h(r)
d (t)[33].

H2. The solutions are understood in the Filippov sense [14], andsystem trajectories are supposed to be infinitely
extensible in time for any bounded Lebesgue measurable input.

H3. Functionsχ(·) andΓ(·) are bounded uncertain functions, and, without loss of generality, the sign of the control
gainχ is taken constant and strictly positive. Thus, there existKm∈ IR+∗, KM ∈ IR+∗, C0 ∈ IR+ such that

0 < Km < Γ < KM |χ| ≤C0. (18)

for x ∈ X ⊂ IRn, X being a bounded open subset ofIRn within which the boundedness of the system dynamics is
ensured.

The synthesis of a high order sliding mode controller for (16) is made through the following idea: switching variable
is defined such that the system evolves,early from t= 0, on a switching manifold. Furthermore, the sliding variable
and its time derivatives reach the origin in finite time in spite of uncertainties thanks to discontinuous control. The
design of the controller consists in two steps

• design of the switching variable for (17),

• design of a discontinuous control inputw maintaining the system trajectories on a switching manifold which
ensures the establishment of arth order sliding mode in finite timetF , in spite of uncertainties.

The switching variable described in the sequel is an adaptation of the result of [33]. Of course, it ensures thattheo-
rically, a rth order sliding mode behavior is established in aa priori well-known time, andpractically it ensures the
stability of the system in a vicinity of the origin.

Switching variable. Let S the switching variable defined as

S = s(r−1)(x, t)−F (r−1)(t)+ λr−2
[
s(r−2)(x, t)−F (r−2)(t)

]
+ · · ·+ λ0 [s(x, t)−F (t)] (19)

with λr−2, · · · , λ0 such thatP(z) = z(r−1) + λr−2z(r−2) + · · ·+ λ0 is a Hurwitz polynomial in the complex variablez.
The functionF (t) is aCr-one defined as

s[x(0),0] = F (0), s[x(tF ), tF ] = F (tF) = 0,

ṡ[x(0),0] = Ḟ (0), ṡ[x(tF ), tF ] = Ḟ (tF) = 0,
...

...
s(r−1)[x(0),0] = F (r−1)(0), s(r−1)[x(tF ), tF ] = F (r−1)(tF) = 0

(20)

This choice ensures that the system is evolvingearly from t= 0 on the manifoldS= 0, and that it is evolving onS r

from exactly t= tF . A solution forF (t) reads as (1≤ j ≤ r) [33]

F (t) = KeFtTs(r− j)(0) (21)

with F a 2r ×2r-dimensional stable matrix (strictly negative eigenvalues) andT a 2r ×1-dimensional vector.

H4. The integerj is such thats(r− j)(0) 6= 0 and bounded.

3Givena(x) a real-valued function andb(x) a vector field, both defined onX ⊂ IRn, the derivative ofa(·) alongb(·) is written asLba and is
defined asLba = ∂a

∂xb(x) [18].

12



Submitted toIEEE Trans. Control Systems Technology- Initial submission in July 2007 - Revised in March 2008

Lemma 1 ([33]) There exist a stable matrix F and a matrix T such that2r ×2r-dimensional matrixK defined as

K =
[
F r−1Ts(r− j)(0) | F r−1eFtF T | F r−2Ts(r− j)(0) | F r−2eFtF T | · · · | Ts(r− j)(0) | eFtF T

]
(22)

is invertible.

From Lemma 1, as system (20) of 2r equations is linear in the 1×2r-dimensional gain matrixK, its resolution is then
trivial and there exists always only a single solution

K =
[
s(r−1)(0) 0 s(r−2)(0) 0 · · · s(0) 0

]
·
[
K T

]−1
(23)

H5. There exists a finite positive constantΘ ∈ IR+ such that
∣
∣KF reFtTs(r− j)(0)−λr−2

[
s(r−1)−KF r−1eFtTs(r− j)(0)

]
−·· ·−λ0

[
ṡ(x, t)−KFeFtTs(r− j)(0)

]∣
∣ < Θ (24)

EquationS= 0 describes the desired dynamics which satisfy the finite time stabilization of vector[s(r−1) s(r−2) · · · s]T

to zero. Then, theswitching manifoldon which system (17) is forced to slide on via the discontinuous controlw, is
defined as

S = {x | S= 0}. (25)

Given equation (20), one getsS(t = 0) = 0: at the initial time, the system still evolves on the switching manifold.
There is no reaching phase in opposition to previous approaches as [21, 22].

Controller design. The attention is now focused on the design of the discontinuous control laww which forces
the system trajectories of (17) to slide onS , to reach in finite time the origin and to maintain the system at the origin.

Theorem 1 ([33]) Consider the nonlinear system (16) with a relative degree r.Suppose that it is minimum phase
and that hypotheses H1, H2, H3 and H4 are fulfilled. Let r be the sliding mode order and0 < tF < ∞ the desired
convergence time. Define S∈ IR by (19) with K unique solution of (21) given by (23) and suppose that assumption H5
is fulfilled. The control input w defined by

w = −α sign(S) (26)

with

α ≥
C0 + Θ+ η

Km
, (27)

C0, Km defined by (18),Θ defined by (24),η > 0, leads to

s= ṡ= · · · = s(r−1) = 0

at t = tF .

Sketch of proof. Condition (27) allows to satisfy theη-attractivity conditionṠS≤−η|S|. For more details, see [33].

In order to ensure the establishment ofrth order sliding mode behaviour, and given thats and its(r − 1) first time
derivatives equal 0 att = tF , controlw is designed fort > tF only in order to maintain these latter equalities, which
gives

w = −α sign(S)

S =







s(r−1)−KFr−1eFtTs(r− j)(0)+ λr−2
[
s(r−2)−KFr−2eFtTs(r− j)(0)

]

+ · · ·+ λ0
[
s−KeFtTs(r− j)(0)

]
for 0≤ t ≤ tF

s(r−1) + λr−2s(r−2) + · · ·+ λ0s for t > tF

(28)

13
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5.2 Application to pneumatic actuator position control

The objective consists in designing a robust (with respect to uncertainties/disturbances) position controller: then,
defines the sliding variable ass= y− yd(t). From (5), its relative degree with respect touS equals 3, which implies
that a 3rd order sliding mode controller can be designed. One has

s(3) = χ̃(·)+ Γ̃(·)uS (29)

with

χ̃(·) = (M−1+ δM)(1.2+ ∆k)rg(T + ∆T)S

(
ϕP + ∆ϕ
VP(y)

−
ϕN + ∆ϕ
VN(y)

)

−(M−1+ δM)(1.2+ ∆k)S2v

(
pP

VP(y)
−

pN

VN(y)

)

−(M−1+ δM)2(bv + ∆bv)(S(pP− pN)− (bv + ∆bv)v)−y(3)
d

Γ̃(·) = (M−1+ δM)(1.2+ ∆k)rg(T + ∆T)S

(
ψP + ∆ψ

VP(y)
+

ψN + ∆ψ
VN(y)

)

(30)

The control law is defined as4 uS = Γ−1
nom· [−χnom+w] with Γnom (resp. χnom) the nominal value of̃Γ (resp. χ̃),

i.e. derived from (30) with no uncertainty. Note thatΓnom is always strictly positive: then,uS has the same sign as
(−χnom+w). From (29),χnom andw are independent ofu. One gets

s(3) = χ(·)+ Γ(·)w (31)

with χ = χ̃− Γ̃Γ−1
NomχNom andΓ = Γ̃Γ−1

Nom. As introduced in Section 5.1, the design follows two steps.The first one
consists in computing off-line matrixK (equation (23)) which gives functionF (t) (equation (21)). This latter and
their time derivatives are computed on-line in order to ensure the convergence ofs, ṡ, ands̈ to 0 at a fixed timetF . The
second step is the synthesis of discontinuous control whichensures the convergence in spite of uncertainties.

Switching variable. The switching variableSreads as (from (28))

S =

{
s̈−KF2eFtTs(0)+2ξωn

[
ṡ−KFeFtTs(0)

]
+ ω2

n

[
s−KeFtTs(0)

]
for 0≤ t ≤ 0.5

s̈+2ξωnṡ+ ω2
ns for t > 0.5

(32)

with ξ = 1, ωn = 250 rad · s−1 (ωn has been chosen close to the open-loop proper frequencyωol). Initial conditions
ares̈(0) = 0 ms−2, ṡ(0) = 0 ms−1 ands(0) = 0.020m. The convergence time is stated astF = 0.5 sec. K is computed
from (23) withF andT defined as (Lemma 1)

T =











1
1
1
1
1
1











, F =











−1 0 0 0 0 0
0 −1.1 0 0 0 0
0 0 −1.2 0 0 0
0 0 0 −1.3 0 0
0 0 0 0 −1.4 0
0 0 0 0 0 −1.5











(33)

Discontinuous partw. w=−α ·sign(S) with α = 12·104 (in order to satisfy (27) by taking into account the bounded
uncertainties and mass variations (+125%)).

Experimental results. As detailed in previous section, “Nominal case” and “Robustcase”’ tests are made, in or-
der to evaluate performances and robustness of the controller.

4An interest of equivalent control is to reduce the value of discontinuous part gain [10] which implies a reduction of chattering effect.
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Figure 10:Nominal case -Top.Desired and current positions (mm) versus time (s). Bottom. Position tracking error
(mm) versus time (s).
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Figure 11:Nominal case -Top.PressurespP andpN (bar) versus time (s). Bottom. Control signalsuP anduN (V),
and saturation line (V) versus time (s).

Nominal case. The actuator position (Figure 10) converges to the desired trajectory in 0.5s as scheduledwithout
control saturation(Figure 11-Bottom). The maximum position error in steady state is 0.02mm in spite of springs
forces. There is no pressure saturation (Figure 11-Top). Inorder to compare performances between gain scheduling
and high order sliding mode SISO controllers, static position errors are summarized in Table 3. Recalling that the
maximum position error allowed by the benchmark is 0.2 mm, the sliding mode SISO controller fulfills this constraint,
which is not the case for the gain scheduling one.

Altitude Low Medium High

Gain scheduling SISO controller 0.48 0.38 0.16
Higher order sliding mode SISO controller 0.02 0.01 0.08

Table 3. Static position error (mm) with gain scheduling (top) and sliding mode SISO (bottom) controllers.

Robustness evaluation.(Figure 12). The controller still ensures convergence in 0.5s without overshoot or control
saturation. In steady state, the maximum position error equals 0.02mmwhich confirms the efficiency and robustness
of this controller.
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Figure 12: Robustness Evaluation - Top.Desired and current positions (mm) versus time (s). Bottom. Position
tracking error (mm) versus time (s).

10
0

10
1

10
2

−60

−40

−20

0

20

G
ai

n 
(d

B
)

10
0

10
1

10
2

−200

−150

−100

−50

0

P
ha

se
 (

°)

Fréquence (Hz)

Gain Scheduling
Guide template
Sliding Mode

Figure 13: Closed-loop system Bode diagram.

Frequency response. (Figure 13) The frequency response is evaluated in the same conditions than previously.
This test shows that, as previously mentioned in Section 4.2(Frequency response item), the gain is not significantly
improved by nonlinear control. However, the phase is now lower than the phase template which is not the case with
linear controller and is a key-point with respect to desiredperformances.

Consumption. The consumption is evaluated by the same way than previouslyand results are displayed in Table 4.
With the current controller, chattering effect appears andleads to high frequency control variations. These latter imply
variation of mass flow rate during steady state position: thefluid consumption is increasing.

Controller Gain scheduling SISO controllerHigher order sliding mode SISO controller
ConsumptionCP 463g 551g
ConsumptionCN 420g 546g

Table 4. Total consumption in each chamber during a flying sequence.
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6 High order sliding mode position-pressure controller (MIMO)

Given the structure of the experimental setup, the use of twoservodistributors allows to define two different control
objectives. Then, in this section, a MIMO controller is displayed. As mentioned in Introduction, in order to improve
system performances, in particular actuator positioning accuracy and rigidity, controller is now designed such both
actuator position and pressure in one chamber are controlled. As pressure is now controlled, accuracy and rigidity are
also improved, which is also a crucial point for steering mechanism application. Note also that, in MIMO case, there
is no more zero dynamics, which ensures the stability of the whole system. The first objective consists in controlling
actuator position, the second objective consisting in designing a robust pressure controller in order to fix pressurepP

in a high level (for rigidity and accuracy improvement). Define the sliding variabless1 ands2 as

s1 = y−yd(t) s2 = pP− pPd(t). (34)

From (4), relative degree ofs1 w.r.t. u equals 3, which implies thatat leasta 3rd order sliding mode controller has to
be designed for position. Relative degree ofs2 w.r.t. u equals 1 which implies that at least a 1st order sliding mode
controller has to be designed for pressure. From (4), defining h(x) = [h1 h2]

T := [y pP]T , one gets
[

s(3)
1

s(1)
2

]

= χ̃M(x, t)+ Γ̃M(x) ·

[
uP

uN

]

(35)

with χ̃M =

[

L3
f h1−y(3)

d (t)
L f h2− ṗPd(t)

]

andΓ̃M =

[
Lg1L

2
f h1 Lg2L

2
f h1

Lg1h2 0

]

. Denotingχ̃MNom andΓ̃MNom the nominal values (i.e.

without uncertainty) of̃χM andΓ̃M, the control inputu reads as5

u =

[
uP

uN

]

= Γ̃−1
MNom

[

−χ̃MNom+

[
α1 ·sign(S1)
α2 ·sign(S2)

]]

(36)

with w the discontinuous input displayed in the sequel. From (35),one gets
[

s(3)
1

s(1)
2

]

= χ̃M + ΓM
[
Γ̃−1

MNom
[−χ̃MNom+w]

]

= χ̃M −ΓMΓ̃−1
MNom

χ̃MNom
︸ ︷︷ ︸

χ

+ΓMΓ̃−1
MNom

︸ ︷︷ ︸

Γ

w
(37)

Switching vector S. The switching vectorS= [S1 S2]
T reads as (from (28))







S1 = s̈1−K1F2
1 eF1tT1s1(0)+2ξ1ωn1

[
ṡ1K1F1eF1tT1s1(0)

]
+ ω2

n1

[
s1−K1eF1tT1s1(0)

]
for 0≤ t ≤ tF1

S1 = s̈1 +2ξ1ωn1ṡ1 + ω2
n1

s1 for t > tF1

{
S2 = s2−K2eF2tT2s2(0) for 0≤ t ≤ tF2

S2 = s2 for t > tF2

(38)

For S1, one statesξ1 = 0.7, ωn1 = 180 rads−1, tF1 = 0.5 sec, s̈1(0) = 0 ms−2, ṡ1(0) = 0 ms−1 ands1(0) = 0.020 m.
From (23), one gets

K1 = [s̈1(0) 0 ṡ1(0) 0 s1(0) 0] ·
[[

F2
1 T1s1(0) | F2

1 eF1tF1 T1 | F1T1s(0) | F1eF1tF1 T1 | T1s(0) | eF1tF1 T1
]T

]−1

5Matrix Γ̃M is invertible on the work domain
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with F1 andT1 defined as (Lemma 1)

T1 =











1
1
1
1
1
1











F1 =











−1 0 0 0 0 0
0 −1.1 0 0 0 0
0 0 −1.2 0 0 0
0 0 0 −1.3 0 0
0 0 0 0 −1.4 0
0 0 0 0 0 −1.5











For S2, one hastF2 = 0.5 sec, s2(0) = 5 bar. From (23), one gets

K2 = [s2(0) 0] ·
[[

T2s2(0) | eF2tF2 T2
]T

]−1

with F2 andT2 defined as (Lemma 1)

T2 =

[
1
1

]

F2 =

[
−1 0
0 −1.1

]

Discontinuous inputw. The inputw is tuned through gainsα1 andα2 in order to satisfy (27) by taking into account
the uncertainties and variations of mass (+125%): the experimental tests have been made withα1 = 2 · 105 and
α2 = 8·106.

Nominal case. The actuator position (Figure 14) converges to the desired trajectory intF1 = 0.5s without control
saturation. The maximum position error in steady state is 0.02mm in spite of springs force disturbance. There is no
pressure saturation (Figure 15-Top). The control input is displayed in Figure 15-Bottom. In Table 5 are summarized
results on static position error for different trajectories (corresponding to different altitudes flights). The MIMO high
order sliding mode controller appears to be the most efficient controller w.r.t. the static position error.

Trajectory Low Medium High

Gain scheduling SISO controller 0.48 0.38 0.16
Higher order sliding mode SISO controller 0.02 0.01 0.08

Higher order sliding mode MIMO controller 0.01 0.01 0.01

Table 5. Static position error (mm) with gain scheduling (Top), SISO sliding mode (middle) andMIMO sliding mode (bottom)
controllers.

Robustness evaluation. (Figure 16). The controller ensures convergence in 0.5s without overshoot in spite of the
mass variation. The maximum position error in steady state equals 0.02mmwhich confirms the efficiency/robustness
of this controller.

Frequency response.(Figure 17). The frequency response is evaluated in the sameconditions than previously, and
the results are close to SISO ones.

Consumption. The desired pressure trajectory has been computed in order to have a maximum pressure in each
chamber, which implies that rigidity is maximum with betteraccuracy. Experimental results also show that the high
order sliding mode controller in MIMO case increases chattering on pressurepP (as pressure controller is first order
sliding mode one): it induces a more important consumption through the mass flow rate (see table 6). A solution
would be to find, through an optimization way, a pressure trajectory with minimum consumption, maximum rigidity
and/or to increase the order of sliding mode pressure controller.

Controller Gain scheduling controller Sliding mode SISO controller Sliding mode MIMO controller
ConsumptionCP 463g 551g 623g
ConsumptionCN 420g 546g 544g

Table 6. Total consumption in each chamber during a flying sequence.
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Figure 14:Nominal case - Top.Desired and current positions (mm) versus time (s). Bottom. Position tracking error
(mm) versus time (s).
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Figure 15:Nominal case - Top.PressurespP andpN (bar) versus time (s). Bottom. Control signalsuP anduN (V)
versus time (s).

0 0.5 1 1.5 2 2.5 3
−20

−10

0

10

20

y 
(m

m
)

0 0.2 0.4 0.6 0.8 1
−5

0

5

10

15

20

P
os

iti
on

 e
rr

or
 (m

m
)

Time (s)

Desired
Measured

Figure 16: Robustness evaluation - Top.Desired and current positions (mm) versus time (s). Bottom. Position
tracking error (mm) versus time (s).
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Figure 17: Bode diagram of closed-loop system.

7 Conclusion

The structure of the experimental setup and the benchmark (on which controllers are evaluated) are designed in order
to check the use of such actuator in aeronautic context. In order to validate the benchmark performances, three
controllers are designed. Experiments show that a linear gain scheduling feedback controller is not sufficient for
this application. Higher order sliding mode controllers (SISO and MIMO) fulfill the main benchmark objectives.
However, one of the performance criteria, the bandwidth at−1 dB of the closed-loop system, is still limited. In order
to improve this point, a solution is the use of an other servodistributor able to ensure a higher mass flow rate. An
other key point is the fluid consumption: high order sliding mode controllers need more fluid, but have greatly better
accuracy and robustness performances. A future work will consist in designing pressure trajectory references (through
optimization study) such that accuracy and robustness are kept.
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