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Abstract

We study a Curie-Weiss model with a random external field gener-
ated by a dynamical system. Probabilistic limit theorems (weak law of
large numbers, central limit theorems) are proven for the correspond-
ing magnetization. Our results extend those already obtained in [7]
and [8].

1 Introduction

The Curie-Weiss model is a well-known approximation to the Ising model
(see [7]). Probabilistic limit theorems for the Curie-Weiss model have been
proven by the following authors: Ellis and Newman [8], Ellis, Newman and
Rosen [9]... The purpose of the present paper is to prove limit theorems for
the Curie-Weiss model with random external field generated by a dynamical
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system, namely weak law of large numbers and central limit theorems for the
associated magnetization. Our main motivation is the understanding of the
statistical properties of the following physical model: consider n particles
(iron atoms for instance) distributed along a lattice Γ = {1, . . . , n}. The
value of ±1 at a site represents the spin, or magnetic moment, of the particle
at that site. The particles are placed in a magnetic field which is given in
terms of a dynamical system S = (E,A, µ, T ), that is a probability space
(E,A, µ), T a transformation of E and a function f defined on E with values
in [0, 1]. Let β > 0 be the inverse temperature and J a coupling constant
assumed strictly positive.
Given a configuration σ = (σi)i=1...,n ∈ Ωn = {−1,+1}n and x ∈ E, we
define the Hamiltonian,

Hn,x(σ) =
βJ

2n

(

n
∑

i=1

σi

)2

+
1

2

n
∑

i=1

log

(

f(T ix)

1 − f(T ix)

)

σi.

We denote by Qn,x the Gibbs measure on Ωn defined by

Qn,x(σ) =
1

Zn,x
exp[Hn,x(σ)]

where Zn,x is the normalizing constant, called partition function

Zn,x =
∑

σ∈Ωn

exp[Hn,x(σ)].

Equivalently, Qn,x is the probability measure defined on (Ωn,P(Ωn)) such
that, for any A ∈ P(Ωn),

Qn,x(A) =
1

Z̃n,x

∫

A
exp[Hn,x(σ)] dPn(σ)

where Pn is the uniform distribution on Ωn (i.e. for any σ ∈ Ωn, Pn(σ) = 1
2n )

and Z̃n,x is the partition function

Z̃n,x =

∫

Ωn

exp[Hn,x(σ)] dPn(σ).

For each configuration σ = (σi)i=1,...,n we define the associated magnetiza-
tion (or total spin)

Mn =

n
∑

i=1

σi.

2



Remark that when f ≡ 1/2 our model corresponds to the Curie-Weiss model
without external field studied in [7, 8, 9]. Moreover it is worth remarking
that any field (g(T ix))i≥1 can be considered by choosing the function f as
eg/(1+eg). In particular, it includes the case where the field is given in terms
of a sequence of independent and identically Bernoulli random variables
taking the values −ε and ε with probability 1/2 considered in [21] and [11].
We will be mostly interested in the special case when the dynamical system
is the irrational rotation on the torus which corresponds to a quasiperiodic
random field; we refer to [19] for a complete and precise discussion about
the relevance of this model in the modelization of certain physical models.
We are interested in studying the asymptotic behaviour of Mn in the so-
called thermodynamical limit n → +∞. In [9] a physical interpretation of
this limit behaviour is given in relation with stable states (mixed or pure) and
metastable states of the underlying physical system. An illustrative example
derived from thermodynamics is given, namely a detailed description of
states as well as the phase transition in a gas-liquid system.
At infinite temperature (i.e. β = 0) the probability measure Qn,x is equal
to the product measure

n
∏

i=1

(

f(T ix)δ1 + (1 − f(T ix))δ−1

)

This implies that the random variable Mn is just a sum of independent
random variables σi taking the value 1 with probability f(T ix) and −1 with
probability 1 − f(T ix). So, in this particular case, the sequence of random
variables (Mn)n≥1 is a so-called dynamic Z−random walk (see Section 2).
The dynamic Z-random walks were introduced by the second author in [14],
then generalized to dimension d > 1 in [16]. Theoretical results about
dynamic random walks and their applications can be found in the recent
book [13]. We are mainly interested in limit theorems (i.e. strong law of large
numbers, central limit theorem and large deviation principle) for dynamic
Z-random walks. We recall some of them here under simplified assumptions:
assume that E is a compact metric space, A the associated Borel σ-field, T a
continuous transformation of E. If there exists an unique invariant measure
µ i.e. (E,A, µ, T ) is uniquely ergodic and if f is continuous with integral
equal to 1/2, then for every x ∈ E, (Mn/n)n≥1 converges almost surely to 0
as n goes to infinity. Moreover, if we assume that a =

∫

E 4f(1 − f) dµ > 0
and that

n
∑

i=1

[f(T ix) − 1/2] = o(
√

n) (1)
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then the sequence (Mn/
√

n)n≥1 converges in distribution as n → +∞ to the
Normal distribution N (0, a). Let us recall that an important feature of cer-
tain Ising model is the existence of a critical value βc of β: For 0 < β < βc,
the spins are weakly correlated and the probabilistic limit theorems obtained
at β = 0 are valid. For β > βc, the correlation between the spins is strongly
positive and the limit results are completely different. The model is then
said to present a phase transition at β = βc. We will prove for our model
that the limit theorems obtained at β = 0 for the dynamic random walk are
still valid for any β < βc under the same hypotheses. The critical value βc

is shown to fluctuate between 1/J and 1/(Ja) according to the dynamical
system and the function f we consider. For an explicit class of dynamical
systems and functions f , we are able to prove that βc is equal to 1/(Ja)
and that at β = βc, under suitable assumptions on f , there exists some
γ ∈ (0, 1) so that as n → +∞, (Mn/nγ)n converges in distribution to an
explicit non Gaussian random variable. For β > βc, the situation is not
so well understood. Let us recall that for the Curie-Weiss model with zero
external field (e.g. f ≡ 1/2), the sequence (Mn/n)n converges in distribu-
tion to 1/2(δm + δ−m) where m > 0 (see for instance Theorem IV.4.1 in
[7]). In Section 4 we show that if the function f is not identically equal to
1/2, when β > βc, the sequence (Mn/n)n does not converge in distribution.
We conjecture that Theorem 1 in [21] should be true for our model, under
suitable assumptions; this work is in progress.
In [19], the authors extended the Pirogov-Sinai theory to a class of models
with small quasiperiodic interactions as perturbations of the periodic ones.
More precisely, the low temperature phase diagram for spin systems with
periodic hamiltonians perturbated by quasiperiodic interactions is studied.
Under diophantine conditions and derivability conditions on the interaction
potentials they prove that the low temperature phase diagram is a homeo-
morphic deformation of the phase diagram at zero temperature. Our model
in the case when the dynamical system S is an irrational rotation on the torus
belongs to this class of hamiltonians perturbated by quasiperiodic ones. In
Section 5 the same kind of conditions on the diophantine approximation of
the irrational angle and on the smoothness of the function f will be needed
in order to state the limit theorems.

The outline of the paper is as follows: In Section 2, we define the dynamic
Z-random walk and recall some results which will be useful in the sequel.
In Section 3, we state and prove our results under general assumptions. In
Section 4, we apply results of Section 3 when the integral of f is equal to
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1/2 and a > 0. In Section 5, we study the case when the dynamical system
is given by an irrational rotation on the torus.

2 Dynamic Z-random walks

The dynamic random walks were introduced in [14] and generalized to upper
dimensions in [16]. We now recall some of the results obtained in dimen-
sion one. Let S = (E,A, µ, T ) be a dynamical system where (E,A, µ) is a
probability space and T is a measure-preserving transformation defined on
E. Let f be a measurable function defined on E with values in [0, 1]. For
each x ∈ E, we denote by Px the distribution of the time-inhomogeneous
random walk:

S0 = 0, Sn =

n
∑

i=1

Xi for n ≥ 1

with step distribution

Px(Xi = z) =







f(T ix) if z = 1
1 − f(T ix) if z = −1
0 otherwise.

(2)

The expectation with respect to Px will be denoted by Ex. It is worth re-
marking that if the function f is not constant, (Sn)n∈N is a non-homogeneous
Markov chain. This Markov chain can be classified in the large class of ran-
dom walks evolving in a random environment. In most of the papers (see
for instance [12], [3],...), the environment field takes place in space but it
can also take place in space and time (see [2]). Following the formalism
used in the study of these random walks, when x is fixed, the measure
Px is called quenched and the measure averaged on values of x defined as
P(.) =

∫

E Px(.) dµ(x) is called annealed. In the quenched case, the ran-
dom variables Xi, i ≥ 1 are independent, but not necessarily identically
distributed. In the annealed case, the X ′s defines a stationary sequence of
dependent random variables whose the correlations are related to the ones
of the underlying dynamical system. We refer to [17] (Section 2.1) for a
more precise discussion of these two cases.
Let C1/2(S) denote the class of functions f ∈ L1(µ) satisfying the following
condition: for every x ∈ E,

∣

∣

∣

∣

∣

n
∑

i=1

(

f(T ix) −
∫

E
fdµ

)

∣

∣

∣

∣

∣

= o
(√

n
)

.
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Let us assume that f ∈ C1/2(S); if
∫

E f dµ = 1
2 and a =

∫

E 4f(1 − f) dµ >
0, then, for every x ∈ E, the sequence of random variables (Sn/

√
n)n≥1

converges in distribution to the Normal law N (0, a) (see [18]). A strong
law of large numbers for the dynamic Z-random walk can be obtained for
µ-almost every point x ∈ E from Kolmogorov’s theorem assuming that the
function f is measurable (see Chapter 2 in [13] for details). The limit is
then given by 2 E(f |I)− 1 where I is the invariant σ-field associated to the
transformation T . So, (Sn/n)n≥1 is a good candidate for a large deviation
principle. Let us recall what is a large deviation principle: Let Γ be a
Polish space endowed with the Borel σ-field B(Γ). A good rate function
is a lower semi-continuous function Λ∗ : Γ→[0,∞] with compact level sets
{x; Λ∗(x) ≤ α}, α ∈ [0,∞[. Let v = (vn)n ↑ ∞ be an increasing sequence
of positive reals. A sequence of random variables (Yn)n with values in Γ
defined on a probability space (Ω,F , P) is said to satisfy a Large Deviation
Principle (LDP) with speed v = (vn)n and the good rate function Λ∗ if for
every Borel set B ∈ B(Γ),

− inf
x∈Bo

Λ∗(x) ≤ lim inf
n

1

vn
log P(Yn ∈ B)

≤ lim sup
n

1

vn
log P(Yn ∈ B) ≤ − inf

x∈B̄
Λ∗(x).

Theorem 2.1. 1. For µ-almost every x ∈ E, the sequence (Sn/n)n sat-
isfies a LDP with speed n and good rate function

Λ∗(y) = sup
λ∈R

{< λ, y > −Λ(λ)}

where
Λ(λ) = E

(

log
(

eλf + (1 − f)e−λ
)∣

∣

∣
I
)

,

I being the σ-field generated by the fixed points of the transformation
T .

2. Assume that E is a compact metric space, A the associated Borel
σ-field and T a continuous transformation of E. If (E,A, µ, T ) is
uniquely ergodic (i.e. there exists an unique invariant measure µ) and
if f is continuous, then 1. holds for every x ∈ E.
The rate function is then deterministic and equal to

Λ(λ) =

∫

E
log
(

eλf(x) + (1 − f(x))e−λ
)

dµ(x).

6



Let us mention that an annealed large deviations statement for (Sn/n)n
under the measure P can easily be proved using results of [5] (Remark that
E is assumed to be compact). The proof of the above theorem can be found
in [6].

3 Limit theorems for the magnetization

In this section, E is assumed to be a compact metric space, A the associated
Borel σ-field, µ a probability measure on (E,A), T a continuous measure-
preserving transformation of E, f a continuous function from E to [0, 1]
and x a fixed point of E. The system (E,A, µ, T ) is asumed to be uniquely
ergodic. In the sequel, the sequence (Sn)n will denote the dynamical random
walk introduced in Section 2 and (Mn)n the magnetization defined in the
introduction.

3.1 Weak law of large numbers for the magnetization

For every n ≥ 1, we define the function

Gn(s) =
βJ

2
s2 − 1

n
log Ex(exp(βJsSn))

=
βJ

2
s2 − 1

n

n
∑

i=1

L(f(T ix), βJs)

where the function L is defined on [0, 1] × R by

L(φ, s) = log
(

φ es + (1 − φ) e−s
)

.

We also define the function G by

G(s) =
βJ

2
s2 −

∫

E
L(f(y), βJs) dµ(y).

Theorem 3.1. The function G is real analytic, and the set where G achieves
its minimum is non-empty and finite.

Definition 3.1. We will denote by g = min{G(s); s ∈ R} the minimum of
G and by m1, · · · ,mr the points where G is minimal. Let us define the type
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2ki and the strength λi > 0 of the minimum mi by

2ki = min{j ≥ 1 | G(j)(mi) 6= 0},
λi = G(2ki)(mi).

Let us remark that g is nonpositive since G(0) = 0.

For every α ∈ [0, 1], we define Cα(S) the class of µ-integrable functions
h : E → R satisfying the following condition: for every point x ∈ E,

∣

∣

∣

∣

∣

n
∑

k=1

(

h(T kx) −
∫

E
hdµ

)

∣

∣

∣

∣

∣

= o
(

nα
)

.

Remark that since the dynamical system is uniquely ergodic, the class C1(S)
always contains the set of continuous functions on E.

Theorem 3.2. 1. Assume that for every i ∈ {1, . . . , r} and every j ∈
{1, . . . , 2ki}, the function

E → R

y 7→ ∂j

∂sj L(f(y), βJmi)

belongs to the set Cj/2ki
(S).

Then, for every bounded continuous function h, the expectation of
h(Mn/n) under Qn,x is equivalent, as n goes to infinity, to

r
∑

i=1

bi,nh(mi)

r
∑

i=1

bi,n

where

bi,n = n−1/2kie−nGn(mi)λ
−1/2ki

i

∫ +∞

−∞
exp(−s2ki/(2ki)!) ds.

In particular, if G achieves its minimum at a unique point m, then
the distribution of Mn/n under Qn,x converges to δm the Dirac mass
at m.
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2. The distribution of Mn/n under Qn,x verifies a large deviation princi-
ple with speed n and good rate function

Iβ,x(z) = Λ∗(z) − βJ

2
z2 − inf

z∈R

{Λ∗(z) − βJ

2
z2}

where Λ∗ is defined in Theorem 2.1.

3.2 Scaling limit for the magnetization

Theorem 3.3. Assume that G has a unique global minimum m of type 2k
and strength λ and that for every j ∈ {1, . . . , 2k}, the function ∂j

∂sj L(f(.), βJm)
belongs to the set Cj/2k(S). Then, the following convergence of measures
holds:

Mn − nm

n1−1/2k
⇒ Z(2k, λ̃)

where Z(2k, λ̃) is the probability measure with density function

C exp
(

−λ̃s2k/(2k)!
)

,

where C is a normalizing constant and λ̃ is defined by

λ̃ =

{
(

1
λ − 1

βJ

)−1
if k = 1

λ if k ≥ 2
.

Remark: Note that the case of a minimum of type 2 yields a central limit
theorem: the fluctuations of Mn/n around m are of order n−1/2 and Gaus-
sian. When the type of the minimum is greater than 4, the limit distributions
are non standard.

3.3 Technical lemmas

Lemma 3.1. Let Y be a random variable with distribution N (0, 1/(βJ)),
independent of Mn for every n ≥ 1. Then, given m and γ real, the probability
density function of the random variable

Y

n1/2−γ
+

Mn − nm

n1−γ

9



is equal to
exp (−nGn(m + sn−γ))

∫

R
exp (−nGn(m + sn−γ)) ds

.

Proof:
The probability density function of the random variable n1/2Y +Mn is given
by

1

Zn

√

βJ

2πn

∫

e−βJ(s−x)2/(2n)eβJx2/2n dρ̃n(x)

with ρ̃n = ρ1 ∗ . . . ∗ ρn where ρi = f(T ix)δ1 + (1 − f(T ix))δ−1. It can be
rewritten as

1

Zn

√

βJ

2πn
e−βJs2/2nEx(e

βJsSn/n)

So, by a change of variables, the probability density function of the random
variable Y

n1/2−γ + Mn−nm
n1−γ is given by

1

Zn

√

βJ

2π
n1/2−γe−βJn(m+sn−γ)2/2Ex(e

βJ(m+sn−γ )Sn)

The lemma is then easily deduced.

The previous lemma suggest that the behaviour of the sequence of ran-
dom variables Mn and of the sequence of functions Gn are linked together.

Lemma 3.2. The sequence of functions (Gn)n≥1 converges to G uniformly
on compacta of R as n goes to infinity. Furthermore, for every k ≥ 1, the

sequence of derivative functions (G
(k)
n )n≥1 converges to G(k) uniformly on

compacta of R as n goes to infinity.

Proof:
Note that the function L is of class C∞ on [0, 1] × R, so that for any s ∈ R,

the function y 7→ ∂k

∂sk L(f(y), βJs) is continuous. For any s ∈ R and k ≥ 0,

G(k)
n (s)−G(k)(s) = (βJ)k

[

1

n

n
∑

i=1

∂k

∂sk
L(f(T ix), βJs) −

∫

E

∂k

∂sk
L(f(y), βJs)dµ(y)

]

The unique ergodicity hypothesis implies that this quantity converges to 0
as n goes to infinity.
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We prove the uniform convergence with the following majoration of the

difference |G(k)
n (s) − G(k)(s)| on the compact [−α;α]:

|G(k)
n (s) − G(k)(s)| ≤ |G(k)

n (0) − G(k)(0)| +
∫ α

−α
|G(k+1)

n (s) − G(k+1)(s)|ds.

The unique ergodicity hypothesis implies that for any s ∈ R, |G(k+1)
n (s) −

G(k+1)(s)| converges to zero as n goes to infinity. Furthermore, the function
∂k

∂sk L is bounded on the compact set [0, 1] × [−βJα, βJα], and hence the

difference |G(k+1)
n (s) − G(k+1)(s)| is uniformly bounded on [−α,α]. Finally,

by dominated convergence theorem,

|G(k)
n (s)−G(k)(s)| ≤ |G(k)

n (0)−G(k)(0)|+
∫ α

−α
|G(k+1)

n (s)−G(k+1)(s)|ds → 0,

and the convergence is uniform for s ∈ [−α,α].

Lemma 3.3. Let m be a global minimum of G of type 2k and strength λ.
Suppose that for every j ∈ {1, . . . , 2k}, the function y 7→ ∂j

∂sj L(f(y), βJm)
belongs to the class C j

2k
(S). Then, for every s ∈ R,

lim
n→+∞

n
(

Gn

(

m + sn−1/2k
)

− Gn(m)
)

= λ
s2k

(2k)!
. (3)

Furthermore, there exist δ > 0 and N ≥ 1 such that for every n ≥ N and
s ∈ [−δn1/2k; δn1/2k],

n
(

Gn

(

m + sn−1/2k
)

− Gn(m)
)

≥ λ

2

s2k

(2k)!
−

2k−1
∑

j=1

|s|j . (4)

Proof:
Let s ∈ R and u = sn−1/2k. Taylor’s formula implies that

Gn(m + u) − Gn(m) =

2k
∑

j=1

G
(j)
n (m)

j!
uj + Rn(u),

where the remainder Rn has the integral form

Rn(u) =
u2k+1

(2k)!

∫ 1

0
(1 − θ)2kG(2k+1)

n (m + θu) dθ.
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The j-th derivative of Gn at point m is equal to

G(j)
n (m) = Pj(m) − (βJ)j

n

n
∑

i=1

∂j

∂sj
L(f(T ix), βJm),

where

Pj(m) =







βJm if j = 1
βJ if j = 2
0 otherwise

.

As n goes to infinity, this quantity converges to

G(j)(m) = Pj(m) − (βJ)j
∫

E

∂j

∂sj
L(f(y), βJm) dµ(y).

The hypothesis that the function y 7→ ∂j

∂sj L(f(y), βJm) belongs to the class
C j

2k
(S) implies that for every j ∈ {1, . . . , 2k},

n|G(j)
n (m) − G(j)(m)| = o

(

n
j
2k

)

.

Since the point m is a global minimum of G of type 2k and strength λ,
G(j)(m) = 0 for every j ∈ {1, . . . , 2k − 1} and G(2k)(m) = λ > 0. This
implies that as n goes to infinity, for every j ∈ {1, . . . , 2k − 1},

G(j)
n (m)n1− j

2k → 0, (5)

and that for j = 2k,
G(2k)

n (m) → λ. (6)

The integral remainder satisfies

nRn(sn−1/2k) =
s2k+1n−1/2k

(2k)!

∫ 1

0
(1 − θ)2kG(2k+1)

n (m + θsn−1/2k) dθ.

The fact that the functions G
(2k+1)
n are uniformly bounded on the compact

set [m−|s|,m+ |s|] implies that the integral is bounded as n goes to infinity,
so that

nRn(sn−1/2k) → 0.

Hence the formula

n
(

Gn

(

m + sn−1/2k
)

− Gn(m)
)

=

2k
∑

j=1

G
(j)
n (m)

j!
n1−j/2ksj + nRn(sn−1/2k),

12



yields the limit λs2k/(2k)! as n goes to infinity and this proves equation (3).
Let us prove (4), from (5) and (6), there exists N ≥ 1 such that for every
n ≥ N , and every j ∈ {1, . . . , 2k − 1},

∣

∣

∣

∣

∣

G
(j)
n (m)n1−j/2k

j!

∣

∣

∣

∣

∣

≤ 1

and, for j = 2k,
G(2k)

n (m) ≥ 3λ/4.

There also exists δ > 0 such that for every n ≥ 1, and every s ∈ [−δn1/2k; δn1/2k],

∣

∣

∣
sn−1/2k

∫ 1

0
(1 − θ)2kG(2k+1)

n (m + θsn−1/2k) dθ
∣

∣

∣
≤ λ/4,

which implies that for every n ≥ 1 and every s ∈ [−δn1/2k; δn1/2k],

nRn(sn−1/2k) ≥ −λ

4

s2k

(2k)!
.

(There exists M such that |G(2k+1)
n (s)| ≤ M for every n ≥ 1 and every

s ∈ [m− 1,m + 1], then choose δ as the minimum of (2k + 1)λ/(4M) and 1
).
This implies that for every n ≥ N and every s ∈ [−δn1/2k; δn1/2k],

n
(

Gn

(

m + sn−1/2k
)

− Gn(m)
)

≥ λ

2

s2k

(2k)!
−

2k−1
∑

j=1

|s|j .

Lemma 3.4. Let V be any closed subset of R containing no global minima
of G. There exists ε > 0 such that

eng

∫

V
exp (−nGn(s)) ds = O

(

e−nε
)

.

Proof:
Since |Sn| ≤ n, the expectation Ex(exp(βJsSn)) is bounded above by exp(nβJ |s|)
and the function Gn satisfies for every s ∈ R

Gn(s) ≥ βJ

2
s2 − βJ |s|.

This implies that for any s such that |s| ≥ 3, Gn(s) ≥ 3βJ
2 > g (since

G(0) = 0, g is nonpositive).
From Lemma 3.2, on the compact set W = V ∩ {s; |s| ≤ 3}, the sequence
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of functions Gn converges uniformly to G. Hence, the sequence infW Gn(s)
converges to infW G(s) > g. Let

ε = min(
1

2
(inf

W
G(s) − g),

3βJ

2
− g) > 0.

Then, for large n, Gn(s) ≥ g + ε on the set V . Hence, for large n,

eng

∫

V
exp (−nGn(s)) ds ≤ enge−(n−1)(g+ε)

∫

R

e−Gn(s) ds.

The inequality

e−Gn(s) ≤ exp

(

−βJ

2
s2 + βJ |s|

)

implies that

eng

∫

V
exp (−nGn(s)) ds ≤ ege−(n−1)ε

∫

R

exp

(

−βJ

2
s2 + βJ |s|

)

ds = O(e−nε).

3.4 Proof of Theorem 3.1

For every y ∈ E fixed, the function s 7→ L(f(y), s) is real analytic. Moreover,
if s ∈ [−α,α], then for every y ∈ E, |L(f(y), s)| ≤ α. This implies that the
functions s 7→

∫

E L(f(y), s) dµ(y) and G are real analytic.

We now prove that G has a finite number of global minima. The function
G goes to infinity as s goes to infinity, since for every s ∈ R,

G(s) ≥ βJ

2
s2 − βJ |s|.

This implies that the continuous function G is bounded below and has a
global minimum. Furthermore, the set where G achieves its mimimum is
bounded. Since G is a non constant analytic function, the set where its first
derivative G(1) vanishes is discrete. The set where G is minimum is thus
discrete. Being also bounded, it must be a finite set.
Remark: It is worth remarking that every minimum point of G is of finite
type. Indeed, if G has a minimum m of infinite order, then G(j)(m) = 0
for every j ≥ 1. Since G is analytic, this implies that G is constant. It
contradicts the fact that G tends to infinity when s goes to infinity.

14



3.5 Proof of Theorem 3.2

A consequence of Lemma 3.1 is that the density of Sn
n + Y√

n
is equal to

exp(−nGn(s))
∫

exp(−nGn(s)) ds
.

Note that the contribution of the Gaussian random variable Y√
n

vanishes in

the limit n → +∞. We thus have to prove that for any bounded continuous
function h,

∫

exp(−nGn(s))h(s) ds
∫

exp(−nGn(s)) ds
=

∑r
i=1 bi,nh(mi)
∑r

i=1 bi,n
+ o(1)

For every i ∈ {1, . . . , r}, mi is a minimum of G of type 2ki and strength λi.
For every minimum mi, we apply Lemma 3.3. Then, for every i ∈ {1, . . . , r},
there exist δi > 0 and Ni ≥ 1 such that (4) holds. Let N be the maximum of
(Ni)i=1,...,r and let δ be such that δ ≤ mini=1,...,r δi and the sets ]mi−δ,mi+δ[
be disjoint. Let V be the closed set

V = R \
r
⋃

i=1

]mi − δ,mi + δ[.

Lemma 3.4 yields
∫

V
exp(−nGn(s))h(s) ds = O

(

e−nε−ng
)

.

Use a change of variables and Lemma 3.3 to estimate the contribution of
the set ]mi − δ,mi + δ[,

∫ mi+δ

mi−δ
exp(−nGn(s))h(s) ds

= n−1/2kie−nGn(mi)

∫ δn1/2ki

−δn1/2ki

exp
(

−n(Gn(mi + sn−1/2ki) − Gn(mi))
)

h(mi + sn−1/2ki) ds

= n−1/2kie−nGn(mi)

[
∫ +∞

−∞
exp(−λis

2ki/(2ki)!)h(mi) ds + o(1)

]

where the last equality is obtained by combining (3), (4) and dominated
convergence. Hence, the integral is equivalent as n goes to infinity to

bi,n h(mi)
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where

bi,n = n−1/2kie−nGn(mi)λ
−1/2ki

i

∫ +∞

−∞
exp(−s2ki/(2ki)!) ds.

This yields the asymptotic

∫

exp(−nGn(s))h(s) ds
∫

exp(−nGn(s)) ds
=

∑

1≤i≤r bi,nh(mi)
∑

1≤i≤r bi,n
+ o(1).

To prove the large deviations property, we use Laplace method. From Theo-
rem 2.1, the distribution of Sn/n under Px satisfies a large deviation principle
with speed n and good rate function Λ⋆. The distribution Qn,x is absolutely
continuous with respect to Px with density

dQn,x

dPx
=

1

Z̃n,x

exp

(

n
βJ(Sn/n)2

2

)

.

Since Sn/n takes its values in [0, 1] and that the function z 7→ βJz2/2 is
continuous and bounded on [0, 1], it follows from Varadhan integral lemma
(see [4]) that the distribution of Mn/n under Qn,x satifies a large deviation
principle with speed n and good rate function

Iβ,x(z) = Λ∗(z) − βJ

2
z2 − inf

z∈R

{Λ∗(z) − βJ

2
z2}.

3.6 Proof of Theorem 3.3

From Lemma 3.1, the probability density function of

Mn − nm

n1−1/2k
+

Y

n1/2−1/2k

is given by
exp(−nGn(m + sn−1/2k))

∫

exp(−nGn(m + sn−1/2k)) ds
.

The theorem is a consequence of the following result: for any bounded con-
tinuous function h,

∫

exp(−nGn(m + sn−1/2k))h(s) ds
∫

exp(−nGn(m + sn−1/2k)) ds
→
∫

exp(−λs2k/(2k)!)h(s) ds
∫

exp(−λs2k/(2k)!) ds
(7)
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Let δ given by Lemma 3.3 and let V = R\ ]m− δ,m + δ[. Lemma 3.4 yields
the following estimation

∫

|s|≥δn1/2k

exp(−nGn(m + sn−1/2k))h(s) ds

= n1/2k

∫

V
exp(−nGn(s))h((s − m)n1/2k) ds

= O
(

n1/2ke−nε−ng
)

(8)

From Lemma 3.3 and dominated convergence,
∫

|s|<δn1/2k

exp(−nGn(m + sn−1/2k))h(s) ds

= e−nGn(m)

∫

|s|<δn1/2k

exp
(

−n(Gn(m + sn−1/2k) − Gn(m))
)

h(s) ds

= e−nGn(m)

[∫

R

exp(−λs2k/(2k)!)h(s) ds + o(1)

]

(9)

By combining equations (8) and (9) we obtain (7).

4 The phase transition

In this section, we keep the hypotheses of the previous section and we focus
on the case where

∫

E f dµ = 1
2 and a =

∫

E 4f(1 − f) dµ > 0. We prove
that a phenomenon of phase transition occurs: at high temperature (i.e. β
small), the system has the same behaviour as at infinite temperature (i.e.
β = 0). We prove that for β < βc, the magnetization vanishes in the
thermodynamical limit (i.e. Mn/n converges in distribution to zero) and we
also give a caracterization of the critical inverse temperature βc. The study
of the system at lower temperature (β > βc) is quite difficult since the study
of the minima of G strongly depends on the dynamical system S and on the
function f . We will give some general conditions under which the minima
of G are well known, and also study some examples.

4.1 The critical temperature

In this section the parameter β is not fixed and we write Gβ instead of G
to enhance this dependency.
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Definition 4.1. Let βc be the critical inverse temperature defined by the
relation

βc = sup {β > 0 |∀s ∈ R , Gβ(s) ≥ 0} .

We recall that Gβ(s) = βJ
2 s2 − Λ(βJs), where

Λ(y) =

∫

E
log
(

f(x)ey + (1 − f(x))e−y
)

dµ(x).

It follows from the change of variables u = βJs that βc is also defined by

βc = sup

{

β > 0
∣

∣

∣
∀u ∈ R , Λ(u) ≤ u2

2βJ

}

.

Equivalently, the critical temperature is defined by the more explicit relation

1

2βcJ
= sup

u∈R⋆

Λ(u)

u2
.

Proposition 4.1. The critical inverse temperature βc satisfies

1

J
≤ βc ≤

1

Ja
.

Furthermore, if β < βc, then Gβ has a unique minimum at point 0.

Proof :
We use the fact that Λ(u) ∼ a

2u2 as u → 0. Hence, u 7→ Λ(u)
u2 is continuous

on R⋆, tends to a/2 as u → 0 and to 0 as u → ±∞. This implies that

a

2
≤ sup

u∈R⋆

Λ(u)

u2

and then βc ≤ 1
Ja . Note that the equality βc = 1

Ja holds if and only if

u 7→ Λ(u)
u2 reaches its maximum at point 0. The inequality βc ≥ 1

J follows
from the fact that the second derivative of Λ is bounded above by 1 which
implies that Λ(u) ≤ 1

2u2.
The relation

Gβ

(

s

βJ

)

= Gβc

(

s

βcJ

)

+

(

1

2βJ
− 1

2βcJ

)

s2

implies that if β < βc, the function Gβ has a unique minimum at point 0
equal to 0.
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Theorem 4.1. Let us assume that f ∈ C1/2(S). Then, for every β < βc,
the distribution of Mn under Qn,x satisfies a law of large numbers:

1

n
Mn ⇒ δ0 , as n → ∞

and a central limit theorem:

1√
n

Mn ⇒ N (0, σ2) , as n → ∞

with σ2 = a/(1 − βJa).

Proof:
The law of large numbers is an application of Theorem 3.2 and the central
limit theorem is an application of Theorem 3.3. We verify that the assump-
tions of these theorems are satisfied. From Proposition 4.1, the hypothesis
∫

E f dµ = 1
2 and β < βc implies that the function Gβ has a unique minimum

at point m = 0 of type 2k = 2 and strength λ = G
(2)
β (0) = βJ(1−βJa) > 0.

Since the function y 7→ ∂
∂sL(f(y), 0) is equal to βJ(2f − 1), the hypothesis

f ∈ C1/2(S) implies that y 7→ ∂
∂sL(f(y), 0) belongs to C1/2(S). Moreover,

the function y 7→ ∂2

∂s2 L(f(y), 0) is equal to (βJ)2 (4f(1 − f)) which belongs
to C1(S) since f is continuous.

4.2 General study for a specific class of systems

We consider here a class of systems for which we can study the minima of
the function Gβ for every β > 0. We suppose that the system satisfies the
following hypothesis

(H) The function Λ is even and its derivative is concave on (0,+∞).

Before introducing our main results, we exhibit some cases where the hy-
pothesis (H) is satisfied. Note that (H) is an assumption on the function

Λ : u 7→
∫

E
log
(

f(x)eu + (1 − f(x))e−u
)

dµ(x)

that does not really depend on the dynamical system S = (E,A, µ, T ) but
only on the image distribution of µ under the application f , that we denote
by µf that is the measure on [0, 1] such that for every Borel set A,

µf (A) = µ(f−1(A)).

19



Proposition 4.2. The hypothesis (H) is satisfied in the following cases:

1. the measure µf is equal to 1[0,1](x) dx.

2. the measure µf is equal to 1
2 (δλ + δ1−λ), with 1

2 −
√

3
6 ≤ λ ≤ 1

2 , (and if

0 ≤ λ < 1
2 −

√
3

6 , the hypothesis (H) is not satisfied.)

3. the measure µf has its support included into [12 −
√

3
6 , 1

2 +
√

3
6 ] and

satisfies the symmetry condition: µf = µ1−f .

Proof:
1.: In this case, the function Λ is equal to

Λ(u) =

∫ 1

0
log
(

xeu + (1 − x)e−u
)

dx =

{ u
tanh(u) − 1 if u 6= 0

0 if u = 0.

It is an even function. In order to prove the concavity of Λ′, we compute
the third derivative Λ(3) for u ∈ (0,+∞) :

Λ(3)(u) =
2(1 − tanh(u)2)

tanh(u)4
(3 tanh(u) − 3u + u tanh(u)2)

which is negative on (0,+∞), so Λ satisfies the hypothesis (H).
2.: When µf = 1

2(δλ + δ1−λ), the function Λ is equal to

Λ(u) =
1

2

[

log(λ eu + (1 − λ) e−u) + log((1 − λ) eu + λ e−u)
]

= log(cosh(u)) +
1

2
log
(

1 − (2λ − 1)2 tanh(u)2
)

,

which is an even function and its third derivative is given for u ∈ (0,+∞)
by

Λ(3)(u) =
2t(1 − t2)(1 − g2)

(1 − g2t2)3
[

g2(g2 − 3)t2 + (3g2 − 1)
]

with t = tanh(u) ∈ (0, 1) and g = 2λ − 1 ∈ (−1, 1). The fraction is

nonnegative and for every λ ∈ [12 −
√

3
6 , 1

2 ], the bracket is nonpositive since

g2(g2 − 3)t2 + (3g2 − 1) ≤ (3g2 − 1) ≤ 0. Thus, Λ(3) is negative on (0,+∞)
and assumption (H) is satisfied.

20



3.: The condition that f and 1 − f have the same distribution under µ
implies that the function Λ is even : for every u ∈ R,

Λ(u) =

∫

E
log
(

f(x)eu + (1 − f(x))e−u
)

dµ(x)

=

∫

E
log
(

(1 − f(x))eu + (1 − (1 − f(x)))e−u
)

dµ(x)

= Λ(−u).

Writing Λ(u) = Λ(u)+Λ(−u)
2 yields the following expression :

Λ(u) = log(cosh(u)) +
1

2

∫

E
log
(

1 − (2f(x) − 1)2 tanh(u)2
)

dµ(x).

We compute the third derivative using this last formula. This yields

Λ(3)(u) = 2t(1−t2)

∫

E

1 − g(x)2

(1 − g(x)2t2)3
[

g(x)2(g(x)2 − 3)t2 + (3g(x)2 − 1)
]

dµ(x)

with t = tanh(u) ∈ (−1, 1) and g = 2f − 1. When the measure µf has its

support included into [12 −
√

3
6 , 1

2 +
√

3
6 ], then (3g2−1) is µ-almost everywhere

nonpositive and hence Λ(3)(u) and −u are of the same sign, so assumption
(H) is satisfied.

We are now ready to give a complete description of the minima of the
function Gβ in function of the inverse temperature β and to show a phase
transition at the critical inverse temperature β = βc.

Theorem 4.2. Let us assume that hypothesis (H) is satisfied. Then, the
following results hold:

1. the critical inverse temperature βc is equal to 1/(Ja).

2. for β < βc, Gβ admits 0 as unique minimum of type 2 and strength
βJ(1 − βJa).

3. for β = βc, Gβ admits 0 as unique minimum of type ≥ 4.

4. for β > βc, Gβ admits two global minima at points ±m (with m > 0),
of same type equal to 2 and same strength. The point m called spon-
taneous magnetization is the unique positive solution of the equation

m =

∫

E

tanh(βJm) + (2f − 1)

1 + (2f − 1) tanh(βJm)
dµ.
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Proof:
1.: We prove that for every u ∈ R,

Λ(u) ≤ a

2
u2. (10)

This implies that
1

2βcJ
= sup

u∈R⋆

Λ(u)

u2
≤ a

2

and hence that βc ≥ 1
Ja . From Proposition 4.1, the equality is proved.

We now prove inequality (10) using hypothesis (H). Since Λ′ is concave on
(0,+∞), its derivative Λ(2) is a nonincreasing function. Hence, for every
u > 0, Λ(2)(u) ≤ Λ(2)(0) = a. The function Λ′ vanishes at point 0 and has
a derivative bounded above by a: this implies that Λ′(u) ≤ au. Integrating
one more time yields Λ(u) ≤ a

2u2 for every u > 0. Since the function Λ is
even, the same inequality holds for u < 0 and this proves inequality (10).
2.: This result is contained in Proposition 4.1.
3.: From assumption (H) the function G′

β(s) equal to βJ(s − Λ′(βJs)) is

odd and convex on (0,+∞). For β = βc, G
′

β(0) = G
(2)
β (0) = 0, so from con-

vexity, G
′

β is nonnegative on (0,+∞). The point 0 is the only point where

G
′

β vanishes. Otherwise, if there exists some u > 0 such that G
′

β(u) = 0, the
convex function would be identically zero on [0, u] , and being real analytic,
it would be identically zero on R, which is not the case. Thus zero is the only
point where G

′

β vanishes, and the function Gβ has a unique global minimum
at point 0.
4.: For β > βc, under assumption (H), the function G

′

β is odd and con-

vex on (0,+∞), moreover, G
′

β(0) = 0, G
(2)
β (0) = βJ(1 − βJa) < 0 and

lims→+∞ G
′

β(s) = +∞. Hence, there exists an unique real m ∈ (0,+∞)

such that G
′

β(m) = 0, thus the function G
′

β vanishes only at points −m, 0
and m. The function Gβ reaches its global minimum at points −m and m,
and has a local maximum at 0. Since Λ is even, the minima m and −m have
same type and same strength.
We now prove that the type of m is equal to 2: by the mean value theorem
there exists m0 ∈ (0, βJm) such that

Λ(2)(m0) =
Λ

′

(βJm)

βJm
=

1

βJ
.

The real analytic function Λ(2) is not constant on [0,+∞[ (since Λ(2)(0) =
a > 0 and lims→+∞ Λ(2)(s) = 0). Then, since Λ(3) is nonpositive on (0,+∞),
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the function Λ(2) is strictly decreasing on (0,+∞). It follows that Λ(2)(m0) >
Λ(2)(βJm) and that

G
(2)
β (βJm) = (βJ)2

(

1

βJ
− Λ(2)(βJm)

)

= (βJ)2
(

λ(2)(m0) − Λ(2)(βJm)
)

> 0.

This completes the proof of the theorem.

As a consequence, the asymptotic behaviour of Mn under Qn,x for β ≥ βc

is deduced for the systems satisfying assumption (H). Recall that Theorem
4.1 treats the case β < βc for general systems.

Theorem 4.3. Assume that assumption (H) is satisfied.

1. When β = βc, denote by 2k ≥ 4 and λ the type and the strength of
m = 0 the minimum of Gβ. Assume that for every j ∈ {1, . . . , 2k},
the function f j belongs to Cj/2k(S). Then,

Mn

n
⇒ δ0

and
Mn

n1−1/2k
⇒ Z

where Z is the probability measure with density function

C exp
(

−λs2k/(2k)!
)

,

C being the normalizing constant.

2. When β > βc, assume that the functions ∂
∂sL(f(.),±βJm) belong to

the set C1/2(S).
Then, for every bounded continuous function h, the expectation of
h(Mn/n) under Qn,x is equivalent, as n goes to infinity, to

bm,n h(m) + b−m,n h(−m)

bm,n + b−m,n

where

bm,n =
n
∏

j=1

(

f(T jx) eβJm + (1 − f(T jx)) e−βJm
)

.
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Remark: A straightforward computation gives

G
(4)
β (0) = 2(βJ)4(3I4 − 4I2 + 1)

where I2 =
∫

E(2f − 1)2 dµ and I4 =
∫

E(2f − 1)4 dµ. So, when β = βc, the
type of 0 is equal to 4 if and only if 3I4 − 4I2 + 1 > 0. It is always verified

when the support of f is strictly included into [12 −
√

3
6 , 1

2 +
√

3
6 ].

5 A particular case: the rotation on the torus

In this section we treat the particular case of the irrational rotation on the
torus which corresponds to a quasiperiodic random field already mentioned
in [19]. It is one of the dynamical systems S in ergodic theory for which we
are able to provide a large subclass of Cα(S). In the first section we first give
a precise description of this subclass in terms of the diophantine properties
of the irrational angle. In the second one we apply results of Section 4 to this
particular dynamical system when the function f is the identity function.

5.1 Some Results on Diophantine Approximations

Let us consider the dynamical system (Tr,B(Tr), λ, Tα) where λ is the
Lebesgue measure on the torus Tr and Tα is the irrational rotation over
Tr defined by x→x + α mod 1. It is well known that under these condi-
tions this dynamical system is ergodic and for every f ∈ L1(λ), for almost
every x ∈ Tr,

Mn =
1

n

n
∑

l=1

f(T l
αx) −

∫

Tr

f(t)dt →
n→∞

0

When f is with bounded variation, this result holds for every x ∈ Tr and it
is possible to determine the speed of convergence of the sequence Mn to 0
in terms of arithmetic properties of the irrational vector α. When r = 1, for
all irrational badly approximated by rationals, Denjoy-Koksma’s inequality
gives us a majorization of Mn uniformly in x for n large enough. But when
r ≥ 2, Denjoy-Koksma’s inequality does not hold (see Yoccoz [24]) and the
method of low discrepancy sequences has to be used.
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5.1.1 Case of one-dimensional torus

Let α be an irrational. We call a rational p
q with p, q relatively prime such

that |α− p
q | < 1

q2 , a rational approximation of α. When α has the continued

fraction expansion α = [α] + [a1, . . . , an, . . .], the n-th principal convergent
of α is pn

qn
where, ∀n ≥ 2,

pn = anpn−1 + pn−2

qn = anqn−1 + qn−2;

the recurrence is given by defining the values of p0, p1 and q0, q1.

Denjoy-Koksma’s inequality Let f : R → [0, 1] be a function with
bounded variation V (f) and p

q a rational approximation of α. Then, for

every x ∈ T1,

|
q
∑

l=1

f(T l
αx) − q

∫

T1

f(t)dt| ≤ V (f).

Proposition 5.1. Let f be a function with bounded variation V (f). For
every irrational α such that the inequality am < m1+ǫ, where ǫ > 0, is
satisfied eventually for all m,

sup
x∈T1

∣

∣

∣

n
∑

l=1

(

f(T l
αx) −

∫

T1

f(t)dt
)

∣

∣

∣ = O(log2+ǫ n).

Proof:
The sequence of integers (qi)i≥1 being strictly increasing, for a given n ≥ 1,
there exists mn ≥ 0 such that

qmn ≤ n < qmn+1.

By Euclidean division, we have n = bmnqmn +nmn−1 with 0 ≤ nmn−1 < qmn .
We can use the usual relations

q0 = 1, q1 = a1

qn = anqn−1 + qn−2, n ≥ 2. (11)
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We obtain that (amn+1 + 1)qmn > qmn+1 > n and so bmn ≤ amn+1. If mn >
0, we may write nmn−1 = bmn−1qmn−1 + nmn−2 with 0 ≤ nmn−2 < qmn−1.
Again, we find bmn−1 ≤ amn . Continuing in this manner, we arrive at a
representation for n of the form

n =

mn
∑

i=0

biqi

with 0 ≤ bi ≤ ai+1 for 0 ≤ i ≤ mn and bmn ≥ 1. Using Denjoy-Koksma’s
inequality, we get

|
n
∑

l=1

f(T l
αx) − n

∫

T1

f(x)dx| ≤ V (f)

mn
∑

i=0

bi

≤ V (f)

mn
∑

i=0

ai+1.

By hypothesis, there exists m0 ≥ 1 such that,

am < m1+ǫ,∀m ≥ m0.

Let n be such that mn > m0. Thus,

|
n
∑

l=1

f(T l
αx) − n

∫

T1

f(t)dt| ≤ V (f)(

m0−1
∑

i=0

ai+1 + (mn + 1)2+ǫ).

We need to know the asymptotic behavior of mn. When α is the golden ratio,
an = 1, ∀n ≥ 1 and the relation (11) implies that qn ∼ 1√

5
αn+1. Let α′ be

another irrational; its partial quotients a′n satisfy necessarily a′n ≥ 1. Using
the relation (11), we see that q′n ≥ qn,∀n ≥ 1. Therefore, mn = O(log n)
and the proposition is proved.

5.1.2 Generalization to r−dimensional torus

We recall some definitions and well known results from the method of low
discrepancy sequences in dimension r ≥ 1.

Suppose we are given a function f(x) = f(x(1), . . . , x(r)) with r ≥ 1. By

a partition P of [0, 1]r, we mean a set of r finite sequences η
(j)
0 , η

(j)
1 , . . . ,

η
(j)
mj (j = 1, . . . , r), with 0 = η

(j)
0 ≤ η

(j)
1 ≤ . . . ≤ η

(j)
mj = 1 for j = 1, . . . , r. In
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connection with such a partition, we define, for j = 1, . . . , r an operator ∆j

by

∆jf(x(1), . . . , x(j−1), η
(j)
i , x(j+1), . . . , x(r)) = f(x(1), . . . , x(j−1), η

(j)
i+1,

x(j+1), . . . , x(r)) − f(x(1), . . . , x(j−1), η
(j)
i , x(j+1), . . . , x(r)),

for 0 ≤ i < mj .

Definition 5.1. 1. For a function f on [0, 1]r, we set

V (r)(f) = sup
P

m1−1
∑

i1=0

. . .

mr−1
∑

ir=0

|∆1,...,rf(η
(1)
i1

, . . . , η
(r)
ir

)|,

where the supremum is extended over all partitions P of [0, 1]r. If
V (r)(f) is finite, then f is said to be of bounded variation on [0, 1]r in
the sense of Vitali.

2. For 1 ≤ p ≤ r and 1 ≤ i1 < i2 < . . . < ip ≤ r, we denote by
V (p)(f ; i1, . . . , ip) the p-dimensional variation in the sense of Vitali of
the restriction of f to

Er
i1...ip

= {(t1, . . . , tr) ∈ [0, 1]r ; tj = 1 whenever j is none of the
ir, 1 ≤ r ≤ p}.

If all the variations V (p)(f ; i1, . . . , ip) are finite, the function f is said
to be of bounded variation on [0, 1]r in the sense of Hardy and Krause.

Let x1, . . . , xn be a finite sequence of points in [0, 1]r with xl = (xl1 , . . . , xlr)
for 1 ≤ l ≤ n. We introduce the function

Rn(t1, . . . , tr) =
A(t1, . . . , tr;n)

n
− t1 . . . tr

for (t1, . . . , tr) ∈ [0, 1]r, where A(t1, . . . , tr;n) denotes the number of ele-
ments xl, 1 ≤ l ≤ n, for which xli < ti for 1 ≤ i ≤ r.

Definition 5.2. The discrepancy D∗
n of the sequence x1, . . . , xn in [0, 1]r is

defined to be
D∗

n = sup
(t1,...,tr)∈[0,1]r

|Rn(t1, . . . , tr)|.
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For a real number t, let ‖t‖ denote its distance to the nearest integer,
namely,

‖t‖ = inf
n∈Z

| t − n |
= inf({t}, 1 − {t})

where {t} is the fractional part of t.

Definition 5.3. For a real number η, a r-tuple α = (α1, . . . , αr) of irra-
tionals is said to be of type η if η is the infimum of all numbers σ for which
there exists a positive constant c = c(σ;α1, . . . , αr) such that

rσ(h)‖ < h,α > ‖ ≥ c

holds for all h 6= 0 in Zr, where r(h) =
∏r

i=1 max(1, |hi|) and < ·, · >
denotes the standard inner product in Rr.

The type η of α is also equal to

sup{γ : inf
h∈(Zr)∗

rγ(h)‖ < h,α > ‖ = 0}.

We always have η ≥ 1 (see [22]). Now we give a result (see [20]) which
yields the asymptotic behavior of the discrepancy of the sequence w = (x1 +
lα1, . . . , xr + lαr), l = 1, 2, . . . as a function of the mutual irrationality of the
components of α.

Proposition 5.2. Let α = (α1, . . . , αr) be an irrational vector. Suppose
there exists η ≥ 1 and c > 0 such that

rη(h)‖ < h,α > ‖ ≥ c

for all h 6= 0 in Zr. Then, for every x ∈ [0, 1]r, the discrepancy of the se-
quence w = (x1+lα1, . . . , xr+lαr), l = 1, 2, . . . satisfies D∗

n(w) = O(n−1 logr+1 n)

for η = 1 and D∗
n(w) = O(n

− 1
((η−1)r+1) log n) for η > 1.

The proof is based on the Erdös-Turán-Koksma’s theorem: For h ∈ Zr,
define p(h) = max1≤j≤r |hj |. Let x1, . . . , xn be a finite sequence of points in
Rr. Then, for any positive integer m, we have

D∗
n ≤ Cr





1

m
+

∑

0≤p(h)≤m

1

r(h)

∣

∣

∣

∣

∣

1

n

n
∑

l=1

e2πi<h,xl>

∣

∣

∣

∣

∣




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where Cr only depends on the dimension r. This theorem combined with
the results of [20] (p.131) gives us the result.

Theorem 5.1 (Hlawka, Zaremba). Let f be of bounded variation on
[0, 1]r in the sense of Hardy and Krause, and let ω be a finite sequence of
points x1, . . . , xn in [0, 1]r. Then, we have

| 1
n

n
∑

l=1

f(xl) −
∫

Tr

f(t)dt| ≤
r
∑

p=1

∑

1≤i1<i2<...<ip≤r

V (p)(f ; i1, . . . , ip)D
∗
n(ωi1...ip),

where D∗
n(ωi1...ip) is the discrepancy in Er

i1...ip of the sequence ωi1...ip obtained
by projecting ω onto Er

i1...ip.

Proposition 5.3. Let f be a function with bounded variation in the sense
of Hardy and Krause, and α an irrational vector of type η, then

sup
x∈Tr

∣

∣

∣

n
∑

l=1

(

f(T l
αx) −

∫

Tr

f(t)dt
)

∣

∣

∣ =

{

O(logr+1 n) if η = 1

O(n
1− 1

((η−1)r+1) log n) if η > 1.

Proof:
Let η′ be such that η ≤ η′ < 1 + 1

r . There exists c > 0 such that

rη′

(h)‖ < h,α > ‖ ≥ c

holds for all h 6= 0 in Zr. Suppose we are given a p-tuple αp = (αi1 , . . . , αip), 1 ≤
p ≤ r, of α, then

rη′

(h)‖ < h,αp > ‖ ≥ c

holds for all h 6= 0 in Zp, 1 ≤ p ≤ r. Thus, every p-tuple, 1 ≤ p ≤ r, is of
type δ such that 1 ≤ δ ≤ η and (αi1 , . . . , αip) is an irrational vector. For
every p, 1 ≤ p ≤ r, we define wi1...ip by the projection of w on Er

i1...ip . From
the previous proposition, we have for every p, 1 ≤ p ≤ r,

{

nD∗
n(wi1...ip) = O(logp+1 n) if δ = 1

nD∗
n(wi1...ip) = O(n

1− 1
((δ−1)p+1) log n) if 1 < δ ≤ η.

Now, ∀p = 1, . . . , r,

0 ≤ 1 − 1

(δ − 1)p + 1
≤ 1 − 1

(η − 1)r + 1
≤ 1.

Therefore, using Hlawka-Zaremba’s theorem, we obtain Proposition 5.3.
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5.2 A particular example: f(x) = x

Consider the irrational rotation on the one-dimensional torus with angle of
type η and we choose f(x) = x. Clearly, the integral of f is equal to 1/2
and a = 2/3. We apply Theorems 4.2 and 4.3 for this particular example.

Theorem 5.2. The following results hold:

1. The critical inverse temperature βc is equal to 3/(2J).

2. When β < βc, if η < 2,

Mn

n
⇒ δ0 , as n → ∞

and
Mn√

n
⇒ N (0, σ2) , as n → ∞

with σ2 = 2/(3 − 2βJ) .

3. When β = βc, if η < 4/3,

Mn

n
⇒ δ0 , as n → ∞

and
Mn

n3/4
⇒ Z , as n → ∞

where Z is the probability measure with density function

√
3 Γ(3

4)√
2 π 4

√
5

exp
(

−9s4/80
)

.

Proof:
Assertion 1. comes from a direct application of Theorem 4.1. To prove 2.
remark that this particular example corresponds to 1. from Proposition 5.3,
so (H) is satisfied. Moreover, from the remark following Theorem 4.3, it is
easy to prove that the type of the unique minimum 0 is equal to 4. Finally,
by combining Theorem 4.3 and Proposition 5.3 we get the result.
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