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Bias effects on heat transfer measurements in microchannel flows
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This work is devoted to both experimental and numerical investigations of the hydrodynamics and associated heat transfer in two-
dimensional microchannels from 700 lm to 200 lm in height. The design of the test section enabled to vary the channel height and to set 
a quasi-constant heat flux at the microchannel surface. Laminar developing, transitional and turbulent regimes of water flows were
explored (200 < Re < 8000). A significant decrease in the Nusselt number was observed in the laminar regime when the channel spacing
was decreased while the Poiseuille number remained unchanged in regard to conventional channel flow. It is shown that a bias effect in
the solid/fluid interface temperature measurements is most likely responsible for this scale effect. The temperature error was estimated
and accounted for in the determination of the Nusselt number. The corrected values have been found to be consistent with the conven-
tional laws both in the laminar and in the beginning of the turbulent regime.
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1. Introduction

The development of microscale systems has grown rap-
idly during last decades, making possible many applica-
tions. In the field of heat transfer, use of microchannels
seems very promising for cooling electronic equipment.
Enhancement of heat transfer coefficient is obviously
expected with reduction of length scales, and this has been
observed many times starting with the experiments of
Tuckerman and Pease [1]. These practical advantages of
microchannel heat sinks have stimulated a strong current
of research from experimental, theoretical and also numer-
ical points of view in the last 10 years. A comprehensive
survey may be found in [2].

Until a recent period, experimental studies on micro-
channel hydrodynamics reported in the literature presented

a strong dispersion of results [3,4] and sometimes disagreed
with the conventional theories of transport phenomena
which are well verified in macroscale flows. However, recent
works have confirmed the classical laws of hydrodynamics
for flows in microtubes with inner diameter higher [5,6] or
smaller than 50 lm [7–9]. These recent papers seem to dem-
onstrate that there is no special size effect on hydrodynamics
for water flows in microchannels with characteristic dimen-
sions down to the order of a few microns.

The situation is rather similar although more compli-
cated for heat transfer in microchannels [10–16]. In 2001,
Sobhan and Garimella [2] pointed out the dispersion of
results published since 1984. They also listed many possible
sources of error in interpreting experimental data (entrance
effects, roughness effects, non-uniformity of channel dimen-
sions, thermal and flow boundary conditions, uncertainties
and errors in instrumentation). If we consider the laminar
regime of liquid flows, several experimental studies found
discrepancies between heat transfer in microchannels and
that in channels of conventional size. Two different trends
may be distinguished in these results:
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(1) variation of the Nusselt number with the Reynolds
number; and

(2) reduction in the Nusselt number with the micro-
channel size.

These two features may be observed in the results of
Peng et al. [10], Celata et al. [12], Wu and Ping Cheng
[14] and Reynaud et al. [15]. On the contrary, Qu et al.
[11] and Gao et al. [13] found Re-independent but very
low values of the Nusselt number (�1–2 in [11]). Tso and
Mahulikar [16] observed that Nu decreased with increasing
Re and argued that the very low values found for Nu

resulted from dissipation effects. It must be underlined that
experiments in microchannels are extremely difficult due to
the small size of the test sections so that it is complicated to
directly deduce the local Nusselt number from the mea-
sured quantities. As a result, several studies have relied
on numerical modeling of the fluid flow and heat transfer
to interpret experimental data. Some works [17–22] com-
pared the results of numerical analysis to data published
in the literature whereas other ones are experimental and
numerical studies performed in the same group [11,23–
26]. Research works have emphasized that among the pos-
sible sources of deviation from the conventional laws,

effects of axial heat conduction in the walls and entrance
effects in the microchannel test section have contributed
to some of the observed deviations [22,27]. Recently, fol-
lowing Peterson [28], Maranzana et al. [29] underlined
the growing importance of conduction effects with reduc-
tion in the microchannel size and Kroeker et al. [30] illus-
trated its consequences on the functioning of a heat sink
with circular microchannels.

Previous experimental and numerical investigations con-
ducted in our group [13,31] have revealed a significant reduc-
tion in the Nusselt number for microchannel spacing less
than 500 lm which could not be attributed to the coupling
of axial heat conduction in the walls with convection in the
microchannel. This led us to perform further experiments
in a test section similar to that of Gao et al. [13]. The exper-
imental set-up is presented in the subsequent section. As out-
lined above, several assumptions are necessary to infer the
heat exchange coefficient from the measured quantities. In
particular, the heat flux distribution at the channel surface
is needed. This point is addressed in Section 3 which presents
a two-dimensional numerical simulation of the flow and heat
transfer in a model similar to the actual test section. The
experimental evolution of the Nusselt number in the micro-
channel is then presented and interpreted in Section 4.

Nomenclature

Cp specific heat at constant pressure, J kg�1 K�1

Dh hydraulic diameter, m
e microchannel spacing, m
es length scale for longitudinal conduction, m
f Fanning friction factor
h convection heat transfer coefficient, W m�2 K�1

DH head loss, m
g acceleration due to gravity, m s�2

L channel length, m
L+ non-dimensional channel length
M conduction parameter
Nu Nusselt number
p pressure, N m�2

Dp pressure drop between channel inlet/outlet,
N m�2

Po Poiseuille number
Pr Prandtl number
R radius of quarter cylinder at channel entrance,

m
Qm mass flow-rate, kg s�1

Re Reynolds number = qVb2e/l
T temperature, K
DT measurement error on temperature, K
~V velocity vector, m s�1

Vb bulk velocity, m s�1

x abscissa along the channel, m
y coordinate in the direction perpendicular to the

channel walls, m

x* entrance region parameter (Eq. (3))
w channel width, m

Greek symbols

k thermal conductivity, W m�1 K�1

q density, kg m�3

l dynamic viscosity, kg m�1 s�1

u heat flux, W m�2

U total heat flux, W
s averaged wall shear stress, N m�2

Subscripts and abbreviations

c critical
elec electric
exp experimental
f fluid
film average between interface and bulk tempera-

tures
in inlet
lam laminar
num numerical
out outlet
s solid
theo theoretical
w wall
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2. Experimental set-up

In the experimental set-up, the active channel walls were
two hand-polished plane brass blocks, separated by a stain-
less steel plate (of thickness e) with a hollowed out central
part of width w = 25 mm (see Fig. 1). The blocks and a plate
were assembled using bolts tightened at constant torque.
This arrangement formed large-span channels 82 mm in
length (parameter L) with walls in brass and an adiabatic
5 mm extra length in epoxy resin. The spacing e of the
microchannel test section was determined by the plate
thickness, which could be varied in the range [200 lm;
700 lm] by steps of 100 lm. Two sumps were machined in
the blocks at channel inlet/outlet where pressure and tem-
perature conditions were measured (pin, pout, Tin, Tout).
The tested fluid was demineralized water with an electrical
conductivity of 300 lS cm�1. Details on the fluid loop, the
characteristics of the sensors and the data acquisition sys-
tem can be found in the paper of Gao et al. [13] and in
[32]. Heating was provided by eight electric cartridges,
which were inserted inside the blocks (see Fig. 1). The set-
up was completely surrounded by epoxy resin insulation
to prevent heat losses to the environment. Transversal slits
were machined through the blocks and filled with molded
epoxy resin in order to limit axial heat conduction during
the experiments. The slits defined four compartments by
block, each of them containing an electric cartridge and a
thermocouple. This arrangement was aimed at adjusting a
nearly uniform heat flux at the solid/fluid interface along
the channel, thereby facilitating the interpretation of the
experimental data. The heating length of the cartridges
was chosen close to the channels width, hence allowing to

neglect the transversal variations of temperature and heat
flux in both the solid and fluid regions. Four thermocouples
of type T (T1, T2, T3 and T4), 500 lm in diameter, were
placed along the microchannel in the plane of symmetry
of the test section (Fig. 1) for determining the temperature
at the solid/fluid interface. T1 was located 5.5 mm down-
stream from the channel entrance and the others were
placed every 20.5 mm apart. The thermocouples were
inserted in blind holes 4 mm in diameter, which ended
500 lm away from the microchannel wall. Heat transfer
grease was applied to all contact surfaces in order to reduce
the thermal contact resistance and to improve temperature
uniformity over the whole surface.

The data were interpreted by using the Reynolds num-
ber Re and the Nusselt number Nu, both based on the
hydraulic diameter Dh. The water properties, such as den-
sity (q), dynamic viscosity (l), specific heat at constant
pressure (Cp) and Pr number were determined at the aver-
age inlet/outlet temperature. The thermal conductivity kf
used in Nu definition was determined at the local film tem-
perature T film ¼ TwþT f

2
(average of wall and fluid bulk

temperatures).

3. Numerical model

3.1. Computation domain, physical equations and boundary

conditions

The geometry of the numerical model followed the
details of the actual experimental set-up. Taking advantage
of the large microchannel width to height ratio, we used a
simplified two-dimensional model corresponding to the
symmetry plane of the test section (Fig. 1). Calculations
were performed for a channel height of e = 500 lm with
fluid properties close to those of water. The model used
the conventional mass, momentum and energy equations
[33] along with the simplifying assumptions of laminar,
steady and incompressible flow and negligible viscous dissi-
pation effects. The resulting system of equations was the
same as in [31].

The flow and energy equations were solved assuming
respectively a uniform velocity and temperature profile at
the upstream of the inlet sump and a fully developed con-
dition at the channel exit plane. A constant energy source
was set inside the cartridges reproducing the experimental
total heat flux U = 180 W. The model accounted for free
convection heat transfer with surrounding air at the outside
walls of the test section. The assumed values of the heat
transfer coefficient and ambient temperature were equal
to 10 W m�2 K�1 and 300 K, respectively.

3.2. Calculation and meshing

Numerical computations were carried out by using the
commercial code Fluent 5.4. Details on the calculation pro-
cedure may be found in previous works performed in our
group for a similar geometry [31,34]. Meshing of the model

Fig. 1. Sketch of the test section. Top: longitudinal view (plane of

symmetry); bottom: cross-sectional view.
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was locally refined near the walls where normal gradients
are important and in the channel entrance region because
of the rapidly developing flow. The grid-convergence tests
led us to use 1000 and 60 nodes in the channel length
and height respectively. This arrangement resulted in a
total of 2 · 105 cells for the complete computational
domain. For Re = 1491, the level of normalized residuals
for both velocity components reached 3 · 10�7 after 500
iterations and that corresponding to mass imbalance
reached 2 · 10�4 after 100 iterations. The numerical solu-
tion obtained was found to be grid-independent.

3.3. Numerical results and discussion

It has already been outlined that conduction effects in
the solid may influence the microchannel heat transfer.
These effects may be quantified by the dimensionless
parameter:

M ¼ ks
es
L

qfCpfeV b

ð1Þ

first proposed by Peterson [28] and used by Maranzana
et al. [29] in a quasi-analytical computation of conjugated
heat transfer in microchannels. M is the ratio of total heat
flux longitudinally conducted in the walls to that convected
by the stream. The transverse lengthscale for the conduc-
tive heat flux was chosen as the distance es = 5 mm from
the bottom of the insulating transversal slits to the channel
wall. Both the numerical simulations and the present exper-
iments were conducted with moderate values of the
Reynolds number Re leading to relatively low values of
M. For the conditions of this study, M remained lower
than 0.05. Thus, the coupling between convection in the
microchannel and conduction in the walls was expected
to be weak. This estimation is well confirmed by the numer-
ical results. Fig. 2 presents the numerical wall heat flux
unum along the channel, normalized by the value uexp cor-
responding to uniform distribution over the heating surface

(2Lw), which was assumed during experiments. Compari-
son of the Re = 431 and 1994 cases suggests that this distri-
bution is nearly insensitive to flow conditions. Fig. 2 shows
that the heat flux distribution is sinusoidal-like due to the
alternate arrangement of the electric heating cartridges
and the insulation slits along the channel. However, the
amplitude of the heat flux variations remains small over
most of the channel length. The actual heat flux, as given
by the numerical computations, may be replaced with a
reasonable accuracy by the averaged value uexp at the loca-
tion of thermocouples T2, T3 and T4. This approximation
was therefore used in the interpretation of experimental
data. For T1, this method yields an overestimation of
about 10–15%, which may be explained by the complex
heat transfer phenomena in the convergent channel. It is
worth noticing that the numerical results showed a close
agreement between the electric power dissipated in the car-
tridges and the total rate of enthalpy convected by the
stream across the channel. The numerical heat losses were
limited to a few percent only. It is thought, however, that
the model may have slightly underestimated these losses
since it considered a simplified two-dimensional geometry.

The numerical Nusselt number distribution may be
compared to the reference case of laminar simultaneously
thermally and hydraulically developing flow along a two-
dimensional channel with symmetrical uniform heat flux
surfaces. The calculations of this reference case [31] were
found in excellent agreement with the results of Hwang
and Fan [35] obtained for Pr = 0.7 and 10, reported by
Shah and London [36] and fitted by Bejan and Sciubba
[37] using empirical formulas of the Churchill–Usagi [38]
type. Further calculations were performed for Pr = 6,
corresponding to the fluid (water) used during experiments.
These results may be represented by the following
correlation

Nu ¼ u � Dh

ðT w � T fÞkf
¼ ½ð0:41ðx�Þ�1

2Þ2 þ 8:2352�12 ð2Þ

Fig. 2. Distribution of the normalized computed heat flux at the solid/fluid interface for Re = 1994 and 431.
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where the dimensionless abscissa is

x� ¼ x

DhRe

1

Pr
ð3Þ

The parameter x* represents the ratio of the abscissa x

to the thermal developing length of a laminar flow in a
channel. Eq. (2) assumes uniform inlet velocity and tem-
perature profiles, i.e., it takes into consideration the so-
called entrance effect. The Nusselt number was calculated
along the channel for six different values of Re ranging
between 258 and 1994. The results are presented on
Fig. 3 and compared to the uniform inlet law (Eq. (2)).
Each of the four groups of data displayed on Fig. 3 cor-
responds to one of the thermocouple position and varying
Reynolds number. Fig. 3 shows a good agreement of the
numerical results obtained for the locations of T1–T4
with Eq. (2). Since the velocity and thermal boundary lay-
ers are expected to have a finite thickness at channel inlet,
it is at first sight surprising that the values obtained for T1

were not lower than the predictions of Eq. (2). This may
be due to overestimation of the actual heat flux by the
averaged value uexp (Fig. 2) and consequently of the
Nusselt number.

From this numerical study, which relied on the conven-
tional theory of transport phenomena, it can be con-
cluded that (i) the coupling between convection in the
microchannel and longitudinal conduction in the walls is
weak in the conditions of this study, (ii) the hypothesis
of a uniformly distributed heat flux over the surface of
the microchannel is reasonable to estimate the heat trans-
fer coefficient at the solid/fluid interface and (iii) Eq. (2)
can be used as a reference curve for the present experi-
mental data to question the conventional laminar theory
of transport phenomena.

4. Experimental results

4.1. Heat transfer budget

The knowledge of the experimental heat flux at the fluid/
solid interface, namely uexp, is crucial to the determination
of the local Nusselt number. uexp can be estimated from the
total enthalpy rise experienced by the stream between inlet
and outlet. The global heat balance for a control volume
including the whole test section reads

Uelec ¼ QmCpfðT out � T inÞ � QmgDH þ thermal losses ð4Þ

where Qm, g and DH, respectively, stand for the mass flow-
rate, gravitational acceleration and the head loss in the
flow. In Eq. (4), QmgDH represents the flow enthalpy rise
due to viscous dissipation. This contribution was evaluated
using the inlet/outlet pressure losses measurements. The
experiments were conducted with a constant total heat flux
Uelec = 180 W and a varying flow-rate. During the experi-
ments, the maximum of QmgDH (20 W) was reached for
Re = 8000 and e = 400 lm. If we restrict the discussion
to the laminar regime which roughly corresponds to
Re < 3000, this limit falls to 4 W reached in the
e = 300 lm channel. In the laminar regime, viscous dissipa-
tion can therefore be neglected and the averaged wall heat
flux can be inferred from the measured quantities accord-
ing to

uexp �
QmCpfðT out � T inÞ

2Lw
ð5Þ

The thermal losses were evaluated in each experiment by
subtracting the enthalpy rise to the electric power dissi-
pated in the blocks. The thermal losses are due to the
difference between internal and ambient temperatures,
which may be quantified by T4 � Tin. Indeed, the inlet

Fig. 3. Variation of the numerical Nusselt number along the channel for 258 < Re < 1994 and comparison with the uniform inlet law (Eq. (2)).
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temperature Tin was maintained close to the room temper-
ature contrary to T4 which depended on the flow-rate and
heating conditions and is representative of the blocks inter-
nal temperature field. The enthalpy rise normalized by Uelec

is displayed on Fig. 4 as a function of T4 � Tin. It should be
noted that this graph was obtained for a single heating
power Uelec = 180 W and several channel spacings. Fig. 4
shows that the thermal losses increase when the flow-rate
is decreased giving rise to an increase in the internal tem-
peratures and thus in T4. Nevertheless, for most cases, ther-
mal losses were lower than 10% so that the heat balance
may be considered satisfying. Analysis of the measured
data showed that the scatter in Fig. 4 is due to a strong var-
iability in the measurements of Tout. The nature of the flow
in the exit sump, which is a very thin jet at moderate
Reynolds number with a poor quality of mixing, is proba-
bly at the origin of this dispersion of results. In order to
improve the determination of the heat flux, the enthalpy
rise was deduced from the measured heating power by
using the linear fit of the data presented on Fig. 4. The
averaged heat flux uexp was then given by Eq. (5).

4.2. Data reduction and error analysis

As already explained, the wall heat flux was considered
as uniformly distributed at the microchannel solid/fluid
interface and viscous dissipation effects were neglected.
Thus, the evolution of the fluid bulk temperature along
the channel is given by the linear equation

T fðxÞ ¼ T in þ
2uexpLw

CpfQm

x

L
ð6Þ

The heat transfer coefficient (h) and the local Nusselt num-
ber (Nu) are computed from the measurements using the
following relations

hðxÞ ¼
uexp

T wðxÞ � T fðxÞ
ð7Þ

NuðxÞ ¼ hðxÞDh

kf
ð8Þ

where Tw(x) is the solid/fluid interface temperature. For
the laminar regime, comparison can be made with Eq. (2)
which takes into account the entrance effect. For the
hydraulically smooth turbulent regime, the Nusselt number
can be compared with the Dittus and Boelter correlation

Nu ¼ 0:0243Re0:8Pr0:4 ð9Þ
A careful analysis of the experimental uncertainty is crit-

ical to the interpretation of data and to the issue of possible
deviation from the macroscale theory. In the following
expression, the uncertainties on the measured quantities
are arranged in decreasing order of importance

dANu

Nu

�

�

�

�

�

�

�

�

¼ dðT w � T fÞ
T w � T f

�

�

�

�

�

�

�

�

þ
duexp

uexp

�

�

�

�

�

�

�

�

þ d Dh=kð Þ
Dh=k

�

�

�

�

�

�

�

�

ð10Þ

For obvious reasons, precise measurements of the interface
temperature Tw are extremely difficult in miniaturized set-
ups. Moreover, for given flow conditions and heating rate,
Tw � Tf is proportional to the channel spacing e in the
macroscale theory. This temperature difference may there-
fore become very small in microchannels. It should also be
noted that Tw � Tf is inversely proportional to the Nusselt
number so that large values of Nu due to entrance effects or
transition to turbulence lead to higher uncertainties than in
a laminar established flow. In the conditions of this study,
it can be considered that the uncertainties associated with
the determination of Tw � Tf, uexp and Dh/k are respec-
tively ±0.2 �C, ±5% and ±5%. Fig. 5 displays dNu/
Nu = f (Re) plots for different channel spacings e and var-
ious normalized abscissas x/e corresponding to the limits of
the explored ranges during the experiments. dNu/Nu was
estimated both for laminar developing flows (Eq. (2)) and
turbulent fully-developed regimes (Eq. (9)).

4.3. Bias effects on temperature measurements

4.3.1. Raw data

In a first step, the fluid/solid interface temperatures at
the abscissa of the thermocouples (T1w–T4w) were assumed
to be the raw values given by T1–T4 (see Fig. 1), alike in

Fig. 4. Heat transfer budget as a function of temperature difference T4 � Tin for Uelec = 180 W.
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the study of Gao et al. [13]. The data obtained in the pres-
ent work for e = 700 lm are presented as Nu = f(x*) graphs
corresponding to 300 < Re < 7500 (Fig. 6). The results are
in good general agreement with the laminar theoretical
solution which takes into account the entrance effects
(Eq. (2)). However, two kinds of deviations are observed
in Fig. 6. Firstly, the experimental points corresponding
to thermocouples T2, T3, T4 are significantly upper the
theoretical curve for the lowest values of x*. These condi-
tions correspond to the highest flow-rates used in the exper-
iments. It is worth noting that Nu increases sharply when
the Reynolds number exceeds a critical value (see also sub-
section 4.4.2). This strong enhancement of Nu was already
observed by Gao et al. [13] and interpreted by these
authors as the result of transition to turbulence. A second
type of departure from the theoretical curve occurs when x*

is increased for a given thermocouple, i.e., when the flow-
rate is decreased. The experimental values as given by
T1–T4 are then slightly lower than the theoretical ones.
A similar behavior is also observed for the lowest channel

spacings. This effect is obvious on Fig. 7 which presents the
evolution of Nu(x*) at the abscissa of T4, as a function of
the channel spacing e. At x* = 0.02 corresponding to lam-
inar fully-developed flow, the reduction in the experimental
Nusselt number compared to the uniform inlet conditions
law (Eq. (2)) is �12% (�25%) for the channel spacings
700 lm (200 lm). The corresponding values of dNu/Nu at
x* = 0.02 is ±12% (±16%) for e = 700 lm (200 lm). It fol-
lows that the observed diminution in Nu is significant in
regard to the experimental uncertainties and the same con-
clusions can be drawn at the abscissa of T2 and T3. This
scale effect on laminar heat transfer in microchannels con-
sisting in a reduction of Nu for decreasing channel spacing
was also observed by Gao et al. [13]. However, the reduc-
tion in Nu is less in the present study. Gamrat et al. [31]
as well as the numerical simulation presented in Section 2
indicate that this scale effect is not due to the coupling
between convection in the microchannel and longitudinal
conduction in the walls. Interpretation of the measure-
ments is discussed in the following paragraphs.

Fig. 5. Uncertainty dNu/Nu for developing laminar flows 100 < Re < 3000 and fully-developed turbulent flows 3000 < Re < 10000 (Uelec = 180 W).

Fig. 6. Variation of Nusselt number along the channel for e = 700 lm. The interface wall temperatures were given by T1–T4 without corrections.
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4.3.2. Calibration of temperature measurements

It is very difficult to perform precise measurements of
interface temperatures in miniaturized arrangements. In
the present study, it was chosen to determine the internal
temperature of the brass blocks at a short distance from
the microchannel surface. Thermocouples were therefore
introduced inside the solid body and placed perpendicular
to the isotherms. Their sensitive ungrounded junctions
were located about 500 lm away from the interface.

Using the values given by T1–T4 for estimating T1w to
T4w results in a global error (Michalski et al. [39]) originat-
ing from: (i) the deformation of the original temperature
field, (ii) the temperature drop across the brass and (iii)
the global thermal contact resistance between the thermo-
couple junction and the brass. Numerical calculations not
shown here have suggested that this latter contribution pre-
vails in the global measuring error. However, precise
numerical results could not be obtained and hence a direct
calibration of the measurement technique was performed in
a complementary experiment. This experiment was con-
ducted using three thermocouples inserted in a brass block
crossed over by a one-dimensional heat flux. Heat was pro-
duced by four heating cartridges and evacuated on the
opposite side of the block through a stirred pool filled with
melting ice. Two thermocouples (Thot, Tcold) were placed in
opposite directions perpendicular to the isotherms whereas
a third one was parallel to the isotherms as shown in Fig. 8.
The distance from Thot or Tcold to the horizontal plane con-
taining Tiso was set equal to the distance of T1, . . . ,T4 to
the microchannel solid/liquid interface. It should be
emphasized that the operating conditions were chosen as
close as possible to those encountered in the microchannel
heat transfer experiments. Moreover, it was verified numer-
ically that the heat flux was uniform near the center of the
brass block.

Thot � Tiso and Tiso � Tcold were measured for varying
heat flux ranging from 0 to 1.5 W cm�2. This upper limit
corresponds to the maximum refrigerating capacity of the

pool. Both temperature differences were found to be nearly
equal and to vary linearly with the applied heat flux. This
can be seen on Fig. 9 which presents the experimental data
and a linear fit for Thot � Tiso. It is enlightening to plot the
temperature difference between two points 0.5 mm apart in
the brass block (solid line on Fig. 9). This difference is
much smaller than Thot � Tiso and Tiso � Tcold which con-
firms the predominance of the thermal contact resistance in
the global measuring error. When extrapolated to the con-
ditions of the microchannel experiments where uexp reaches
4 Wcm�2 for Uelec = 180 W, the bias effect becomes signif-
icant in the microchannel experiments. A correction of the
values given by the thermocouples T1–T4 is therefore
required to determine more precisely the actual interface
temperature. According to the linear fit, this complemen-

Fig. 7. Nu(x*) for various channel spacings e. x* corresponds to the abscissa of T4 (Uelec = 180 W)—raw data.

Fig. 8. Sketch of the complementary experimental set-up for the charac-

terization of the temperature measuring error.
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tary experiment suggests that the actual wall temperatures
at the abscissa of the thermocouple (T1w–T4w) are better
estimated by the following equations:

T 1w ¼ T 1 � 0:24uexp

.

.

.

.

.

.

T 4w ¼ T 4 � 0:24uexp

ð11Þ

where T and uexp are expressed in K and W cm�2,
respectively.

4.4. Results

4.4.1. Friction factor

The Fanning friction factor f was determined from pres-
sure measurements at channel inlet/outlet. It is worth
underlining that the two blocks were rounded off in the
upstream part so as to form a convergent channel entrance
(radius R = 20 mm), contrary to several other studies
where the channel inlet is characterized by an abrupt con-
traction. As a consequence, the head losses were neglected
in the converging inlet channel. Thus, the pressure at the
microchannel entrance was corrected by the inertia term
accounting for flow acceleration in the convergent channel
and no correction was done on the outlet pressure, as in
[13]. f was calculated from the wall shear stress averaged
on the wetted perimeter (s) and the bulk velocity (Vb). It
can be linked to the net pressure drop in the microchannel
Dp as follows:

f ¼ s
1
2
qV 2

b

¼ Dp

L

Dh

2qV 2
b

ð12Þ

For the fully developed laminar regime Eq. (12) can be
written:

Po ¼ fRe ¼ 24 ð13Þ
where Po is the non-dimensional Poiseuille number. The
fully-developed regime hypothesis is valid only after the

entrance region. Eq. (13) has therefore to be modified to
interpret the results obtained from inlet/outlet pressure
measurements. Using L+ = L/(ReDh), Shah and London
[36] proposed a modified law for the laminar regime:

PoðLþÞ ¼ 3:44
ffiffiffiffiffiffi

Lþ
p þ

24þ 0:674
4 Lþ � 3:44

ffiffiffiffi

Lþ
p

1þ 2:9�10�5

Lþ2

ð14Þ

For the hydraulically smooth turbulent regime, compari-
son can be made with the Blasius law since the extension
of the entrance region is about 10Dh:

Po ¼ 0:079Re3=4 ð15Þ

Fig. 10 shows the Poiseuille number (Po = fRe) plotted as a

function of the dimensionless channel length Lþ ¼ L
Dh

1
Re

� �

.

The present results confirm very well the results of Gao and
al. [13] which were obtained in another test section based
on the same geometrical design. The experimental Poiseu-
ille number tends to a constant value for sufficiently high
values of L+ where entrance effects are negligible. The clas-
sical law of the fully developed laminar regime (Po = 24) is
found with a very good accuracy for all the tested micro-
channels. Significant departure from the Shah and London
law (Eq. (14)) occurs for the smallest values of L+, which
correspond to the highest flow-rates and therefore to the
highest values of the Reynolds number. This is a clear indi-
cation of transition to turbulence in the channel.

4.4.2. Heat exchange coefficient

As for pressure losses, the local Nusselt number is plot-
ted as a function of x* and compared with the uniform inlet
reference case (Eq. (2)) for Pr = 6 in order to clarify the
laminar entrance effects in the heat transfer results.
Fig. 11 displays the effect of channel spacing reduction
on Nu at the abscissa of T4. The law of the fully developed
laminar regime (x* > 0.01) is found with a very good accu-
racy for all the tested microchannels up to the smallest
channel height e = 200 lm. The same conclusion could be

Fig. 9. Temperature measurement error as a function of applied heat flux. h Tiso � Tcold, � Thot � Tiso— Pure conduction in brass over 0.5 mm.
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drawn at the abscissa of T2 and T3. The electric power
delivered in the heating cartridges was varied to test the
robustness of the correction applied to the measurements.
Experiments were carried out for e = 300 lm and
Uelec = 80 W, 180 W and 260 W. When the temperature
correction was applied (Eq. (11)), the experimental Nusselt
number was found to match Eq. (2) for each value of Uelec

(see [32]). This result strongly suggests that the measure-
ment error on the interface temperature is responsible for
the Nusselt number reduction observed using the raw data.

The diminution of Nu observed by Gao et al. [13] for
channel spacing lower than 500 lm may be tentatively
explained by a similar measurement error. Fig. 12 shows
the influence of channel spacing on Nu normalized by the
value predicted by Eq. (5) both with and without tempera-
ture correction. No scale effect appears in the corrected
results. It should be noticed that the present data have been
corrected using Eq. (11) whereas the values of Gao et al.
[13] were recalculated with a more important interface tem-

perature reduction of 2.2 K (uexp � 4 W cm�2 in [13]). This
stronger correction originates from the fact that in the
experimental set-up used by Gao et al., the walls were com-
posed of bronze which has a lower thermal conductivity
than brass, the thermocouples were located further from
the interface and the blind holes were probably not com-
pletely filled with heat transfer grease.

In sum, the present findings suggest that contrary to pre-
vious conclusions, the experimental results match the pre-
dictions based on the classical theory of transport
phenomena. Its validity in the laminar regime can therefore
be extended to the small scales (200 lm) investigated in this
work.

Transition to turbulence can better be analyzed using
the dimensionless abscissa x/e. The present corrected
results are plotted for fixed values of x/e close to 100 on
a Nu(Re) graph (Fig. 13). The data clearly depart from
the laminar regime law when the Reynolds number of the
flow exceeds a critical value Rec. In order to smooth the

Fig. 10. Poiseuille number as a function of dimensionless channel length L+(Re)—Shah and London [36], - - - - Blasius law.

Fig. 11. Evolution of Nu(x*) as a function of the channel spacing e at the abscissa corresponding to T4 (Uelec = 180 W)—corrected results.

10



curves corresponding to the various values of e, it was
decided to interpolate the experimental data with a polyno-
mial function of the sixth degree using the least square
method. The interpolation curves (not shown here) exhibit
a strong curvature in the range 3000 < Re < 5000 which
plausibly corresponds to the onset of turbulence. The Rec
values were therefore estimated at the location of the max-
imum curvature. The values found for Rec for the different
channel spacing are shown in Table 1. Despite dispersion
due to experimental uncertainties, the values found are
consistent with the data observed in conventional plane
wall channels. Carlson et al. [40] observed transition for
Re � 2700 (note that Re is based on hydraulic diameter
and bulk velocity in the present paper). The present obser-
vations suggest that the transition to turbulence is not
affected by scale effects in these large aspect ratio smooth
microchannels. A similar conclusion was reported by Sharp
and Adrian [4] who studied transition in microtubes from
50 to 247 lm in diameter with liquids of different polarities.
Fig. 13 shows that for 5500 < Re < 8000, the data do not

exhibit any significant scale effect. Beyond Rec, the present
heat transfer results clearly correspond to an intermediate
regime where the flow is probably laminar in the upstream
part of the channel and exhibits transition somewhere in
the channel. The data seem to merge with the Dittus and
Boelter correlation for the highest values of Re.

5. Conclusions

This paper reports on experiments carried out for inves-
tigating the hydrodynamics and associated heat transfer of

Fig. 13. Nu(Re) plots at x/e � 100 (exact values indicated in brackets) for different channel spacings.

Fig. 12. Effect of the channel spacing on the Nusselt number. Solid symbols: raw data. Open symbols: corrected results.

Table 1

Critical Reynolds number Rec deduced from heat transfer measurements

at x/e �100

e (in m) Rec

700 3500

500 4500

400 3700

300 3400
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water flows in two-dimensional rectangular microchannels.
The design of the test section enabled variations of the
channel spacing between 700 to 200 lm and minimized
the longitudinal heat transfer within the walls. In fact, it
was demonstrated that the coupling between conduction
and convection was weak in the conditions of this study.

At first sight, the present experimental results show a
reduction in the Nusselt number for laminar flow at
the microscale. Similar observations were already
made by Gao et al. [13] but despite a numerical modeling
of the experiment [31], their results could not be inter-
preted. The present findings suggest that a bias effect on
the solid/fluid interface temperature measurement may
account for the apparent scale effects observed in both
studies. Moreover, it can be concluded that in the laminar
regime, the validity of the conventional transport phenom-
ena theory may be extended to the small scales (200 lm)
investigated in this work.

Transition to turbulence was clearly observed both in
the global pressure losses measurements and in the Nu vs.
Re evolutions. Critical Reynolds numbers were found to
vary from 3500 to 4500, which is consistent with the values
observed at larger scales. Finally, the beginning of the tur-
bulent regime corresponding to 5500 < Re < 8000 was
investigated. In this range, the experimental corrected data
matched both the Blasius hydrodynamic law and the Dittus
and Boelter heat transfer correlation.
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