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#### Abstract

In this paper, we investigate the existence of mono-dimensional traveling wave of a coupled thermo-diffusive-kinetic model describing the propagation of a plane flame in a polydisperse spray. We first present the model which bridges the gap between the models used for realistic numerical simulations and the ones used for mathematical studies; it couples a thermo-diffusive model for the gaseous phase with a one-step finite rate chemistry with a kinetic equation describing the vaporization of a polydisperse spray, the vaporization rate of which depends on the local gas temperature and fuel mass fraction. Such a mixed hyperbolic-parabolic system of equations offers two difficulties as compared to previous works: first there is no spatial diffusion on the spray variables and second, if we look for a traveling wave solution, the resulting system of equation is not a system of ODE's but a system of ODE's coupled to a partial differential equation. In order to tackle these difficulties, we introduce some spatial diffusion, which can be interpreted as the gas turbulent agitation, and discretize the PDE in the size phase space using a multi-fluid model. We can then use the topological degree for elliptic systems in unbounded domains, and deduce the existence of the wave for the modified and discretized system. We finally pass to the limit in zero spatial mass diffusion, subsequently, in the droplet size discretization step, and conclude with the existence of a traveling wave for the initial system. It is a first step in the study of the qualitative properties of polydispersped spray flames.


## 1 Introduction

The propagation of plane premixed gaseous flames has been the subject of a very wide literature in the past 50 years since the early works of Zeldovich and Frank-Kamenetskii [40], [41] who introduced the principles of high activation energy asymptotics. The problem has been tackled using a great variety of tools ranging from direct numerical simulations, asymptotics, to topological degree theory in order to prove the existence of traveling waves for reaction diffusion partial differential equations. Having physics, chemistry and mathematics as various breeding grounds, the theory of flame propagation has provided fundamental studies in order to capture the qualitative behavior of homogeneous flames and can be considered to have reached maturity.

Such a conclusion can not be drawn at all for two-phase flames. One can find articles published mainly in the physics literature for both laminar and turbulent flames [30], [29], [15], [17], [31], [26], [20]. The main purposes of these papers is either to develop new models of turbulent spray combustion or to characterize the spray flame essential features (flame velocity, structure...). It is then difficult to precisely extract from the complexity of the parameter space the relevant ones. On the mathematical side however, few studies have been devoted to the subject since the structure of the system of partial differential equations is essentially more difficult to tackle. A very recent study has been devoted to the subject [4] for monodisperse sprays with a simplified model for the vaporization thus leading to an interesting flame stability investigation. It was written at the same time as the present work and can be considered as complementary. In the present paper, we aim at bridging the gap between the models used in order to simulate realistic flames [1], [26], [22] and simplified vaporization models from which too much physics has been extracted, and at conducting a mathematical analysis of the existence of traveling waves for the obtained fluid-kinetic model. This model is obtained using the usual thermo-diffusive model with a one-step finite rate chemistry where the fuel mass fraction equation admits a source term coming from the mass exchange between the phases. Since it can have a strong effect on flame structures [26], [31], the polydispersion in size of the spray is considered in the model. The spray satisfies either an advection equation in the size phase space, the velocity of which depends nonlinearly on the local gas temperature and mass fraction and is related to the rate of vaporization, or a generalized Fokker-Planck equation which is associated to a local turbulent agitation of zero mean value.

Numerous studies have been devoted to the propagation of plane gaseous flames, as mono-dimensional traveling wave for the thermo-diffusive model. More specifically, the existence of such waves is proved, for example in [3] for a one-step chemistry, in [35] for a complex chemistry network of irreversible exothermic reactions and in [12] for a complex chemistry network of reversible exothermic reactions and for detailed transport. As far as the existence proofs are concerned, various tools have been used such as the LeraySchauder degree in [3], [12] in order to prove the existence in bounded domain, the solution being then extended to the whole real line, or such as the topological degree directly defined for unbounded domains [35]. These tools are defined for elliptic operators, all variables experiencing diffusion. For condensed phase reaction fronts, a mass diffusion can then be first added, in order to still use these tools, the mass diffusion coefficient then approaching zero, as it was proposed in [24] for a one-step chemistry and in [19] for a complex chemistry network of irreversible exothermic reactions. We here make use of the technique developed in [19]: the existence proof is conducted for an elliptic system of equation where mass diffusion
can be related to a gaseous turbulent agitation. The topological degree defined in [36] for elliptic operators in unbounded domains can be used and we pass to the limit when the mass diffusion coefficient tends to zero which is equivalent to let the turbulent kinetic energy decrease to zero.

The key point of the paper is the ability to treat the coupled fluid-kinetic system. The model for the liquid phase is a kinetic model: the spray is described by its distribution function, satisfying the Williams equation, which is either of Boltzmann type [37], [38] or of Fokker-Planck type if we consider an averaged distribution function with an underlying gaseous turbulent agitation [10]. The corresponding phase space is thus two dimensional and the second order ODE deduced from the thermo-diffusive model in order to describe a traveling wave is coupled to a PDE, which makes the problem essentially more difficult.

In order to tackle this difficulty, we use a Eulerian discretization of the distribution function in the size phase space: the multi-fluid model derived from the kinetic model in [22]. For problems without dynamic effect (the droplet are assumed to be motionless or thermalized by the gas velocity fluctuations around a zero mean velocity) this model can be considered to be an upwind finite volume discretization in the droplet size of the distribution function. The corresponding numerical analysis is performed in [21], [18], showing that the method is first order under some compatibility conditions. This numerical analysis allows us to get back to the kinetic model, passing to the limit when the number of sections tends to infinity, as long as we are able to prove the existence of traveling wave for the finite dimensional spray elliptic system coupled to the elliptic thermo-diffusive model for the gas. We finally conclude with the existence of plane flames propagating in two-phase medium, for a Lewis number Le, which is the rate between the heat diffusion coefficient and the mass diffusion coefficient of the gaseous fuel, greater than 1 .

The paper is organized as follow: the fluid-kinetic model and the discretization by the multi-fluid method are presented in Section 2. Some fundamentals on the topological degree are recalled in Section 3. It shows that, in order to use this tool, we have to add a diffusion term and some other terms controlled by a small added parameter. For a Lewis number such that Le $\geqslant 1+p$, where $p \geqslant 0$ only depends of the fuel vapor saturated mass fraction function and of the temperature of the fresh gas, some estimates on this system are presented in Section 4, which will be useful in order to prove existence of solutions in Section 5 and to pass to the limit when the small parameter and the diffusion coefficient tend to zero in Section 6. Finally, the numerical analysis conducted in [21] allows us to conclude on the existence of a traveling wave for the original system.

## 2 Polydispersed spray flame model

In this section, we introduce a reaction-diffusion-source model for the gaseous phase coupled to a kinetic description of the polydisperse spray. We first consider a global model and then concentrate on traveling waves.

### 2.1 Polydispersed spray flame

We investigate a polydispersed spray flame at constant pressure and density. The spray of fuel droplets is evaporating in the gaseous phase, with no dynamical effect: the gas is at rest and droplets are motionless. In order to describe such a problem, we use a simplified model which takes into account the main physical characteristics of the configuration: a thermo-diffusive model, with a one step chemistry, coupled with a
kinetic model of the liquid phase, describing the polydispersion of the spray. More precisely, in the gaseous phase, only one exothermic reaction $F \rightarrow P$ takes place between the fuel $F$ and a product $P$, in the presence of an inert gas $I$, with constant mass fraction. The spray is supposed to be dilute (the liquid volume fraction is much smaller than one) in such a way that the coupling of the spray with the gaseous phase only occurs through added source terms in conservation equations.

The mass conservation implies that $\rho=\rho_{g a s}+\rho_{l i q}$ is a constant, where $\rho_{g a s}$ is the gas mass density and $\rho_{l i q}$ is the liquid mass density per unit of total volume. We note $Y_{\text {gas }}=\rho_{g a s} / \rho$ and $Y_{l i q}=\rho_{l i q} / \rho$.

The gas is multi-component and $Y_{\text {gas }}=Y_{F}+Y_{P}+Y_{I}$ where $Y_{F} / Y_{\text {gas }}$ (respectively $Y_{P} / Y_{\text {gas }}$ or $Y_{I} / Y_{\text {gas }}$ ) is the mass fraction of fuel (respectively of product $P$ or of inert gas $I$ ) in the gaseous phase. We then have $Y_{l i q}+Y_{F}+Y_{P}=1-\omega$ if we set $Y_{I}=\omega$.

The thermo-diffusive model for this reaction-diffusion problem can then be written:

$$
\begin{align*}
\frac{\partial T}{\partial t}-\kappa \Delta T & =q k(T) Y_{F}  \tag{1}\\
\frac{\partial Y_{F}}{\partial t}-D \Delta Y_{F} & =-k(T) Y_{F}+S^{m} \tag{2}
\end{align*}
$$

where $t$ is the time, $x$ the space variable, $x \in \mathbb{R}^{d}, T$ the gas temperature, $\kappa$ the thermal diffusivity, $D$ the diffusivity of the fuel. The function $k$ is close to the Arrhenius coefficient: in order to avoid the cold boundary problem [40] [13], we introduce an ignition temperature $T_{c}$. So $k(T)$ is a regular function of $T$; it is zero for $\left.T \in]-\infty, T_{c}\right]$, increasing for $T \in\left[T_{c}, T_{c}+\eta\right]$ and equal to the Arrhenius coefficient for $T \in\left[T_{c}+\eta,+\infty[\right.$, with $\eta$ a small positive real number. We assume that the vaporization has a negligible influence on the gas temperature, so that a source term $S^{m}$ only appears in the fuel conservation equation. The expression of the source term $S^{m}$ relies on a kinetic description of the spray.

Remark 1 Here, we use the equation on $Y_{F}$ and not the equation on $Y_{P}$ :

$$
\frac{\partial}{\partial t} Y_{P}-D \Delta Y_{P}=k(T) Y_{F}+D \Delta Y_{l i q}
$$

because the variable $Y_{F}$ is better adapted to our problem, even if it is not necessarily monotone along trajectories.

The dispersed phase is described by its distribution function $f(t, x, S)$ where $S$ is the surface of the droplets. Because the droplets are motionless, the Williams' equation describing the evolution of $f$ [37] reduces to the transport equation:

$$
\begin{equation*}
\frac{\partial}{\partial t} f+R_{S} \frac{\partial}{\partial S} f=0 \tag{3}
\end{equation*}
$$

where $R_{S}\left(T, Y_{F}\right)$ is the rate of change of droplet surface, due to evaporation. We assume that the $d^{2}$ law holds so that $R_{S}$ is independent of the size of the droplets.

A model for the vaporization rate is given in [1]. In our case of zero Reynolds number, and if we preclude condensation, it reads:

$$
\begin{equation*}
R_{S}\left(T, Y_{F}\right)=\varphi \ln \left(1+B_{M}\left(T, Y_{F}\right)\right)^{+}, \quad B_{M}\left(T, Y_{F}\right)=\frac{Y_{F s}(T)-Y_{F}}{1-Y_{F s}(T)} \tag{4}
\end{equation*}
$$

where $\varphi$ is a positive constant and, for a real $u, u^{+}$is equal to $u$ if $u$ is positive and to zero otherwise. The function $Y_{F s}$ represents the fuel vapor saturated mass fraction. It is supposed to be equal to the fuel vapor satured molar fraction $x_{F s}$ and then only depends on the temperature, the pressure being constant. It is coherent with the system (1), (2), where the various molar masses of the species have been taken equal and the details of the chemical mechanism and composition have been neglected. The function $x_{F s}(T)$ is drawn, for heptane, in Fig. 1.


Figure 1: Fuel vapor satured molar fraction for heptane, as a function of the temperature, at the atmospheric pressure.

The function $Y_{F s}(T)$ is then assumed regular (at least $C^{2}$ ) and such that:

$$
\begin{array}{llll}
\text { if } & 0 \leqslant T<T_{e b}-\nu & \text { then } & Y_{F s}^{\prime}(T)>0, \quad Y_{F s}^{\prime \prime}(T)>0, \\
\text { if } & T_{e b}-\nu \leqslant T<T_{e b} & \text { then } & Y_{F s}^{\prime}(T)>0, \quad Y_{F s}^{\prime \prime}(T) \leqslant 0, \\
\text { if } & T \geqslant T_{e b} & \text { then } & Y_{F s}(T)=1-\delta,
\end{array}
$$

where $T_{e b}$ is the boiling temperature, $\nu$ is a small positive real number and $\delta$ is a number such that $0<$ $\delta \leqslant \omega<1$. Those assumptions correspond, for example, to the shape of function $x_{F s}$ for heptane which is drawn in Fig. 1 and used for practical applications [20], [26].

Remark 2 The vaporization rate is bounded because the upper bound of $Y_{F s}(T)$ is assumed to be strictly smaller than one. It is coherent with physics of droplet vaporization: the vaporization can not be instantaneous for large temperatures because of the presence of a diffusion layer.

The source term of fuel for the gaseous phase is then given by:

$$
\begin{equation*}
S^{m}\left(t, x, T, Y_{F}\right)=\frac{\rho_{l}}{4 \sqrt{\pi}} R_{S}\left(T, Y_{F}\right) \int_{0}^{+\infty} S^{1 / 2} f(t, x, S) d S \tag{5}
\end{equation*}
$$

System (1), (2) and equation (3) are then coupled together through both $S^{m}(t, x)$ which is a non local term and through $R_{S}\left(T, Y_{F}\right)$ which depends on the local gas state.

The complete system of partial differential equations is then:

$$
(\mathcal{P D E})\left\{\begin{array}{l}
\frac{\partial T}{\partial t}-\kappa \Delta T=q k(T) Y_{F} \\
\frac{\partial Y_{F}}{\partial t}-D \Delta Y_{F}=-k(T) Y_{F}+S^{m}\left(t, x, T, Y_{F}\right), \\
\frac{\partial f}{\partial t}+R_{S}\left(T, Y_{F}\right) \frac{\partial f}{\partial S}=0,
\end{array}\right.
$$

with the source term:

$$
S^{m}\left(t, x, T, Y_{F}\right)=\frac{\rho_{l}}{4 \sqrt{\pi}} R_{S}\left(T, Y_{F}\right) \int_{0}^{+\infty} S^{1 / 2} f(t, x, S) d S .
$$

The purpose of the present paper is then to investigate the existence of traveling wave solutions for the system ( $\mathcal{P D E}$ ). The originality of this study is to use mathematical tools such as the topological degree for elliptic operator in unbounded domains in order to study a system of mixed type hyperbolic-parabolic which, even if simplified, still preserves the details of the vaporization process and its coupling with the propagation of a flame.

### 2.2 Solutions as mono-dimensional traveling waves

We investigate mono-dimensional plane polydispersed spray flames as traveling waves for the system $(\mathcal{P D E})$. We then consider $T(t, x), Y_{F}(t, x)$ and $f(t, x,$.$) as functions of z=x-c t$, with given boundary conditions at infinity. More precisely, we assume that at $+\infty$, a cold gas at temperature $T_{0}$ and a polydisperse spray coexist. The gas is only composed of fuel and inert gas, with mass fractions: $Y_{F}^{+\infty}=Y_{F s}\left(T_{0}\right)$ and $Y_{I}=\omega$, respectively. The distribution function of the spray is given by a function $f_{0}$, assumed regular (at least $C^{2}$ on $\mathbb{R}^{+}$) and of compact support: $f_{0}(S)=0$ for $S \geqslant S_{\max }$. It is consistent with distribution which can be experimentally obtained [26] [20]. An example of such a function is given on Fig. 2. We also note $Y_{l i q}^{+\infty}$ the total liquid mass density at $+\infty$ and we have:

$$
Y_{l i q}^{+\infty}=\frac{\rho_{l}}{6 \sqrt{\pi}} \int_{0}^{\infty} S^{3 / 2} f_{0}(S) d S, \quad Y_{F}^{+\infty}+Y_{l i q}^{+\infty}=1-\omega .
$$



Figure 2: Distribution function of droplets at $+\infty$.
At $-\infty$, the liquid phase is completely vaporized and all the fuel is consumed. So, there is only a gaseous phase, at hot temperature $T_{*}>T_{0}$, composed of the product and the inert gas: $Y_{F}(-\infty)=0$ and $Y_{I}=\omega$. A sketch of the configuration is given on Fig. 3.


- gaseous phase:
$\rightarrow$ burned gas: $Y_{F}=0$
$\rightarrow$ inert gas: $Y_{I}=\delta$
$\rightarrow$ temperature : $T_{*}$
at $+\infty$
- gaseous phase :
$\rightarrow$ fuel : $Y_{F}=Y_{F}^{\infty}$
$\rightarrow$ inert gas: $Y_{I}=\delta$
$\rightarrow$ temperature : $T_{0}$
- no liquid phase :
$Y_{l i q}=0$
- liquid phase : $Y_{l i q}=Y_{l i q}^{\infty}$ fuel droplets
$\rightarrow$ polydisperse spray

Figure 3: Sketch of the plane polydispersed spray flame.

We then define $\theta, \alpha$ and $\psi$, the reduced temperature, mass fraction of fuel and distribution function such that:

$$
\begin{align*}
& T(t, x)=T_{0}+\left(T_{*}-T_{0}\right) \theta(x-c t),  \tag{6}\\
& Y_{F}(t, x)=(1-\omega) \alpha(x-c t),  \tag{7}\\
& f(t, x, S)=(1-\omega) \psi(x-c t, S), \tag{8}
\end{align*}
$$

The distribution function at $+\infty$ in the new variables is then denoted $\psi_{0}$ (with $f_{0}=(1-\omega) \psi_{0}$ ). Let us also introduce the limit of $\alpha$ at $+\infty$ :

$$
\alpha^{\infty}=\frac{Y_{F}^{+\infty}}{1-\omega} .
$$

We then have:

$$
\alpha^{\infty}+\frac{\rho_{l}}{6 \sqrt{\pi}} \int_{0}^{\infty} S^{3 / 2} \psi_{0}(S) d S=1
$$

The reduced ignition temperature is $\theta_{c}$ and the reduced boiling temperature $\theta_{e b}$, with:

$$
\theta_{c}=\frac{T_{c}-T_{0}}{T_{*}-T_{0}}, \quad \theta_{e b}=\frac{T_{e b}-T_{0}}{T_{*}-T_{0}} .
$$

For each function $h$ of $T, Y_{F}$ or $f$, we note $\tilde{h}$ the same function of $\theta, \alpha$ or $\psi$. The function $\tilde{B}_{M}(\theta, \alpha)$ then reads:

$$
\tilde{B}_{M}(\theta, \alpha)=\frac{\tilde{Y}_{F s}(\theta)-(1-\omega) \alpha}{1-\tilde{Y}_{F s}(\theta)} .
$$

The reduced chemical rate $\tilde{k}(\theta)=k(T)$ vanishes for $\theta \leqslant \theta_{c}$. We assume that $\left.\theta_{c} \in\right] 0,1\left[\right.$ and $\theta_{e b}>1$. We could eventually take $\theta_{c}=0$ as in [25] or [5], but it is not the subject of this paper.

We obtain the system $\left(\mathcal{S}_{0}\right)$ :

$$
\left(\mathcal{S}_{0}\right) \quad\left\{\begin{array}{l}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha=0 \\
D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+S^{m}(z, \theta, \alpha)=0 \\
c \partial_{z} \psi+\tilde{R}_{S}(\theta, \alpha) \partial_{S} \psi=0, \quad S \geqslant 0
\end{array}\right.
$$

with the source term:

$$
S^{m}(z, \theta, \alpha)=\frac{\rho_{l}}{4 \sqrt{\pi}} \tilde{R}_{S}(\theta, \alpha) \int_{0}^{+\infty} S^{1 / 2} \psi(z, S) d S
$$

and with the boundary conditions at infinity:

$$
\left(\mathcal{L}_{0}\right) \quad\left\{\begin{array}{lll}
\theta(+\infty)=0, & \alpha(+\infty)=\alpha^{\infty}, & \psi(+\infty, S)=\psi_{0}(S) \\
\theta(-\infty)=1, & \alpha(-\infty)=0, & \psi(-\infty, S)=0
\end{array}\right.
$$

Remark 3 An integration of the equations (1), (2) and (3) with $z \in \mathbb{R}$ and $S \in \mathbb{R}^{+}$shows that $T_{*}-T_{0}=$ $q\left(Y_{F}^{+\infty}+Y_{l i q}^{+\infty}\right)$. It's the reason why $q$ disappears in the first equation of system $\left(\mathcal{S}_{0}\right)$.

Compared to the usual system of equations for mono-dimensional homogeneous gaseous flames [19], the system is more complex because of the $S$ dependence of the function $\psi$. But the equation on $\psi$ being hyperbolic, an analytical solution for this function can be found, introducing the characteristics $X$ :

$$
\psi(z, S)=\psi_{0}(X(z, S)), \quad X(z, S)=S+\frac{1}{c} \int_{z}^{\infty} \tilde{R}_{S}(\theta(y), \alpha(y)) d y
$$

The system $\left(\mathcal{S}_{0}\right)$ can then be rewritten:

$$
\left(\mathcal{S}_{0}^{\prime}\right) \quad\left\{\begin{array}{l}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha=0 \\
D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+S^{m}(z, \theta, \alpha)=0
\end{array}\right.
$$

with the source term and the characteristics:

$$
\begin{aligned}
& S^{m}(z, \theta, \alpha)=\frac{\rho_{l}}{4 \sqrt{\pi}} \tilde{R}_{S}(\theta, \alpha) \int_{0}^{\infty} S^{1 / 2} \psi_{0}(X(z, S)) d S \\
& X(z, S)=S+\frac{1}{c} \int_{z}^{\infty} \tilde{R}_{S}(\theta(y), \alpha(y)) d y
\end{aligned}
$$

and with the boundary conditions at infinity:

$$
\left(\mathcal{L}_{0}^{\prime}\right) \quad \begin{cases}\theta(+\infty)=0, & \alpha(+\infty)=\alpha^{\infty} \\ \theta(-\infty)=1, & \alpha(-\infty)=0\end{cases}
$$

However, the source term $S^{m}$ is then non local: it depends on all the vaporization in $[z,+\infty[$. In order to avoid this problem and apply techniques developed in [19], the system $\left(S_{0}\right)$ is approximated by a finite dimensional one, which corresponds to a discretization of $\psi$ as a function of $S$.

### 2.3 Use of a Eulerian multi-fluid model for the spray

Several type of methods have been developed in order to discretize the distribution function, tacking into account the polydispersion of the spray. But a Eulerian approach is needed here, in order to reintroduce local source terms. A fully Eulerian approach has been described and derived from the kinetic level of description in [22]: multi-fluid models. Moreover, the numerical analysis conducted in [21] shows that, in our monodimensional case without neither dynamic nor thermal effect, a multi-fluid vaporizing model provides an approximation of order 1 of the kinetic equation. It can be seen as a discretization of the continuous size phase space, using a finite volume formulation, the size intervals being called the sections in reference to [14]. We can call such a method a multi-fluid method in that the dispersed phase is described as a set of continuous media: "fluids", each "fluid" corresponding to a statistical average in a section: the cell defined by two fixed droplet sizes. The evolution of these coupled sections or "fluids" is governed by conservation equations for mass, momentum and enthalpy. In all previous references, only evaporation is considered and not condensation, thus resulting in a predefined upwind scheme; it is consistent with the model used for $\tilde{R}_{S}$.

Let us apply this multi-fluid method to our problem. We know that the function $\psi(z, S)$ is equal to zero if $S \geqslant S_{\text {max }}$ and we take a uniform partition of $\left[0, S_{\text {max }}\right]: S_{i}=i \Delta S$ with $i \in\{0, \ldots, N\}$ and $\Delta S=S_{\max } / N$. The sections are then the intervals $\left[S_{i-1}, S_{i}\right]$. Let $\hat{\mu}_{i}$ denote the reduced mass density of the $i^{\text {th }}$ section:

$$
\begin{equation*}
\hat{\mu}_{i}(z)=\frac{\rho_{l}}{6 \sqrt{\pi}} \int_{S_{i-1}}^{S_{i}} S^{3 / 2} \psi(z, S) d S \tag{9}
\end{equation*}
$$

As in [21], the $\hat{\mu}_{i}$ are approximated by the $\mu_{i}$ such that:

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}, \quad c \mu_{i}^{\prime}(z)-\tilde{R}_{S}(\theta, \alpha)\left[\left(M_{i}+F_{i}\right) \mu_{i}(z)-F_{i+1} \mu_{i+1}(z)\right]=0 . \tag{10}
\end{equation*}
$$

The term with $M_{i}$ is the mass flux between the section $i$ and the gas and the term with $F_{i}$ is the mass flux between the section $i$ and the section $i-1\left(F_{N+1}=0\right)$. If we choose to approximate $\psi$ by a function of $S$ constant in each section, then the constant coefficients $M_{i}$ and $F_{i}$ are [21]:

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}, \quad M_{i}=\frac{3 \int_{S_{i-1}}^{S_{i}} \sigma^{1 / 2} d \sigma}{2 \int_{S_{i-1}}^{S_{i}} \sigma^{3 / 2} d \sigma}, \quad F_{i}=\frac{S_{i-1}^{3 / 2}}{\int_{S_{i-1}}^{S_{i}} \sigma^{3 / 2} d \sigma} . \tag{11}
\end{equation*}
$$

The boundary conditions are given by:

$$
\begin{equation*}
\mu_{i}(+\infty)=\mu_{i}^{\infty}=\frac{\rho_{l}}{6 \sqrt{\pi}} \int_{S_{i-1}}^{S_{i}} S^{3 / 2} \psi_{0}(S) d S, \quad \mu_{i}(-\infty)=0 \tag{12}
\end{equation*}
$$

It is useless to consider a last section with 0 mass density at $+\infty$, because the mass density in this section would then be identically equal to 0 . We then assume that the upper bound $S_{\max }$ has been chosen as the first point beyond which $f_{0}$ vanishes. It implies that $\mu_{N}^{\infty}$ is positive.

The techniques developed in [19] are then applied to the system $\left(\mathcal{S}_{N}\right)$ :

$$
\left(S_{N}\right)\left\{\begin{array}{rrl}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha & & =0 \\
D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+\tilde{R}_{S}(\theta, \alpha) \sum M_{i} \mu_{i} & =0 \\
c \mu_{i}^{\prime} & -\tilde{R}_{S}(\theta, \alpha)\left[\left(M_{i}+F_{i}\right) \mu_{i}-F_{i+1} \mu_{i+1}\right] & =0
\end{array}\right.
$$

with the boundary conditions:

$$
\left(\mathcal{L}_{N}\right)\left\{\begin{array}{lll}
\theta(+\infty)=0, & \alpha(+\infty)=\alpha^{\infty}, & \mu_{i}(+\infty)=\mu_{i}^{\infty} \\
\theta(-\infty)=1, & \alpha(-\infty)=0, & \mu_{i}(-\infty)=0
\end{array}\right.
$$

The scheme is of order 1 in the surface step $\Delta S$, as shown in [21] and we will be able to recover the fluidkinetic formulation $\left(\delta_{0}\right)$, from the system ( $\delta_{N}$ ), by taking the limit $N \rightarrow \infty$ (see section 6 ). We want to use the topological degree theory in order to prove the existence of solutions $c, \theta, \alpha$ and $\mu_{i}$ for the system $\left(S_{N}\right)$. However, the topological degree is defined for elliptic operator [36], and the operator corresponding to the system $\left(\mathcal{S}_{N}\right)$ is mixed hyperbolic/elliptic because there is no droplet diffusion. We then introduce a small diffusion coefficient $\zeta$, and, as in [19], we will study the limit when this diffusion coefficient tends to zero. The system with diffusion then reads:

$$
\left(\mathcal{S}_{\zeta}\right)\left\{\begin{array}{lr}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha & =0 \\
D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+\tilde{R}_{S}(\theta, \alpha) \sum M_{i} \mu_{i} & =0 \\
\zeta \mu_{i}^{\prime \prime}+c \mu_{i}^{\prime} & -\tilde{R}_{S}(\theta, \alpha)\left[\left(M_{i}+F_{i}\right) \mu_{i}-F_{i+1} \mu_{i+1}\right]
\end{array}=0, ~ l\right.
$$

with the boundary conditions $\left(\mathcal{L}_{N}\right)$. We remark in the next subsection that the added diffusion can be interpreted as due to a small turbulent mixing.

### 2.4 Introducing turbulence and diffusion

When the droplets have their own dynamics, the distribution function $f$ depends also on the droplet velocity $u_{l}: f\left(t, x, S, u_{l}\right)$. The transport equation then reads [37], [38]:

$$
\begin{equation*}
\frac{\partial f}{\partial t}+u_{l} \cdot \nabla_{x} f+\frac{\partial R_{S} f}{\partial S}+\nabla_{u_{l}}(F f)=0 \tag{13}
\end{equation*}
$$

where $F$ is the drag acceleration. If we consider a Stokes drag, it reads:

$$
F=\frac{\alpha}{S}\left(u-u_{l}\right),
$$

where $u$ is the gas velocity and $\alpha$ is a constant. The function $R_{S}$ is assumed to be independent of $u$, thus neglecting the convective correction term [39], [22].

For turbulent flows, the gas velocity can be divided between its average value $\bar{u}$ and a fluctuation $u^{\prime}$ which is of Gaussian type: $u=\bar{u}+u^{\prime}$. As shown in [27] and [7], an equation on the average $\bar{f}$ of $f$ reads:

$$
\begin{equation*}
\frac{\partial \bar{f}}{\partial t}+u_{l} \cdot \nabla_{x} \bar{f}+\frac{\partial R_{S} \bar{f}}{\partial S}+\nabla_{u_{l}}(\bar{F} \bar{f})-\nabla_{u_{l}} \cdot\left(D_{x} \nabla_{x} \bar{f}+D_{u_{l}} \nabla_{u_{l}} \bar{f}\right)=0, \tag{14}
\end{equation*}
$$

where the averaged drag force reads:

$$
F=\frac{\alpha}{S}\left(\bar{u}-u_{l}\right) .
$$

The random fluctuations in the gas velocity then generate, on average, a diffusion process in the phase space.
As in [22], we make an assumption on the shape of $\bar{f}$ : in this article, the probability density function of the spray is supposed to be such that at a given size, there is only one characteristic velocity, with no dispersion around it. But the considered flames were laminar. Here, we have to consider a dispersion around the characteristic velocity, because of the turbulence. So, we assume [28]:

$$
\bar{f}\left(t, x, S, u_{l}\right)=n(t, x, S) \varphi_{\sigma(t, x, S)}\left(u_{l}-\bar{u}_{l}(t, x, S)\right),
$$

where $\varphi_{\sigma}$ is a Gaussian of dispersion $\sigma$ :

$$
\varphi_{\sigma}(v)=\frac{1}{\left(4 \pi \sigma^{2}\right)^{3 / 2}} \exp \left(-\frac{3 v^{2}}{4 \sigma^{2}}\right) .
$$

From the equation (14), we obtain a semi-kinetic model used for the multi-fluid method [28]:

$$
\begin{gather*}
\frac{\partial n}{\partial t}+\nabla_{x} \cdot\left(n \bar{u}_{l}\right)+\frac{\partial R_{S} n}{\partial S}=0  \tag{15}\\
\frac{\partial n \bar{u}_{l}}{\partial t}+\nabla_{x} \cdot\left(n \bar{u}_{l} \otimes \bar{u}_{l}+n \frac{2}{3} \sigma^{2}\right)+\frac{\partial R_{S} n \bar{u}_{l}}{\partial S}=-\frac{\alpha}{S} n\left(\bar{u}-\bar{u}_{l}\right)-D_{x} \nabla_{x} n  \tag{16}\\
\frac{\partial}{\partial t}\left[n\left(\frac{\bar{u}_{l}^{2}}{2}+\sigma^{2}\right)\right]+\nabla_{x} \cdot\left(n \frac{2}{3} \sigma^{2} \bar{u}_{l}\right)+\frac{\partial}{\partial S}\left[R_{S} n\left(\frac{\bar{u}_{l}^{2}}{2}+\sigma^{2}\right)\right]=-\frac{\alpha}{S}\left(\bar{u}-\bar{u}_{l}\right) \cdot \bar{u}_{l}  \tag{17}\\
\\
-2 n \frac{\alpha}{S} \sigma^{2}-D_{x} \nabla_{x} \cdot\left(n \bar{u}_{l}\right)+3 n D_{u_{l}}
\end{gather*}
$$

In the case $\sigma^{2}=0$ and $D_{x}=D_{u_{l}}=0$, we recover the equations used in the laminar case [22].
Remark 4 We can also remark that $D_{u_{l}}$ introduces a source term in the $\sigma^{2}$ equation:

$$
n \frac{\partial \sigma^{2}}{\partial t}+n \bar{u}_{l} \cdot \nabla_{x} \sigma^{2}+n \frac{2}{3} \sigma^{2} \nabla_{x} \cdot \bar{u}_{l}+R_{S} n \frac{\partial \sigma^{2}}{\partial S}=-2 n \frac{\alpha}{S} \sigma^{2}-D_{x} n \nabla_{x} \cdot \bar{u}_{l}+3 n D_{u_{l}} .
$$

So, take $\sigma^{2}=0$ and $D_{x} \neq 0$ or $D_{u_{l}} \neq 0$ is incoherent.
In the case of very small droplets, $D_{x}$ takes the following asymptotic expression:

$$
D_{x}=\frac{2}{3} \kappa \frac{\alpha}{S},
$$

where $\kappa$ is the turbulent kinetic energy and the 3 comes from the space dimension. The source term in the equation of momentum conservation then reads:

$$
-\frac{\alpha}{S}\left(n \bar{u}_{l}-n \bar{u}+\frac{2}{3} \kappa \nabla_{x} n\right) .
$$

So, taking the formal singular limit of small $S$, we obtain:

$$
n \bar{u}_{l} \approx n \bar{u}-\frac{2}{3} \kappa \nabla_{x} n,
$$

and the mass conservation equation can be rewritten:

$$
\begin{equation*}
\frac{\partial n}{\partial t}+\nabla_{x} \cdot(n \bar{u})-\frac{2}{3} \kappa \Delta n+\frac{\partial R_{S} n}{\partial S}=0 . \tag{18}
\end{equation*}
$$

We then have a spatial diffusion coupled to the vaporization, the constant $\kappa$ being the turbulent kinetic energy of the gas.

If the averaged velocity of the droplets is equal to zero, the multi-fluid model corresponding to the kinetic model (18) reads

$$
\begin{equation*}
\frac{\partial n}{\partial t}-\zeta \Delta n+\frac{\partial R_{S} n}{\partial S}=0 \tag{19}
\end{equation*}
$$

with $\zeta=\frac{2}{3} \kappa$. This equation is linear in $n$. So, multiplying (19) by $\frac{\rho_{l}}{6 \sqrt{\pi}} S^{3 / 2}$ and integrating it between $S_{i-1}$ and $S_{i}$, we obtain a multi-fluid model which is exactly the equation on $\mu_{i}$ in the system $\left(\mathcal{S}_{\zeta}\right)$ Thus, the diffusion process on the mass variables has a physical interpretation and it allows us to apply the topological degree theory to this elliptic system.

## 3 Topological degree

In order to prove the existence of traveling waves, the topological degree is a useful tool. It is defined as follow (see, e. g. [6]): let $E_{1}$ and $E_{2}$ be two Banach spaces. Suppose we are given a class $\phi$ of operators acting from $E_{1}$ to $E_{2}$ and a class $H$ of homotopies, i.e., maps $A_{\tau}(u): E_{1} \times[0,1] \rightarrow E_{2}, \tau \in[0,1], u \in E_{1}$ such that for any $\tau \in[0,1]$ fixed, $A_{\tau}(u) \in \phi$. Assume moreover that for any bounded open set $D \subset E_{1}$ and any operator $A \in \phi$ such that $A(u) \neq 0$ for $u \in \partial D(\partial D$ denotes the boundary of the set $D)$, there is an integer $\gamma(A, D)$ satisfying the following conditions:

1. Homotopy invariance. Let $A_{\tau}(u) \in H$ and $A_{\tau}(u) \neq 0$ for $u \in \partial D$ and $\tau \in[0,1]$. Then, we have:

$$
\gamma\left(A_{0}, D\right)=\gamma\left(A_{1}, D\right)
$$

2. Additivity. Let $D \subset E_{1}$ be an arbitrary open set in $E_{1}$, and $D_{1}, D_{2} \subset D$ be open sets such that $D_{1} \cap D_{2}=\emptyset$. Suppose that $A \in \phi$ does not vanish for $u \in \bar{D} \backslash\left(D_{1} \cup D_{2}\right)$. Then, we have:

$$
\gamma(A, D)=\gamma\left(A, D_{1}\right)+\gamma\left(A, D_{2}\right) .
$$

3. Normalization. There exists a bounded linear operator $J: E_{1} \rightarrow E_{2}$ with a bounded inverse defined on $E_{2}$ such that for any bounded open set $D \subset E_{1}$ with $0 \in D, \gamma(J, D)=1$.
The integer $\gamma(A, D)$ is called the topological degree.
Since we consider a problem in unbounded domains, the Leray-Schauder theory [23] cannot be directly applied. However the topological degree theory for elliptic operators can be extended to unbounded domains [8], [9], [34], [33], [36]. One of the approaches is based on the theory of Fredholm operators [11], [16], [32]. Here, we use the topological degree constructed in [36] for elliptic, Fredholm and proper operators in unbounded domain and weighted Hölder spaces. This theory directly applies when the domain is the whole real line.

The topological degree is useful in order to investigate the existence of solution because, for an operator $A \in \phi$ without zero at the boundaries of a bounded open set $D$, if the topological degree of $(A, D)$ is not equal to zero, then the problem $A w=0$ admits a solution. Moreover, the topological degree can be directly calculated for simple operators: for example, if $A \in \phi$ admits only one zero $w$ and if the linearized operator $A^{\prime}(w)$ has no zero eigenvalue, then, for a bounded open set $D$ which contains $w$, the topological degree of $(A, D)$ is 1 or -1 . The invariance by homotopy allows us to evaluate the topological degree for more complex operators.

The aim of this section is not to describe the construction of the topological degree or to present the whole theory. For the sake of legibility, we only present the application of the theory to traveling wave systems.

### 3.1 General reaction-diffusion operator

We introduce weighted Hölder spaces $C_{\mu}^{j+\delta}(\mathbb{R})=\left\{u: u \mu \in C^{j+\delta}(\mathbb{R})\right\}$. The topological degree is constructed [36] in the weighted Hölder spaces, so that the operators are proper and, generically, it cannot be constructed in spaces without weight [2]. As a weight, we take a polynomial function $\mu(x)=1+x^{2}$. We note that functions exponentially decreasing at infinity belong to these spaces. The following type of reaction-diffusion operators:

$$
A w=a w^{\prime \prime}+c(w) w^{\prime}+F(w)
$$

operate from $E_{1}=C_{\mu}^{2+\delta}(\mathbb{R})$ onto $E_{2}=C_{\mu}^{\delta}(\mathbb{R})$, where $a$ is a diagonal matrix, with positive, constant terms on the diagonal and $F$ vanishes at $w^{+}$and $w^{-}$, with $w^{+} \neq w^{-}$. The function $w$ belongs to $E$, a set of functions $u$ such that $u-(1-\Phi) w^{+}-\Phi w^{-} \in E_{1}$, where $\Phi(z)$ is a $C^{\infty}$ function which is identically equal to 1 for $z \in]-\infty, 0]$ and identically equal to 0 for $z \in[1,+\infty[$. The functional $c(w)$, which replaces the wave velocity, is defined by:

$$
\begin{equation*}
c(w)=\ln \int_{\mathbb{R}}\left|w(x)-w^{+}\right|^{2} \sigma(z) d z, \tag{20}
\end{equation*}
$$

where $\sigma$ is an increasing function on $\mathbb{R}$, of limit 0 at $-\infty$ and 1 at $+\infty$ and such that $\int_{-\infty}^{0} \sigma(x) d x<\infty$. This functional is such that, if we note $w_{h}(z)=w(z+h), c\left(w_{h}\right)$ is a decreasing bijection from $\mathbb{R}$ to $\mathbb{R}$, as a function of $h$. It is also such that, for a solution $w$ of $A w=0:\left\langle c^{\prime}(w), w^{\prime}\right\rangle \neq 0$. It was introduced in order to solve some problems due to the invariance by translation and zero eigenvalue problem [36]. Suppose that we have the constant $c$ and not the functional. If there exists a solution $w(z)$ of the problem $A w=0$ with $w \in E$, then the function $w_{h}(z)=w(z+h)$ is also a solution, for all $h \in \mathbb{R}$. The weighted norm $\left\|\mu(z)\left(w-(1-\Phi) w^{+}-\Phi w^{-}\right)\right\|$tends to infinity as $h$ tends to $\pm \infty$. Therefore, a bounded domain $D$ in the set $E$ does not contain any solution or the branch of solutions intersects its boundary. So, the degree cannot be used. Moreover, if $w$ is a solution of $A w=0$, then zero is an eigenvalue of the linearized operator $A^{\prime}(w)$ (with the eigenvector $w^{\prime}$ ) and it is not easy to evaluate the topological degree of $A$. The functionalization of the parameter $c$ allows us to solve these problems. It also moves the zero eigenvalue of the linearized problem about a traveling wave to the left half-plane, and it singles out one particular element of the family of solutions [35]. Moreover it eliminates the unknown constant from the problem.

Then, if the condition

$$
\begin{equation*}
(\mathbb{C}): \quad \forall \lambda \geqslant 0, \quad \forall \xi \in \mathbb{R}, \quad \operatorname{det}\left(-a \xi^{2}+c(w) i \xi+F^{\prime}\left(w^{ \pm}\right)-\lambda I\right) \neq 0 \tag{21}
\end{equation*}
$$

is realized, we can define the topological degree for the operator $A$.

### 3.2 Introduction of a perturbed system

The topological degree can not be defined for the operator corresponding to the system $\left(\mathcal{S}_{\zeta}\right),\left(\mathcal{L}_{N}\right)$. Indeed, this operator is not regular because the function $\tilde{R}_{S}(\theta, \alpha)=\varphi \ln \left(1+\tilde{B}_{M}(\theta, \alpha)\right)^{+}$is not $C^{1}$. Moreover the condition $(\mathcal{C})$ is not valid, neither at $-\infty$, nor at $+\infty$. The system $\left(\mathcal{S}_{\zeta}\right)$ is then perturbed, so that the topological degree can be defined for the operator corresponding to the new system. First, we replace $\tilde{R}_{S}(\theta, \alpha)$ by $R_{r}(\theta, \alpha)$ such that:

$$
R_{r}(\theta, \alpha)=\varphi\left(1-\Phi\left(\frac{\tilde{B}_{M}(\theta, \alpha)}{r}\right)\right) \ln \left(1+\tilde{B}_{M}(\theta, \alpha)\right)
$$

where $r$ is a small positive parameter with at least $r \leqslant 1$ and $\Phi(z)$ is a $C^{\infty}$ function such that:

$$
\begin{cases}\text { for } z \leqslant 0 & \Phi(z)=1  \tag{22}\\ \text { for } 0<z<1 & \Phi^{\prime}(z)<0 \\ \text { for } z \geqslant 1 & \Phi(z)=0\end{cases}
$$

The function $R_{r}$ tends to $\tilde{R}_{S}$ when $r$ tends to zero and we then denote $R_{0}=\tilde{R}_{S}$. Second, we add a small positive parameter $\epsilon$ and introduce the perturbed system:

$$
\left(S_{\zeta, \epsilon, r}\right)\left\{\begin{array}{lrl}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha & +\epsilon \tilde{k}(\theta)(1-\theta-\alpha) & =0 \\
D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+R_{r}(\theta, \alpha) \sum M_{i} \mu_{i} & =0 \\
\zeta \mu_{i}^{\prime \prime}+c \mu_{i}^{\prime} & -R_{r}(\theta, \alpha)\left[\left(M_{i}+F_{i}\right) \mu_{i}-F_{i+1} \mu_{i+1}\right]-\epsilon \tilde{k}(\theta) \mu_{i} & =0
\end{array}\right.
$$

with the boundary conditions $\left(\mathcal{L}_{N}\right)$. After a change of variable which will be defined later, and the functionalization (20) of $c$, we can define and use the topological degree for the corresponding operator.

Contrary to what was made in preceding studies, as in [35], the added terms are defined from functions already existing in the initial system $\left(\mathcal{S}_{0}\right)$, as in [19]. It allows us to preserve the monotonicity of variables, as it will be shown in the next section. Moreover, it makes simpler the homotopies which transform the system to one for which the topological degree can be evaluated.

As shown in Fig. 4, the sketch of the existence proof is as follows: we use the topological degree in order to prove the existence of solutions for ( $\delta_{\zeta, \epsilon, r}$ ) (Section 5) and we take the limits $r \rightarrow 0, \epsilon \rightarrow 0$ and $\zeta \rightarrow 0$ in order to prove existence of solutions for ( $\mathcal{S}_{N}$ ) (Section 6). These steps require a priori estimates, independent of the homotopy parameter $\tau$ for the first step and independent of $r, \epsilon$ and $\zeta$ for the second step. These estimates have a common part. Consequently, we begin with general estimates (Section 4), independent of all parameters $\tau, r, \epsilon$ and $\zeta$.

$$
\begin{aligned}
& \left(\mathcal{S}_{0}\right)+\left(\mathcal{L}_{0}\right) \\
& \kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha=0, \\
& D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+S^{m}=0, \\
& c \partial_{z} \psi+\tilde{R}_{S}(\theta, \alpha) \partial_{S} \psi=0, \quad S \geqslant 0 . \\
& N \rightarrow \infty \uparrow \text { discretization: Multi-fluid model } \\
& \left(\mathcal{S}_{N}\right)+\left(\mathcal{L}_{N}\right) \\
& \kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha \quad=0, \\
& D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+\tilde{R}_{S}(\theta, \alpha) \sum M_{i} \mu_{i} \quad=0, \\
& c \mu_{i}^{\prime} \quad-\tilde{R}_{S}(\theta, \alpha)\left[\left(M_{i}+F_{i}\right) \mu_{i}-F_{i+1} \mu_{i+1}\right]=0 . \\
& \begin{array}{l}
r \rightarrow 0 \\
\epsilon \rightarrow 0 \\
\zeta \rightarrow 0
\end{array} \quad \uparrow \quad \begin{array}{l}
\text { addition of a diffusion (turbulent mixing) } \\
\text { and small parameters }
\end{array} \\
& \left(\mathcal{S}_{\zeta, \epsilon, r}\right)+\left(\mathcal{L}_{N}\right) \\
& \kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k} \alpha \quad+\epsilon \tilde{k}(1-\theta-\alpha)=0, \\
& D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k} \alpha+R_{r} \sum M_{i} \mu_{i} \quad=0, \\
& \zeta \mu_{i}^{\prime \prime}+c \mu_{i}^{\prime} \quad-R_{r}\left[\left(M_{i}+F_{i}\right) \mu_{i}-F_{i+1} \mu_{i+1}\right]-\epsilon \tilde{k} \mu_{i} \quad=0, \\
& \text { change of variables } \\
& w=\left(\zeta \theta, \zeta \alpha, \zeta \mu_{1}, \ldots, \zeta \mu_{N}\right) \\
& \text { functionnalization of } c \\
& \left(\mathcal{S}_{r d}\right) \quad \text { a topological degree can be defined and used }
\end{aligned}
$$

Figure 4: Sketch of the proof.

## 4 A priori estimates

Here, we give a priori estimates independent of all the parameters $r, \epsilon$ and $\zeta$ and also of the homotopy parameter $\tau$ which will be introduced in the Section 5 . We then consider the following system:

$$
\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)\left\{\begin{array}{lr}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k} \alpha & +\epsilon \tilde{k}(1-\theta-\alpha)=0 \\
D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k} \alpha+(1-\tau) R_{r} \sum M_{i} \mu_{i} & =0 \\
\zeta \mu_{i}^{\prime \prime}+c \mu_{i}^{\prime} & -(1-\tau) R_{r}\left[\left(M_{i}+F_{i}\right) \mu_{i}-F_{i+1} \mu_{i+1}\right]-\epsilon \tilde{k} \mu_{i}
\end{array}\right.
$$

with the boundary conditions $\left(\mathcal{L}_{N}\right)$, with $0 \leqslant \tau \leqslant 1$, with a small non negative parameter $\epsilon$, with a small positive parameter $\zeta$ and with a Lewis number $\mathrm{Le}=\kappa / D$ larger than $1+p$, where $p$ is a non negative real and will be defined later, in order to prevent the condensation phenomena. Estimates given in this Section are general enough, so that they are used to have a priori estimates in the weighted Hölder space $C_{\mu}^{2+\delta}(\mathbb{R})$ independent of $\tau$ in order to prove existence of solution of system $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$ in Section 5 and to have a priori estimates in the Hölder space $C^{2+\delta}(\mathbb{R})$ independent of $r, \epsilon$ and $\zeta$ (or of $\epsilon$ and $\zeta$ for $r=0$ ) in order to pass to the limits $r \rightarrow 0, \epsilon \rightarrow 0$ and $\zeta \rightarrow 0$ in Section 6.

### 4.1 Preliminary lemmas

To prove monotonicity of functions or to determine a priori estimates, we use properties of differential equations given by the two following lemmas:

Lemma 4.1 Let I be the interval $]-\infty, b]$ or $]-\infty, b\left[\right.$. Let $u$ be a function in $C^{1+\delta}(\mathbb{R})$ and a a positive constant. If $u^{\prime}(z)+a u(z)$ is non negative for $z \in I$ then $u(z)$ is non negative for $z \in I$. If, moreover, $u^{\prime}(z)+a u(z)$ is positive for $\left.z \in\right]-\infty, x_{0}\left[\right.$ with $x_{0} \in I$, then $u(z)$ is positive for $z \in I$.

Proof. - We introduce the function $\Gamma(z)=u(z) \exp (a z)$ defined for $z \in I$. This function is $C^{1}$ with zero limit at $-\infty$ and $\Gamma^{\prime}(z)=\left[u^{\prime}(z)+a u(z)\right] \exp (a z)$. Studying the variations of $\Gamma$, we prove the lemma.

Lemma 4.2 Let a be a positive number, $g(z)$ a non negative continuous function defined for $z \in \mathbb{R}$ and $F(z, v)$ a continuous function defined for $(z, v) \in \mathbb{R}^{2}$. The function $F$ is assumed to be of the same sign as $v$ and such that:

$$
\forall v \geqslant 0 \quad \forall z \in \mathbb{R} \quad F(z, v) \leqslant f(z) v,
$$

where $f(z)$ is a non negative continuous function. Let $u$ be a function in $C^{2+\delta}(\mathbb{R})$ with non negative limits $u^{ \pm}$at $\pm \infty$ and solution of the equation:

$$
\begin{equation*}
\forall z \in \mathbb{R} \quad u^{\prime \prime}(z)+a u^{\prime}(z)-F(z, u(z))+g(z)=0 . \tag{23}
\end{equation*}
$$

We make one of these assumptions:

1. $g$ is the null function and $u^{+}$or $u^{-}$is not equal to zero.
2. $g$ is not the null function.

Then $u$ is positive.

Proof. - First, we show that $u$ is non negative. If it is not true, then $u$ reaches its negative minimum in a real $z_{m}$. So, in this point, we have:

$$
u^{\prime \prime}\left(z_{m}\right)=F\left(z_{m}, u\left(z_{m}\right)\right)-g\left(z_{m}\right), \quad u^{\prime \prime}\left(z_{m}\right) \geqslant 0, \quad u\left(z_{m}\right)<0
$$

Then $u^{\prime \prime}\left(z_{m}\right)$ is equal to zero. Let us suppose that $z_{m}$ is the biggest real for which $u$ reaches its minimum. Then, for a small positive real $b$ and for $\left.z \in] z_{m}, z_{m}+b\right], u(z)$ is negative and $u^{\prime}(z)$ is positive. So, because of the equation (23), $u^{\prime \prime}(z)$ is negative and then $u^{\prime}(z)$ is a decreasing function for $\left.\left.z \in\right] z_{m}, z_{m}+b\right]$. But it is inconsistent with the inequality $u^{\prime}\left(z_{m}\right)=0<u^{\prime}\left(z_{m}+b\right)$ and $u$ is necessarily non negative.

We can apply the maximum principle to $u$ because this function satisfies the inequality:

$$
u^{\prime \prime}(z)+a u^{\prime}(z)-f(z) u(z)+g(z)=F(z, u(z))-f(z) u(z) \leqslant 0 .
$$

If $u$ vanishes in a point, then $u$ is identically equal to 0 and $g$ is the null function. It is inconsistent with the assumptions and the lemma is proved.

### 4.2 Monotonicity

First, we give monotonicity properties of solutions of $\left(\delta_{\zeta, \epsilon, r, \tau}\right)$. Let introduce the variable $S_{\theta \alpha}$, the partial sums $S_{i}$ and their limits $S_{i}^{\infty}$ at $+\infty$ :

$$
S_{\theta \alpha}=\frac{\kappa}{D(1-\epsilon)}(1-\theta)-\alpha, \quad S_{i}=\sum_{j=i}^{N} \mu_{j}, \quad S_{i}^{\infty}=\sum_{j=i}^{N} \mu_{j}^{\infty} .
$$

We also introduce the number $p$ defined by:

$$
\begin{array}{ll}
p=\max \left\{\frac{\theta \tilde{Y}_{F s}^{\prime \prime}(\theta)}{\tilde{Y}_{F s}^{\prime}(\theta)}, \quad 0 \leqslant \theta \leqslant \theta_{e b}-\frac{\nu}{T_{*}-T_{0}}\right\} & \text { if } \theta_{e b}>\frac{\nu}{T_{*}-T_{0}} \\
p=0 & \text { if } \theta_{e b} \leqslant \frac{\nu}{T_{*}-T_{0}} .
\end{array}
$$

First, we give result of monotonicity for some variables:

Proposition 4.3 If, for $\tau \in[0,1], r \in[0,1], \epsilon \geqslant 0$ and $0<\zeta<D \leqslant \kappa$, such that and $\epsilon(1-\tau) \neq 0$, there exists a scalar $c$ and functions $\theta, \alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$, then:

$$
c>0, \quad 0<\alpha<1, \quad \forall i \quad \mu_{i}>0, \quad \forall i \quad S_{i}^{\prime}>0, \quad \theta^{\prime}<0, \quad S_{\theta \alpha}^{\prime}>0 .
$$

Moreover, if $D \leqslant \frac{\kappa}{1+p}$ then $\tilde{B}_{M}(\theta, \alpha)>0$.

Proof. - Let us first prove that $c$ is positive. Because $\theta_{c}$ is positive, there exists a real $z_{c}$ such that for $z \geqslant z_{c}, \theta(z)$ is smaller than $\theta_{c}$. Then the equation on $\theta^{\prime}$ can be solved for $z \geqslant z_{c}: \theta^{\prime}(z)=$ $\theta^{\prime}\left(z_{c}\right) \exp \left(-c\left(z-z_{c}\right) / k\right)$. But this function tends to zero when $z$ tends to $+\infty$ and because of the uniqueness for the corresponding Cauchy problem, we have $\theta^{\prime}\left(z_{c}\right) \neq 0$. Then $c$ is positive. Because of the invariance by translation, we can assume without lost of generality that $\theta(0)=\theta_{c}$ and:

$$
\begin{equation*}
\forall z \geqslant 0, \quad \theta(z)=\theta_{c} \exp \left(-\frac{c}{\kappa} z\right) . \tag{24}
\end{equation*}
$$

We now prove that the $\mu_{i}$ are positive. The function $R_{r}(\theta(z), \alpha(z))$ of $z$ is continuous and tends to $\phi \ln (1 / \delta)>0$ as $z$ tends to $-\infty$. We can apply Lemma 4.2, first for $\mu_{N}$, then for $\mu_{N-1}$, down to $\mu_{1}$. It proves that the $\mu_{i}$ are positive.

Then, we prove that $S_{i}$ is an increasing function. This function satisfies the following equation:

$$
\zeta S_{i}^{\prime \prime}+c S_{i}^{\prime}=(1-\tau) R_{r}(\theta, \alpha) \sum_{j=i}^{N} M_{j} \mu_{j}+(1-\tau) R_{r}(\theta, \alpha) F_{i} \mu_{i}+\epsilon \tilde{k}(\theta) S_{i}
$$

Consequently, the quantity $\zeta S_{i}^{\prime \prime}+c S_{i}^{\prime}$ is nonnegative and also positive for sufficiently small $z$, where $R_{r}(\theta(z), \alpha(z))$ and $\tilde{k}(\theta(z))$ are positive. Making use of Lemma 4.1, we obtain that $S_{i}^{\prime}$ is positive.

Applying Lemma 4.2 to $\alpha$, we show that $\alpha$ is positive. We now prove that $1-\alpha-\zeta / D S_{1}$ is non negative. This function is denoted $u$. The equations on $\alpha$ and $\mu_{i}$ of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ are integrated between $z$ and $+\infty$ and added. We obtain, for all $z \in \mathbb{R}$ :

$$
D u^{\prime}(z)+c u(z)=\int_{z}^{+\infty} \tilde{k}(\theta(x))\left[\alpha(x)+\epsilon S_{1}(x)\right] d x+c\left(1-\frac{\zeta}{D}\right) S_{1}(z) \leqslant 0 .
$$

Lemma 4.1 then shows that $u$ is non negative. So, we have the inequality:

$$
\alpha \leqslant 1-\frac{\zeta}{D} S_{1}<1 .
$$

Let us then show that $\theta$ is a decreasing function, smaller than $1: \theta^{\prime} \leqslant 0$ and $\theta \leqslant 1$. If there exists a real $z_{o}$ such that $\theta^{\prime}\left(z_{o}\right)>0$ and $\theta\left(z_{o}\right) \leqslant 1$, then we have $\theta^{\prime \prime}\left(z_{o}\right)<0$ because of the first equation of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$. So $\theta^{\prime}$ is decreasing around $z_{o}$. It is then easy to see that $\theta^{\prime}(z)$ is decreasing and positive and $\theta(z)$ is increasing and smaller than 1 for $z \leqslant z_{o}$. It is inconsistent with the limit of $\theta$ at $-\infty$. So, if $\theta(z)$ is smaller or equal to 1 then it is decreasing. We also have to get rid of the case:

$$
\begin{array}{ll}
\theta(z)>1 & \text { for } z<z_{o} \\
\theta(z) \leqslant 1, & \theta^{\prime}(z) \leqslant 0
\end{array} \text { for } z \geqslant z_{o} .
$$

In such a case, we denote $\psi$ the function $\theta+\alpha+\sum \mu_{i}-1$. This function $\psi(z)$ is positive for $z \leqslant z_{o}$ and its sign is not constant because of the equality $\int_{\mathbb{R}} \tilde{k}(\theta(x)) \psi(x) d x=0$, obtained through the integration on $\mathbb{R}$ and the sum of the equations of $\left(\delta_{\zeta, \epsilon, r, \tau}\right)$. So, we can introduce the first point $a$ where $\psi$ vanishes. The system $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ is integrated between $-\infty$ and $a$ and we sum all equations, thus giving:

$$
D \psi^{\prime}(a)+c \psi(a)=\epsilon \int_{-\infty}^{a} \tilde{k}(\theta(x)) \psi(x) d x-(\kappa-D) \theta^{\prime}(a)+(D-\zeta) S_{1}^{\prime}(a)>0
$$

Since $\psi(a)=0$, we obtain $\psi^{\prime}(a)>0$. But $\psi(z)$ is positive for $z<a$ and vanishes for $z=a$. The assumption made was then false and $\theta$ is decreasing.

We then prove that $\theta$ is strictly decreasing. Indeed if $\theta^{\prime}(z)$ vanishes, then $\theta^{\prime \prime}(z)$ is equal to zero. Because of the first equation of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ and because of the preceding results, we necessarily have $\theta(z) \leqslant \theta_{c}$ and $z \leqslant 0$. It is inconsistent with the equation (24). So, $\theta^{\prime}$ is negative.

Multiplying the first equation of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ by $1 /(1-\epsilon)$ and adding the second equation, we obtain the equation for $S_{\theta \alpha}$ :

$$
D S_{\theta \alpha}^{\prime \prime}+c S_{\theta \alpha}^{\prime}=-\frac{c}{1-\epsilon} \theta^{\prime}\left(\frac{\kappa}{D}-1\right)+\frac{\epsilon}{1-\epsilon} \tilde{k}(\theta)(1-\theta)+(1-\tau) R_{r}(\theta, \alpha) \sum M_{i} \mu_{i}
$$

So, the quantity $D S_{\theta \alpha}^{\prime \prime}(z)+c S_{\theta \alpha}^{\prime}(z)$ is non negative and positive for $z<0$. Applying Lemma 4.2, we obtain $S_{\theta \alpha}^{\prime}>0$.

Let note $y(z)=\tilde{Y}_{F s}(\theta(z))-(1-\omega) \alpha(z)$. We want to prove that this function is positive if $D \leqslant \frac{\kappa}{1+p}$. It satisfies the equation:

$$
D y^{\prime \prime}(z)+c y^{\prime}(z)-F(z, y(z))+g(z)=0
$$

with

$$
\begin{aligned}
& F(z, v)=\left(1+\frac{D(1-\epsilon)}{\kappa(1-\omega)} \tilde{Y}_{F s}^{\prime}(\theta(z))\right) \tilde{k}(\theta(z)) v \\
& \quad+(1-\tau)(1-\omega) \varphi \ln \left(1+\frac{v}{1-\tilde{Y}_{F s}(\theta(z))}\right)\left(1-\Phi\left(\frac{v}{r\left(1-\tilde{Y}_{F s}(\theta(z))\right)}\right)\right) \sum_{i=1}^{N} M_{i} \mu_{i}(z)
\end{aligned}
$$

and

$$
\begin{aligned}
g(z)= & -\theta^{\prime}(z)\left[D \theta^{\prime}(z) \tilde{Y}_{F s}^{\prime \prime}(\theta(z))+c\left(1-\frac{D}{\kappa}\right) \tilde{Y}_{F s}^{\prime}(\theta(z))\right] \\
& +\tilde{k}(\theta(z))\left[\tilde{Y}_{F s}(\theta(z))\left(1+\frac{(1-\epsilon) D}{(1-\omega) \kappa} \tilde{Y}_{F s}^{\prime}(\theta(z))\right)+\epsilon \frac{D}{\kappa}(1-\theta(z)) \tilde{Y}_{F s}^{\prime}(\theta(z))\right] .
\end{aligned}
$$

An integration of the $\theta$ equation between $z$ and $+\infty$ shows that $\kappa \theta^{\prime}+c \theta \geqslant 0$. We can then give a lower bound for $g$, independent of $c$ :

$$
g(z) \geqslant \theta^{\prime}(z)^{2}\left[\frac{\kappa-D}{\theta(z)} \tilde{Y}_{F s}^{\prime}(\theta(z))-D \tilde{Y}_{F s}^{\prime \prime}(\theta(z))\right]+\tilde{k}(\theta(z)) \tilde{Y}_{F s}(\theta(z))
$$

For $D \leqslant \frac{\kappa}{1+p}$, the $g$ function is non negative and is not the zero function since $g \geqslant \tilde{k}(\theta) \tilde{Y}_{F s}(\theta)$. We then can apply Lemma 4.2 which show that $y$ is positive. Consequently, the proposition is proved.

### 4.3 General estimates

From this subsection, $\alpha^{\infty}$ is supposed to be greater than $\theta_{c}$ and we introduce a real, $\left.\beta \in\right] 0,1[$, such that

$$
\begin{equation*}
\theta_{c}<\beta \alpha^{\infty}<\alpha^{\infty} \tag{25}
\end{equation*}
$$

This assumption is not very restrictive because $\theta_{c}$ can be chosen as small as we want and $\alpha^{\infty}>0$. Estimates independent of $r, \zeta, \epsilon$ and $\tau$, and also inequalities, useful for Section 6, are given in the following theorem:

Theorem 4.4 For $0 \leqslant r \leqslant 1,0<\zeta<D \leqslant \frac{\kappa}{1+p}, 0 \leqslant \epsilon \leqslant 1-\beta$ and $0 \leqslant \tau \leqslant 1$ such that $\epsilon(1-\tau) \neq 0$, there exists constants $M>0, c_{a}^{-}>0$ and $c^{+}$independent of $r, \zeta, \epsilon$ and $\tau$ and $M_{\zeta}>0$ independent of $r, \epsilon$ and $\tau$ such that, if there exists a scalar $c$ and functions $\theta, \alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ then:

$$
\|\theta\|_{C^{2+\delta}(\mathbb{R})} \leqslant M_{\zeta}, \quad\|\alpha\|_{C^{2+\delta}(\mathbb{R})} \leqslant M_{\zeta} \quad\left\|\mu_{i}\right\|_{C^{2+\delta}(\mathbb{R})} \leqslant M_{\zeta} \quad c_{a}^{-} \leqslant c \leqslant c^{+}
$$

and, for $r=0$ :

$$
\|\theta\|_{C^{2+\delta}(\mathbb{R})} \leqslant M, \quad\|\alpha\|_{C^{2+\delta}(\mathbb{R})} \leqslant M \quad\left\|\mu_{i}\right\|_{C^{2+\delta}(\mathbb{R})} \leqslant M
$$

If we choose $\theta(0)=\theta_{c}$, we also have the inequalities:

$$
\begin{align*}
& (1-\epsilon)\left(\alpha^{\infty}-\alpha\right) \leqslant \theta,  \tag{26}\\
& \forall i \in\{1, \ldots, N\}, \quad \sum_{j=i}^{N} \prod_{k=j+1}^{N}\left(1+\frac{F_{k}}{M_{k}}\right)\left(\mu_{j}^{\infty}-\mu_{j}\right) \geqslant 0,  \tag{27}\\
& \forall z \in \mathbb{R}^{+}, \quad \forall i \in\{1, \ldots, N\}, \quad 0 \leqslant S_{i}^{\infty}-S_{i} \leqslant\left(1+\frac{F_{i}}{M_{i}}\right)\left(\theta(z)-\alpha^{\infty}+\alpha(z)\right),  \tag{28}\\
& \forall z \in \mathbb{R}^{+}, \quad \theta(z)+\alpha(z)+S_{1}(z) \geqslant 1 . \tag{29}
\end{align*}
$$

Proof. - We already know, because of Proposition (4.3), that $c$ is positive, $\theta$ and $\sum \mu_{i}$ are monotone and $\alpha$ and all the $\mu_{i}$ are positive and bounded.

We now give an estimate for $\theta^{\prime}$, distinguishing two cases: $c \geqslant 1$ and $c<1$. If $c$ is bigger than 1 , then $\theta^{\prime}(z)$ reaches its minimum at $z=z_{m}$ and for all $z \in \mathbb{R}$, we have:

$$
\left|\theta^{\prime}(z)\right| \leqslant\left|\theta^{\prime}\left(z_{m}\right)\right|=\left|-\frac{1-\epsilon}{c} \tilde{k}\left(\theta\left(z_{m}\right)\right) \alpha\left(z_{m}\right)-\frac{\epsilon}{c} \tilde{k}\left(\theta\left(z_{m}\right)\right)\left[1-\theta\left(z_{m}\right)\right]\right| \leqslant \tilde{k}(1)
$$

Thus, this involves that $\left|\theta^{\prime}\right|$ is smaller than $\tilde{k}(1)$.
If $c$ is smaller than 1 , suppose that $\theta^{\prime}(z)>\tilde{k}(1)$, for a $z \in \mathbb{R}$. We define $z_{o}$ as the biggest real, smaller than $z$ and such that $\left|\theta^{\prime}\left(z_{o}\right)\right|=\tilde{k}(1)$. So, for $x \in\left[z_{o}, z\right],\left|\theta^{\prime}(x)\right|$ is bigger than $\tilde{k}(\theta(x))$. The first equation of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ is then integrated between $z_{o}$ and $z$ :

$$
\begin{equation*}
\left|\theta^{\prime}(z)\right|=\left|\theta^{\prime}\left(z_{o}\right)-\frac{c}{\kappa}\left[\theta(z)-\theta\left(z_{o}\right)\right]-\frac{1-\epsilon}{\kappa} \int_{z_{o}}^{z} \tilde{k}(\theta(y)) \alpha(y) d y-\frac{\epsilon}{\kappa} \int_{z_{o}}^{z} \tilde{k}(\theta(y))(1-\theta(y)) d y\right| . \tag{30}
\end{equation*}
$$

The term $\left|\theta^{\prime}\left(z_{o}\right)\right|$ is upperly bounded by $\tilde{k}(1), c$ by $1,\left|\theta(z)-\theta\left(z_{o}\right)\right|$ by $1,|\alpha(y)|$ by 1 and $\tilde{k}(\theta(y))$ by $\left|\theta^{\prime}(y)\right|$. Then, in all the cases, $\left|\theta^{\prime}\right|$ is upperly bounded by $\tilde{k}(1)+\frac{2}{\kappa}$.

As in the proof of Proposition 4.3, we choose $\theta(0)=\theta_{c}$. Then $c$ can be evaluated from $\theta^{\prime}(0)$ :

$$
c=\frac{-\theta^{\prime}(0)}{\theta_{c}} .
$$

With what precedes, we have the upper bound for the wave velocity:

$$
\begin{equation*}
c \leqslant c^{+}=\frac{\kappa \tilde{k}(1)+2}{\theta_{c}} . \tag{31}
\end{equation*}
$$

In order to have a lower bound for $c$, we first show the inequality $\theta+(1-\epsilon) \alpha \geqslant(1-\epsilon) \alpha^{\infty}$. The first equation of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ and the second multiplied by $1-\epsilon$ are integrated between $z$ and $+\infty$ and added. With $u=\theta+(1-\epsilon)\left(\alpha-\alpha^{\infty}\right)$, we obtain:

$$
D u^{\prime}+c u \geqslant-(\kappa-D) \theta^{\prime} \geqslant 0 .
$$

Because of Lemma 4.1, $u$ is necessarily non negative and $\theta+(1-\epsilon) \alpha \geqslant(1-\epsilon) \alpha^{\infty}$. So:

$$
(1-\epsilon) \alpha \geqslant\left[(1-\epsilon) \alpha^{\infty}-\theta\right]^{+} .
$$

The first equation of $\left(\delta_{\zeta, \epsilon, r, \tau}\right)$ is then multiplied by $\theta^{\prime}$ and integrated on $\mathbb{R}$. With the preceding inequality, we obtain:

$$
\begin{aligned}
c \int_{\mathbb{R}}\left(\theta^{\prime}(x)\right)^{2} d x & \geqslant-\int_{\mathbb{R}} \tilde{k}(\theta(x))\left[(1-\epsilon) \alpha^{\infty}-\theta(x)\right]^{+} \theta^{\prime}(x) d x-\epsilon \int_{\mathbb{R}} \tilde{k}(\theta(x))(1-\theta(x)) \theta^{\prime}(x) d x, \\
& \geqslant \int_{0}^{(1-\epsilon) \alpha^{\infty}} \tilde{k}(y)\left[(1-\epsilon) \alpha^{\infty}-y\right] d y+\epsilon \int_{0}^{1} \tilde{k}(y)(1-y) d y .
\end{aligned}
$$

With the assumption (25) and the estimates of $\theta^{\prime}$, we find the lower bound for $c$ :

$$
\begin{equation*}
c \geqslant c_{a}^{-}=\frac{\kappa}{2+\kappa \tilde{k}(1)} \int_{\theta_{c}}^{\beta \alpha^{\infty}} \tilde{k}(y)\left[\beta \alpha^{\infty}-y\right] d y>0 . \tag{32}
\end{equation*}
$$

In order to have estimates in $C^{2+\delta}(\mathbb{R})$, we can give here estimates in $C^{3}(\mathbb{R})$, because the solutions in $C^{2+\delta}(\mathbb{R})$ of $\left(\mathcal{S}_{r, \epsilon, \zeta, \tau}\right)$ are necessarily regular. With the lower bound of $c$ and bounds of $\theta, \theta^{\prime}, \alpha$ and $\mu_{i}$, it is then easy to prove that $\alpha^{\prime}, \mu_{i}^{\prime}, \alpha^{\prime \prime}, \theta^{\prime \prime}$ and $\theta^{\prime \prime \prime}$ are bounded independently of $r, \zeta, \epsilon$ and $\tau$. We also prove that $\mu_{i}^{\prime \prime}$ has bounds independent of $r, \epsilon$ and $\tau$, but dependent of $\zeta$. For $r>0$, we have to derive the equations on $\alpha$ and $\mu_{i}$ and to give a bound, independent of $r, \epsilon$ and $\tau$ of the $R_{r}(\theta(z), \alpha(z))$ derivative in order to have estimates of $\alpha^{\prime \prime \prime}$ and $\mu_{i}^{\prime \prime \prime}$. This function can be rewritten:

$$
R_{r}(\theta(z), \alpha(z))=\varphi \psi_{r}\left(\tilde{B}_{M}(\theta(z), \alpha(z))\right), \quad \psi_{r}(x)=\left(1-\Phi\left(\frac{x}{r}\right)\right) \ln (1+x)
$$

But $\tilde{B}_{M}(\theta(z), \alpha(z))$ is positive and smaller than $1+\frac{1}{\delta}$ and its derivative is bounded independently of all parameters. Moreover, $\psi_{r}^{\prime}(x)$ is bounded independently of $r$ for $x \in\left[0,1+\frac{1}{\delta}\right]$ :

$$
\begin{aligned}
0 \leqslant \psi_{r}^{\prime}(x) & =\frac{1-\Phi\left(\frac{x}{r}\right)}{1+x}-\frac{x}{r} \Phi^{\prime}\left(\frac{x}{r}\right) \frac{\ln (1+x)}{x} \\
& \left.\left.\leqslant 1+\max \left\{y \Phi^{\prime}(y), y \in[0,1]\right\} \times \max \left\{\frac{\ln (1+x)}{x}, x \in\right] 0,1+\frac{1}{\delta}\right]\right\} .
\end{aligned}
$$

It allows us to prove the first estimates of the theorem.
For $r=0$, because $\tilde{B}_{M}>0$, the function $R_{0}(\theta(z), \alpha(z))$ is regular for $z \in \mathbb{R}$ and it is easy to prove that $\alpha^{\prime \prime \prime}, \mu_{i}^{\prime \prime}, \mu_{i}^{\prime \prime \prime}$ are bounded independently of $\zeta, \epsilon$ and $\tau$ (for $\mu_{i}^{\prime \prime}, \mu_{i}^{\prime \prime \prime}$, we use the first and second derivative of the $\mu_{i}$ equation and we evaluate the maximum and the minimum of these functions), thus showing the second estimates of the theorem.

The inequality (27) is proved thanks to Lemma 4.1. Indeed, let us denote

$$
u=\sum_{j=i}^{N} \prod_{k=j+1}^{N}\left(1+\frac{F_{k}}{M_{k}}\right)\left(\mu_{j}^{\infty}-\mu_{j}\right) .
$$

Multiplying the equations on the $\mu_{i}$ of $\left(\delta_{\zeta, \epsilon, r, \tau}\right)$ for the index $i$ to $N$ by $\prod_{k=j+1}^{N}\left(1+\frac{F_{k}}{M_{k}}\right)$, and integrating there sum between $z$ and $+\infty$, the equation on $u$ appears:

$$
\zeta u^{\prime}(z)+c(u(+\infty)-u(z))=\left(M_{i}+F_{i}\right) \prod_{k=1}^{N}\left(1+\frac{F_{k}}{M_{k}}\right)(1-\tau) \int_{z}^{+\infty} R_{r}(\theta(y), \alpha(y)) \mu_{i}(y) d y \geqslant 0
$$

and the inequality is shown.
Let us then show inequality (28). Let us denote $v(z)$ the function defined by:

$$
v(z)=\frac{M_{i}}{F_{i}+M_{i}}\left(S_{i}^{\infty}-S_{i}(z)\right)+\alpha^{\infty}-\alpha(z)-\theta(z) .
$$

We then multiply by $\frac{M_{i}}{F_{i}+M_{i}}$ the equations on $\mu_{i}$ in $\left(\delta_{\zeta, \epsilon, r, \tau}\right)$ for the index $i$ to $N$, integrate these equations as well as first and second equations of $\left(\mathcal{S}_{\zeta, \epsilon, \tau, \tau}\right)$ between $z$ and $+\infty$, and sum up all these equations. We finally get the following equation for $v$ :

$$
\begin{aligned}
D v^{\prime}(z) & +c v(z)+\epsilon \int_{z}^{+\infty} \tilde{k}(\theta(y)) v(y) d y=(\kappa-D) \theta^{\prime}(z)+(\zeta-D) \frac{M_{i}}{F_{i}+M_{i}} S_{i}^{\prime}(z) \\
& -\left[\frac{F_{i}}{F_{i}+M_{i}} S_{i}^{\infty}+\sum_{k=1}^{i-1} \mu_{k}^{\infty}\right] \epsilon \int_{z}^{+\infty} \tilde{k}(\theta(y)) d y \\
& -(1-\tau) \int_{z}^{+\infty} R_{r}(\theta(y), \alpha(y))\left[\sum_{k=1}^{i-1} M_{k} \mu_{k}(y)+\sum_{k=i+1}^{N} \frac{F_{i}}{F_{i}+M_{i}} M_{k} \mu_{k}(y)\right] d y .
\end{aligned}
$$

Because $\theta$ and $S_{i}$ are decreasing and because of the inequality $\zeta \leqslant D \leqslant \kappa$, the function defined by the left hand side of the preceding equation is then non positive. If $v(0)$ is positive, then $v^{\prime}(0)$ is negative, and necessarily, $v(z)$ is positive and decreasing for $z \leqslant 0$. It is impossible because $v$ has a non positive limit at $-\infty$. So, $v(0)$ is non positive, and for $z \geqslant 0$, we have $D v^{\prime}(z)+c v(z) \leqslant 0$. As for Lemma 4.1, introducing the function $\Gamma(z)=u(z) \exp (a z)$, we prove that $v(z) \leqslant 0$ for $z \geqslant 0$ and inequality (28) is proved.

Let us now turn to inequality (29). We note $w=1-\theta-\alpha-S_{1}$. Integrating the equations of ( $\mathcal{S}_{\zeta, \epsilon, r, \tau}$ ) between $z$ and $+\infty$, and adding, the equation on $w$ yields:

$$
D w^{\prime}(z)+c w(z)+\epsilon \int_{z}^{+\infty} \tilde{k}(\theta(y)) w(y) d y=(\kappa-D) \theta^{\prime}(z)-(D-\zeta) S_{1}^{\prime}(z) \leqslant 0 .
$$

As for $v$, we then prove that $w(z) \leqslant 0$ for $z \geqslant 0$. The theorem is then proved.

### 4.4 Behavior of solutions at infinity

We have suggested in the section 3, that a change of variables will be done in order to be able to define the topological degree. This change of variable is defined in the subsection 5.3. But for that, we have to show that the functions $\theta, \alpha$ and $\mu_{i}$, solutions of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$ are exponentially decreasing; this behavior is characterized in the following Proposition:

Proposition 4.5 If the scalar $c$ and the functions $\theta$, $\alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ are solution of $\left(\mathcal{S}_{\zeta, \epsilon, r, \tau}\right)$, then, for $z$ greater than $z_{c}=\theta^{-1}\left(\theta_{c}\right)$, we have:

$$
\begin{aligned}
& \theta(z) \leqslant \theta_{c} \exp \left(-\frac{c_{a}^{-}}{\kappa}\left(z-z_{c}\right)\right), \quad\left|\alpha^{\infty}-\alpha(z)\right| \leqslant \max \left\{\frac{1}{1-\epsilon}, \mathcal{N}\right\} \theta_{c} \exp \left(-\frac{c_{a}^{-}}{\kappa}\left(z-z_{c}\right)\right), \\
& \forall i \in\{1, \ldots, N\}, \quad 0 \leqslant S_{i}^{\infty}-S_{i}(z) \leqslant(1+\mathcal{N})\left(1+\frac{F_{i}}{M_{i}}\right) \theta_{c} \exp \left(-\frac{c_{a}^{-}}{\kappa}\left(z-z_{c}\right)\right), \\
& \forall i \in\{1, \ldots, N-1\}, \quad\left|\mu_{i}^{\infty}-\mu_{i}(z)\right| \leqslant\left(2+\frac{F_{i}}{M_{i}}+\frac{F_{i+1}}{M_{i+1}}\right)(1+\mathcal{N}) \theta_{c} \exp \left(-\frac{c_{a}^{-}}{\kappa}\left(z-z_{c}\right)\right),
\end{aligned}
$$

with $\mathcal{N}=\sup _{x \in[0,1]} \tilde{Y}_{F s}(x)$.
Proof. - We have already remarked that, for $z \geqslant z_{c}, \theta(z)=\theta_{c} \exp \left(-c\left(z-z_{c}\right) / \kappa\right)$ and the first inequality is proved, thanks to Theorem 4.4.

Theorem 4.4 also gives the result: $(1-\epsilon)\left(\alpha^{\infty}-\alpha\right) \leqslant \theta$. Because of Proposition 4.3, we have: $\alpha-\alpha^{\infty} \leqslant \tilde{Y}_{F s}(\theta)-\tilde{Y}_{F s}(0) \leqslant \mathcal{N} \theta$. The second inequality is then proved.

The third inequality is easy to prove from (28) and the last inequality is due to $\mu_{i}=S_{i}-S_{i+1}$.

## 5 Existence result for the system $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$

In this section, the parameters $\zeta, \epsilon$ and $r$ are supposed fixed such that:

$$
0<\zeta<D \leqslant \frac{\kappa}{1+p}, \quad 0<\epsilon \leqslant 1-\beta, \quad 0<r \leqslant 1 .
$$

Moreover, we denote $\Phi$, a $C^{\infty}$ function with the property (22), and $E$, the space:

$$
E=\left\{v, \quad \Phi-v \in C_{\mu}^{2+\delta}(\mathbb{R})\right\}
$$

We then want to prove the existence of a solution of the system $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$. For that, we evaluate the topological degree of the corresponding operator of this system, using two continuous transformations, leading us to a simpler system. The first transformation is defined by the operator $A_{\tau}$ :

$$
A_{\tau}\left(\begin{array}{c}
\theta  \tag{33}\\
\alpha \\
\mu_{1} \\
\vdots \\
\mu_{N}
\end{array}\right)=\left(\begin{array}{c}
\kappa \theta^{\prime \prime} \\
D \alpha^{\prime \prime} \\
\zeta \mu_{1}^{\prime \prime} \\
\vdots \\
\zeta \mu_{N}^{\prime \prime}
\end{array}\right)+c\left(\begin{array}{c}
\theta^{\prime} \\
\alpha^{\prime} \\
\mu_{1}^{\prime} \\
\vdots \\
\mu_{N}^{\prime}
\end{array}\right)+\left(\begin{array}{l}
\tilde{k}(\theta) \alpha+\epsilon \tilde{k}(\theta)(1-\theta-\alpha) \\
-\tilde{k}(\theta) \alpha+(1-\tau) R_{r}(\theta, \alpha) \sum M_{i} \mu_{i} \\
-(1-\tau) R_{r}(\theta, \alpha)\left[\left(M_{1}+F_{1}\right) \mu_{1}-F_{2} \mu_{2}\right]-\epsilon \tilde{k}(\theta) \mu_{1} \\
\vdots \\
-(1-\tau) R_{r}(\theta, \alpha)\left(M_{N}+F_{N}\right) \mu_{N}-\epsilon \tilde{k}(\theta) \mu_{N}
\end{array}\right) .
$$

The second transformation is defined by the operator $B_{\tau}$ :

$$
B_{\tau}\left(\begin{array}{c}
\theta  \tag{34}\\
\alpha \\
\mu_{1} \\
\vdots \\
\mu_{N}
\end{array}\right)=\left(\begin{array}{c}
\kappa \theta^{\prime \prime} \\
D_{\tau} \alpha^{\prime \prime} \\
\zeta_{\tau} \mu_{1}^{\prime \prime} \\
\vdots \\
\zeta_{\tau} \mu_{N}^{\prime \prime}
\end{array}\right)+c\left(\begin{array}{c}
\theta^{\prime} \\
\alpha^{\prime} \\
\mu_{1}^{\prime} \\
\vdots \\
\mu_{N}^{\prime}
\end{array}\right)+\left(\begin{array}{l}
\tilde{k}(\theta) \alpha+\epsilon_{\tau} \tilde{k}(\theta)(1-\theta-\alpha) \\
-\tilde{k}(\theta) \alpha \\
-\epsilon_{\tau} \tilde{k}(\theta) \mu_{1} \\
\vdots \\
-\epsilon_{\tau} \tilde{k}(\theta) \mu_{N}
\end{array}\right)
$$

with $\epsilon_{\tau}=\tau+(1-\tau) \epsilon, D_{\tau}=\kappa \tau+(1-\tau) D$ and $\zeta_{\tau}=\kappa \tau+(1-\tau) \zeta$.
The system $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$ is then $A_{0} w=0$. First, we see that these transformations yield to a simpler system $B_{1} w=0$, for which the existence and the uniqueness of solutions have already been proved. We then show how to define and use the topological degree. Finally, we give estimates in the weighted Hölder space which allow us to prove the existence of solutions for $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$.

### 5.1 Existence and uniqueness for the transformed system

Let us begin with an investigation of system $B_{1} w=0$ :

Proposition 5.1 Up to a translation, there exists only one solution $c, \theta, \alpha, \mu_{i}$ of the system:

$$
\left\{\begin{array}{l}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta)(1-\theta)=0  \tag{35}\\
\kappa \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha=0 \\
\kappa \mu_{i}^{\prime \prime}+c \mu_{i}^{\prime}-\tilde{k}(\theta) \mu_{i}=0
\end{array}\right.
$$

such that $\theta,\left(\alpha^{\infty}-\alpha\right) / \alpha^{\infty}$ and $\left(\mu_{i}^{\infty}-\mu_{i}\right) / \mu_{i}^{\infty}$ are in $E$.
Proof. - The proof comes from the existence and the uniqueness, up to a translation, of the solution $c \in \mathbb{R}$ and $\theta \in E$ of:

$$
\begin{equation*}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta)(1-\theta)=0 . \tag{36}
\end{equation*}
$$

The unique solution of (35) is then $c, \theta, \alpha=\alpha^{\infty}(1-\theta), \mu_{i}=\mu_{i}^{\infty}(1-\theta)$.

### 5.2 Estimates in the Hölder space

Estimates independent of $\tau$ are given by Theorem 4.4 for solutions of $A_{\tau}(\theta, \alpha, \mu)=0$ and their behavior at $+\infty$ is given by Proposition 4.5. Let us give similar results for solutions of $B_{\tau}(\theta, \alpha, \mu)=0$. First, we give monotonicity properties:

Proposition 5.2 If, for $0 \leqslant \tau \leqslant 1$, there exists a scalar $c$ and functions $\theta$, $\alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of $B_{\tau}(\theta, \alpha, \mu)=0$, then:

$$
c>0, \quad \alpha^{\prime}>0, \quad \forall i \quad \mu_{i}^{\prime} \geqslant 0, \quad \theta^{\prime}<0 .
$$

Proof. - As for Proposition 4.3, we prove that $c>0$. We then apply Lemma 4.2 in order to prove that $\alpha>0$ and $\mu_{i} \geqslant 0$ and Lemma 4.1 in order to prove that $\theta$ is decreasing and $\alpha, \mu_{i}$ are increasing.

The a priori estimates and behavior at $+\infty$ are then given by the following theorem:
Theorem 5.3 There exists $M>0, c_{b}^{-}>0$ and $c^{+}$such that, for each $\tau \in[0,1]$, if there exists a scalar $c$ and functions $\theta, \alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of $B_{\tau}(\theta, \alpha, \mu)=0$ then:

$$
\|\theta\|_{C^{2+\delta}(\mathbb{R})} \leqslant M, \quad\|\alpha\|_{C^{2+\delta}(\mathbb{R})} \leqslant M \quad\left\|\mu_{i}\right\|_{C^{2+\delta}(\mathbb{R})} \leqslant M \quad c_{b}^{-} \leqslant c \leqslant c^{+} .
$$

Moreover, if $z_{c}=\theta^{-1}\left(\theta_{c}\right)$, the behavior of the functions at $+\infty$ is given, for $z \geqslant z_{c}$, by:

$$
\begin{array}{ll}
\theta(z) & =\theta_{c} \exp \left(-\frac{c}{\kappa}\left(z-z_{c}\right)\right)
\end{array} \begin{aligned}
& \alpha^{\infty}-\alpha(z)=\alpha\left(z_{c}\right) \exp \left(-\frac{c_{b}^{-}}{\kappa}\left(z-z_{c}\right)\right) \\
& D_{\tau} \\
& \left.\left.\mu_{i}^{\infty}-\mu_{i}(z)=z_{c}\right)\right) \tag{39}
\end{aligned}
$$

Proof. - As for Theorem 4.4, we prove that $\left|\theta^{\prime}\right|$ is upperly bounded by $\tilde{k}(1)+\frac{2}{\kappa}$ and then that $c$ is upperly bounded by $c^{+}=(\kappa \tilde{k}(1)+2) / \theta_{c}$.

We have also $\theta \geqslant\left(1-\epsilon_{\tau}\right)\left(\alpha^{\infty}-\alpha\right)$ and we then obtain, integrating the first equation of $B_{\tau}(\theta, \alpha, \mu)=0$ multiplied by $\theta^{\prime}$ :

$$
\begin{aligned}
c \int_{\mathbb{R}}\left(\theta^{\prime}(x)\right)^{2} d x & \geqslant \int_{0}^{\left(1-\epsilon_{\tau}\right) \alpha^{\infty}} \tilde{k}(y)\left[\left(1-\epsilon_{\tau}\right) \alpha^{\infty}-y\right] d y+\epsilon_{\tau} \int_{0}^{1} \tilde{k}(y)(1-y) d y \\
& \geqslant \epsilon \int_{0}^{1} \tilde{k}(y)(1-y) d y .
\end{aligned}
$$

Then we give a lower bound for $c$ :

$$
c \geqslant c_{b}^{-}=\frac{\kappa \epsilon}{2+\kappa \tilde{k}(1)} \int_{0}^{1} \tilde{k}(y)(1-y) d y .
$$

It is then easy to prove that $\alpha^{\prime}, \mu_{i}^{\prime}, \alpha^{\prime \prime}, \mu_{i}^{\prime \prime}, \theta^{\prime \prime}$ and also $\theta^{\prime \prime \prime}, \alpha^{\prime \prime \prime}, \mu_{i}^{\prime \prime \prime}$ are bounded independently of $\tau$.
The behavior of functions at $+\infty$ is easy to see and the theorem is proved.

### 5.3 Definition of the topological degree

In this subsection, we define the topological degree for the considered operators $A_{\tau}$ and $B_{\tau}$, after a change of variables. Let introduce a real $\lambda$ such that

$$
0<\lambda<\frac{c^{-}}{\kappa}, \quad c^{-}=\min \left\{c_{a}^{-}, c_{b}^{-}\right\}>0
$$

where $c_{a}^{-}$and $c_{b}^{-}$are the lower bounds for the wave velocities introduced in Theorem 4.4 and in Theorem 5.3. Let $\xi$ denote the function defined by $\xi(z)=\exp (\lambda(1-\Phi(z)) z)$, where $\Phi$ is a $C^{\infty}$ function described by (22). The change of variables is given by:

$$
\begin{equation*}
t=\xi \theta, \quad a=\xi \frac{\alpha^{\infty}-\alpha}{\alpha^{\infty}}, \quad m_{i}=\xi \frac{\mu_{i}^{\infty}-\mu_{i}}{\mu_{i}^{\infty}} \tag{40}
\end{equation*}
$$

Then, we have:

$$
\begin{array}{llll}
\forall z \leqslant 0 & t(z)=\theta(z) & a(z)=\frac{\alpha^{\infty}-\alpha(z)}{\alpha^{\infty}} & m_{i}(z)=\frac{\mu_{i}^{\infty}-\mu_{i}(z)}{\mu_{i}^{\infty}} \\
\forall z \geqslant 1 & t(z)=\theta(z) e^{\lambda z} & a(z)=\frac{\alpha^{\infty}-\alpha(z)}{\alpha^{\infty}} e^{\lambda z} & m_{i}(z)=\frac{\mu_{i}^{\infty}-\mu_{i}(z)}{\mu_{i}^{\infty}} e^{\lambda z} \tag{42}
\end{array}
$$

For solutions of $A_{\tau}(\theta, \alpha, \mu)=0$ or of $B_{\tau}(\theta, \alpha, \mu)=0$ in the weighted Hölder space, $\theta$ is necessarily decreasing and we can define $z_{c}=\theta^{-1}\left(\theta_{c}\right)$. Because of Proposition 4.5 for $A_{\tau}$ and Theorem 5.3 of $B_{\tau}$, we know that there exists a constant $\mathcal{C}$, independent of $\tau$, such that if $z \geqslant z_{c}$ and $z \geqslant 1$, then:

$$
\begin{align*}
& t(z) \leqslant \mathcal{C} \exp \left(\frac{c^{-}}{\kappa} z_{c}\right) \exp \left(\left(\lambda-\frac{c^{-}}{\kappa}\right) z\right) \\
& |a(x)| \leqslant \mathcal{C} \exp \left(\frac{c^{-}}{\kappa} z_{c}\right) \exp \left(\left(\lambda-\frac{c^{-}}{\kappa}\right) z\right)  \tag{43}\\
& \left|m_{i}(x)\right| \leqslant \mathcal{C} \exp \left(\frac{c^{-}}{\kappa} z_{c}\right) \exp \left(\left(\lambda-\frac{c^{-}}{\kappa}\right) z\right)
\end{align*}
$$

After change of variables in $A_{\tau}(\theta, \alpha, \mu)=0$, the obtained system is:

$$
\left\{\begin{array}{l}
\kappa t^{\prime \prime}+\left(c-2 \kappa l_{1}\right) t^{\prime}+\left[\left(2 l_{1}^{2}-l_{2}\right) \kappa-l_{1} c\right] t+F_{1}(t, a)=0  \tag{44}\\
D a^{\prime \prime}+\left(c-2 D l_{1}\right) a^{\prime}+\left[\left(2 l_{1}^{2}-l_{2}\right) D-l_{1} c\right] a+F_{2}(t, a, m)=0 \\
\zeta m_{i}^{\prime \prime}+\left(c-2 \zeta l_{1}\right) m_{i}^{\prime}+\left[\left(2 l_{1}^{2}-l_{2}\right) \zeta-l_{1} c\right] m_{i}+F_{3}(t, a, m)=0
\end{array}\right.
$$

with $l_{1}=\xi^{\prime} / \xi, l_{2}=\xi^{\prime \prime} / \xi$ and

$$
\begin{aligned}
F_{1}(t, a)= & \tilde{k}\left(\frac{t}{\xi}\right)\left[(1-\epsilon) \alpha^{\infty}(\xi-a)+\epsilon(\xi-t)\right] \\
F_{2}(t, a, m)= & \tilde{k}\left(\frac{t}{\xi}\right)(\xi-a)-(1-\tau) R_{r}\left(\frac{t}{\xi}, \alpha^{\infty}\left(1-\frac{a}{\xi}\right)\right) \sum M_{i} \frac{\mu_{i}^{\infty}}{\alpha^{\infty}}\left(\xi-\mathrm{m}_{i}\right) \\
F_{3}(t, a, m)= & (1-\tau) R_{r}\left(\frac{t}{\xi}, \alpha^{\infty}\left(1-\frac{a}{\xi}\right)\right)\left[\left(M_{i}+F_{i}\right)\left(\xi-m_{i}\right)-F_{i+1} \frac{\mu_{i+1}^{\infty}}{\mu_{i}^{\infty}}\left(\xi-m_{i+1}\right)\right] \\
& +\epsilon \tilde{k}\left(\frac{t}{\xi}\right)\left(\xi-m_{i}\right)
\end{aligned}
$$

Let note $\tilde{A}_{\tau}$ the corresponding operator to (44), with the functional $c(t, a, m)$, defined by (20), replacing $c$. The problems $A_{\tau}(\theta, \alpha, m)=0$ and $\tilde{A}_{\tau}(t, a, m)=0$ are then equivalent because of (41) and (43). For the operator $B_{\tau}$, we can also define the operator $\tilde{B}_{\tau}$ by the same change of variables and the problems $B_{\tau}(\theta, \alpha, m)=0$ and $\tilde{B}_{\tau}(t, a, m)=0$ are also equivalent.

For $z \geqslant 1, l_{1}(z)=\lambda$ and $l_{2}(z)=\lambda^{2}$, and because of the choice of $\lambda$, we know that $\lambda(\kappa \lambda-c)<0$, $\lambda(D \lambda-c)<0$ and $\lambda(\zeta \lambda-c)<0$. For the operator $\tilde{A}_{\tau}$ and also for the operator $\tilde{B}_{\tau}$, the condition (21) is then valid and we can define the topological degree. These operators are homotopies.

### 5.4 Estimates in the weighted Hölder space

In order to find a priori estimates in the weighted Hölder space, we first prove that there is no 'infinite translation' of the solutions of $A_{\tau}(\theta, \alpha, m)$ and $B_{\tau}(\theta, \alpha, m)$, when $\tau$ varies. It means, for example, that the real $z_{c}$ for which $\theta\left(z_{c}\right)=\theta_{c}$ has bounds, independent of $\tau$. It is due to the choice of the functional $c(w)$. Then, the behavior of the solutions at $\pm \infty$ allows us to find the estimates.

Let note $\mathcal{L}=1+1 /\left(\alpha^{\infty}\right)^{2}+1 / \sum\left(\mu_{i}^{\infty}\right)^{2}$. Up to an eventual translation, we can choose $\sigma$ such that

$$
\begin{equation*}
\int_{-\infty}^{0} \sigma(z) d z<\frac{\exp \left(c^{-}\right)}{\mathcal{L}} \tag{45}
\end{equation*}
$$

Lemma 5.4 For solution $\theta, \alpha, m_{i}$ of $A_{\tau}(\theta, \alpha, m)=0$ or of $B_{\tau}(\theta, \alpha, m)=0$, the real $z_{c}=\theta^{-1}\left(\theta_{c}\right)$ is bounded independently of $\tau \in[0,1]$.

Proof. - The functional $c$ is defined by:

$$
c(t, a, m)=\ln \left(\int_{\mathbb{R}}\left[t^{2}(z)+a^{2}(z)+\sum_{i} m_{i}^{2}(z)\right] \sigma(z) d z\right)
$$

In the variables $\theta, \alpha$ and $\mu_{i}$ :

$$
\begin{aligned}
\tilde{c}(\theta, \alpha, \mu) & =c\left(\xi \theta, \xi\left(\frac{\alpha^{\infty}-\alpha}{\alpha^{\infty}}\right), \xi\left(\frac{\mu_{1}^{\infty}-\mu_{1}}{\mu_{1}^{\infty}}\right), \ldots, \xi\left(\frac{\mu_{N}^{\infty}-\mu_{N}}{\mu_{N}^{\infty}}\right)\right) \\
& =\ln \left(\int_{\mathbb{R}}\left[\theta^{2}(z)+\left(\frac{\alpha^{\infty}-\alpha}{\alpha^{\infty}}\right)^{2}+\sum_{i}\left(\frac{\mu_{i}^{\infty}-\mu_{i}}{\mu_{i}^{\infty}}\right)^{2}\right] \xi^{2}(z) \sigma(z) d z\right)
\end{aligned}
$$

Let assume that $z_{c}>0$. We then have:

$$
\begin{equation*}
\tilde{c}(\theta, \alpha, \mu) \geqslant \ln \int_{0}^{z_{c}}|\theta(z)|^{2} \xi^{2}(z) \sigma(z) d z \geqslant \ln \left(\theta_{c}^{2} z_{c} \sigma(0)\right) \tag{46}
\end{equation*}
$$

However, Theorem 4.4 or Theorem 5.3 say that $\tilde{c}(\theta, \alpha, \mu) \leqslant c^{+}$. We then have the upper bound for $z_{c}$ independent of $\tau$ :

$$
\begin{equation*}
z_{c} \leqslant \frac{e^{c^{+}}}{\theta_{c}^{2} \sigma(0)} \tag{47}
\end{equation*}
$$

Let now assume that $z_{c}<0$. Theorem 4.4 or Theorem 5.3 show that $\tilde{c}(\theta, \alpha, \mu) \geqslant c^{-}$. Then:

$$
\begin{aligned}
e^{c^{-}} \leqslant e^{\tilde{c}(\theta, \alpha, \mu)} & =\int_{-\infty}^{0}\left[\theta^{2}(z)+\left(\frac{\alpha^{\infty}-\alpha(z)}{\alpha^{\infty}}\right)^{2}+\sum_{i}\left(\frac{\mu_{i}^{\infty}-\mu_{i}(z)}{\mu_{i}^{\infty}}\right)^{2}\right] \sigma(z) d z \\
& +\int_{0}^{+\infty}\left[\theta^{2}(z)+\left(\frac{\alpha^{\infty}-\alpha(z)}{\alpha^{\infty}}\right)^{2}+\sum_{i}\left(\frac{\mu_{i}^{\infty}-\mu_{i}(z)}{\mu_{i}^{\infty}}\right)^{2}\right] \xi^{2}(z) \sigma(z) d z
\end{aligned}
$$

With the relations (43) and because $\Phi(z) \leqslant \exp (\lambda z)$ for $z \geqslant 0$, we obtain:

$$
e^{c^{-}} \leqslant \mathcal{L} \int_{-\infty}^{0} \sigma(z) d z+\mathcal{L} \int_{0}^{+\infty} e^{2 \lambda z} e^{-2 c^{-} z_{c} / \kappa} d z
$$

So:

$$
\frac{e^{c^{-}}}{\mathcal{L}} \leqslant \int_{-\infty}^{0} \sigma(z) d z+\frac{1}{2\left(c^{-} / \kappa-\lambda\right)} e^{2 c^{-} z_{c} / \kappa},
$$

and because of (45), the lemma is proved.
Before giving more estimates let us prove a lemma, which allows us to evaluate the behavior at $+\infty$ or at $-\infty$ of solution of some ordinary differential equation:

Lemma 5.5 Let note I the interval ] - $\left.\infty, z_{0}\right]$, a and $b$ two positive reals and $y$ a function in $C^{2+\delta}(I)$ such that:

- $y$ is non negative,
- $y(z)$ tends to 0 when $z$ tends to $-\infty$,
- for all $z \in I, y^{\prime \prime}(z)+a y^{\prime}(z)-b y(z) \geqslant 0$.

Then, for $z \in I$ :

$$
\begin{align*}
& y(z) \leqslant y\left(z_{0}\right) \exp \left(\frac{\sqrt{a^{2}+4 b}-a}{2}\left(z-z_{0}\right)\right)  \tag{48}\\
0 \leqslant y^{\prime}(z) \leqslant & {\left[y^{\prime}\left(z_{0}\right)+\frac{a+\sqrt{a^{2}+4 b}}{2} y\left(z_{0}\right)\right] \exp \left(\frac{\sqrt{a^{2}+4 b}-a}{2}\left(z-z_{0}\right)\right) } \tag{49}
\end{align*}
$$

Proof. - Let introduce the function $\Lambda_{1}$ defined for $z \in I$ by:

$$
\Lambda_{1}(z)=\left(y^{\prime}(z)+\frac{a-\sqrt{a^{2}+4 b}}{2} y(z)\right) \exp \left(\frac{a+\sqrt{a^{2}+4 b}}{2} z\right) .
$$

A computation of derivative shows that this function is increasing. Moreover, it tends to 0 at $-\infty$. Then it is non negative and $y^{\prime}(z)+\left(a-\sqrt{a^{2}+4 b}\right) / 2 y(z) \geqslant 0$. We also introduce the function $\Gamma$ defined for $z \in I$ by:

$$
\Gamma(z)=y(z) \exp \left(\frac{a-\sqrt{a^{2}+4 b}}{2} z\right) .
$$

This function is also increasing because of the previous result, and simply writing $\Gamma(z) \leqslant \Gamma\left(z_{0}\right)$, we show the validity of the first inequality (48).

Let now introduce the function $\Lambda_{2}$ defined for $z \in I$ by:

$$
\Lambda_{2}(z)=\left(y^{\prime}(z)+\frac{a+\sqrt{a^{2}+4 b}}{2} y(z)\right) \exp \left(\frac{a-\sqrt{a^{2}+4 b}}{2} z\right) .
$$

This function is increasing and then $\Lambda_{2}(z) \leqslant \Lambda_{2}\left(z_{0}\right)$ for $z \leqslant z_{0}$. Because $y$ is non negative, we obtain the second inequality (49) and the lemma is proved.

We can then give estimates in the weighted Hölder space:
Theorem 5.6 There exists a constant $M>0$ independent of $\tau \in[0,1]$ such that, if $t, a, m_{i}$ in $E$ are solution of $\tilde{A}_{\tau}\left(t, a, m_{1, \tau}, \ldots, m_{N, \tau}\right)=0$, then:

$$
\begin{equation*}
\|\Phi-t\|_{C_{\mu}^{2+\delta}(\mathbb{R})} \leqslant M, \quad\|\Phi-a\|_{C_{\mu}^{2+\delta}(\mathbb{R})} \leqslant M, \quad\left\|\Phi-m_{i}\right\|_{C_{\mu}^{2+\delta}(\mathbb{R})} \leqslant M \tag{50}
\end{equation*}
$$

Proof. - Let note $\theta=t / \zeta \in E, \alpha=\alpha^{\infty}(1-a / \zeta) \in E, \mu_{i}=\mu_{i}^{\infty}\left(1-m_{i} / \zeta\right)$ which are solution of $A_{\tau}\left(\theta, \alpha, \mu_{1}, \ldots, \mu_{N}\right)=0$.

Theorem 4.4, relations (41) and (43) and upper bound for $z_{c}=\theta^{-1}\left(\theta_{c}\right)$ in Lemma 5.4 give upper bound independent of $\tau$ for the norms of $t, a$ and $m_{i}$ in the Hölder space $C^{2+\delta}(\mathbb{R})$. Estimates independent of $\tau$ in the space $C_{\mu}^{2+\delta}\left(\mathbb{R}^{+}\right)$are straightforward because of Proposition 4.5 . We then only have to find estimates independent of $\tau$ in the space $C_{\mu}^{2+\delta}\left(\mathbb{R}^{-}\right)$of the functions $1-\theta, \alpha$ and $\mu_{i}$, which are respectively equal to $1-t, \alpha^{\infty}(1-a)$ and $\mu_{i}^{\infty}\left(1-m_{i}\right)$ on $\mathbb{R}^{-}$.

We know that $\theta\left(z_{c}\right)=\theta_{c}, \theta^{\prime}\left(z_{c}\right)=-c \theta_{c} / \kappa$ and $\theta^{\prime \prime}\left(z_{c}\right)=c^{2} \theta_{c} / \kappa^{2}>0$. Let then note $z_{d}$ the larger real in ] $-\infty, z_{c}$ ] such that $\theta^{\prime \prime}\left(z_{d}\right)=0\left(\theta^{\prime \prime}\right.$ have necessarily a zero in $\left.]-\infty, z_{c}\right]$ : in the other case, $\theta^{\prime}$ would be increasing and upperly bounded by $\theta^{\prime}\left(z_{c}\right)=-c \theta_{c} / \kappa$ in $\left.]-\infty, z_{c}\right]$, but it is impossible). The function $\theta^{\prime}$ is increasing on $\left[z_{d}, z_{c}\right]$ and then:

$$
\begin{equation*}
\forall z \in\left[z_{d}, z_{c}\right] \quad \theta^{\prime}(z) \leqslant-\frac{c \theta_{c}}{\kappa} . \tag{51}
\end{equation*}
$$

An integration of this inequality between $z_{d}$ and $z_{c}$ give a lower bound for $z_{d}$ :

$$
\begin{equation*}
z_{d} \geqslant z_{c}-\frac{\kappa}{c^{-} \theta_{c}} . \tag{52}
\end{equation*}
$$

So, as $z_{c}, z_{d}$ admits a lower bound independent of $\tau$.
Moreover, for $z=z_{d}$, the equation on $\theta$ give:

$$
-c \theta^{\prime}\left(z_{d}\right)=(1-\epsilon) \tilde{k}\left(\theta\left(z_{d}\right)\right)\left(1-\alpha\left(z_{d}\right)\right)+\epsilon \tilde{k}\left(\theta\left(z_{d}\right)\right)\left(1-\theta\left(z_{d}\right)\right) \leqslant \tilde{k}\left(\theta\left(z_{d}\right)\right) .
$$

Applying (51) to $z=z_{d}$ and because $\tilde{k}(\theta(z))$ is a decreasing function, we obtain, for $z \leqslant z_{d}$ :

$$
\begin{equation*}
\tilde{k}(\theta(z)) \geqslant \frac{c^{2} \theta_{c}}{\kappa} . \tag{53}
\end{equation*}
$$

Let consider increasing variables $1-\theta, S_{\theta \alpha}=(1-\theta) \kappa /[D(1-\epsilon)]-\alpha$ and $S_{i}=\sum_{k=i}^{N} \mu_{k}$. Because of (53), those variables are such that, for $z \leqslant z_{d}$ :

$$
\begin{align*}
& -\kappa \theta^{\prime \prime}(z)-c \theta^{\prime}(z) \geqslant \epsilon \frac{c^{2} \theta_{c}}{\kappa}(1-\theta(z)),  \tag{54}\\
& D S_{\theta \alpha}^{\prime \prime}(z)+c S_{\theta \alpha}^{\prime}(z) \geqslant \epsilon \frac{D^{2} c^{2} \theta_{c}}{\kappa^{2}} S_{\theta \alpha}(z),  \tag{55}\\
& \zeta S_{i}^{\prime \prime}(z)+c S_{i}^{\prime}(z) \geqslant \epsilon \frac{c^{2} \theta_{c}}{\kappa} S_{i}(z) \tag{56}
\end{align*}
$$

We apply Lemma 5.5 to those variables. First for $1-\theta$, we obtain, for $z \leqslant z_{d}$ :

$$
\begin{aligned}
& 0 \leqslant 1-\theta(z) \leqslant\left[1-\theta\left(z_{d}\right)\right] \exp \left(\frac{c}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right) \\
& 0 \leqslant-\theta^{\prime}(z) \leqslant\left[-\theta^{\prime}\left(z_{d}\right)+\frac{c}{2 \kappa}\left(1+\sqrt{1+4 \epsilon \theta_{c}}\right) \theta\left(z_{d}\right)\right] \exp \left(\frac{c}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right)
\end{aligned}
$$

We have also remarked that there exists a constant $M$, independent of $\tau$, which upperly bound the norms of $\theta, \alpha$ and $\mu_{i}$ in the Hölder space $C^{2+\delta}(\mathbb{R})$. The constants $c^{-}$and $c^{+}$are also independent of $\tau$ and $0<c^{-} \leqslant c \leqslant c^{+}$. Then:

$$
\begin{align*}
& 0 \leqslant 1-\theta(z) \leqslant \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right)  \tag{57}\\
& 0 \leqslant-\theta^{\prime}(z) \leqslant\left[M+\frac{c^{+}}{2 \kappa}\left(1+\sqrt{1+4 \epsilon \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right) \tag{58}
\end{align*}
$$

In the same way, for $S_{\theta \alpha}^{\prime}$, if $z \leqslant z_{d}$ :

$$
0 \leqslant S_{\theta \alpha}^{\prime}(z) \leqslant\left[M+\frac{c^{+}}{2 D}\left(1+\sqrt{1+4 \epsilon \frac{D^{2}}{\kappa^{2}} \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 D}\left[\sqrt{1+4 \epsilon \frac{D^{2}}{\kappa^{2}} \theta_{c}}-1\right]\left(z-z_{d}\right)\right)
$$

As $1-\theta$, the functions $\alpha$ and $\alpha^{\prime}$ then exponentially tend to zero at $-\infty$ :

$$
\begin{aligned}
0 \leqslant \alpha(z) & \leqslant \frac{\kappa}{(1-\epsilon) D}(1-\theta(z)) \leqslant \frac{\kappa}{(1-\epsilon) D} \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right) \\
\alpha^{\prime}(z) & \leqslant-\frac{\kappa}{(1-\epsilon) D} \theta^{\prime}(z) \\
& \leqslant \frac{\kappa}{(1-\epsilon) D}\left[M+\frac{c^{+}}{2 \kappa}\left(1+\sqrt{1+4 \epsilon \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right) \\
-\alpha^{\prime}(z) & \leqslant S_{\theta \alpha}^{\prime}(z) \\
& \leqslant\left[M+\frac{c^{+}}{2 D}\left(1+\sqrt{1+4 \epsilon \frac{D^{2}}{\kappa^{2}} \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 D}\left[\sqrt{1+4 \epsilon \frac{D^{2}}{\kappa^{2}} \theta_{c}}-1\right]\left(z-z_{d}\right)\right)
\end{aligned}
$$

Finally, applying Lemma 5.5 to $S_{i}$, we have, for $z \leqslant z_{d}$ :

$$
\begin{align*}
& 0 \leqslant S_{i}(z) \leqslant \exp \left(\frac{c^{-}}{2 \zeta}\left[\sqrt{1+4 \epsilon \frac{\zeta}{\kappa} \theta_{c}}-1\right]\left(z-z_{d}\right)\right)  \tag{59}\\
& 0 \leqslant S_{i}^{\prime}(z) \leqslant\left[M+\frac{c^{+}}{2 \zeta}\left(1+\sqrt{1+4 \epsilon \frac{\zeta}{\kappa} \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 \zeta}\left[\sqrt{1+4 \epsilon \frac{\zeta}{\kappa} \theta_{c}}-1\right]\left(z-z_{d}\right)\right) \tag{60}
\end{align*}
$$

The functions $\mu_{i}$ and $\mu_{i}^{\prime}$ then exponentially tend to zero at $-\infty$ because $0 \leqslant \mu_{i} \leqslant S_{i}, \mu_{i}^{\prime}=S_{i}^{\prime}-S_{i+1}^{\prime} \leqslant S_{i}^{\prime}$ and $-\mu_{i}^{\prime}=S_{i+1}^{\prime}-S_{i}^{\prime} \leqslant S_{i+1}^{\prime}$.

We then have an upper bound, independent of $\tau$, for the norm of $1-\theta, \alpha$ and $\mu_{i}$ in the space $C_{\mu}^{2+\delta}\left(\mathbb{R}^{-}\right)$ and the theorem is proved.

Theorem 5.7 There exists a constant $M>0$ such that, for each $\tau \in[0,1]$, if $t, a, m_{i}$ in $E$ are solution of $\tilde{B}_{\tau}\left(t, a, m_{1}, \ldots, m_{N}\right)=0$, then:

$$
\begin{equation*}
\|\Phi-t\|_{C_{\mu}^{2+\delta}(\mathbb{R})} \leqslant M, \quad\|\Phi-a\|_{C_{\mu}^{2+\delta}(\mathbb{R})} \leqslant M, \quad\left\|\Phi-m_{i}\right\|_{C_{\mu}^{2+\delta}(\mathbb{R})} \leqslant M \tag{61}
\end{equation*}
$$

Proof. - Let note $\theta=t / \zeta \in E, \alpha=\alpha^{\infty}(1-a / \zeta) \in E, \mu_{i}=\mu_{i}^{\infty}\left(1-m_{i} / \zeta\right)$ which are solution of $B_{\tau}\left(\theta, \alpha, \mu_{1}, \ldots, \mu_{N}\right)=0$.

Theorem 5.3, relations (41) and (43) and the upper bound for $z_{c}=\theta^{-1}\left(\theta_{c}\right)$ in Lemma 5.4 give an upper bound independent of $\tau$ for the norms of $t, a$ and $m_{i}$ in the Hölder space $C^{2+\delta}(\mathbb{R})$. Estimates independent of $\tau$ in the space $C_{\mu}^{2+\delta}\left(\mathbb{R}^{+}\right)$are straightforward because of Theorem 5.3. We then only have to find estimates independent of $\tau$ in the space $C_{\mu}^{2+\delta}\left(\mathbb{R}^{-}\right)$of the functions $1-\theta, \alpha$ and $\mu_{i}$, which are respectively equal to $1-t, \alpha^{\infty}(1-a)$ and $\mu_{i}^{\infty}\left(1-m_{i}\right)$ on $\mathbb{R}^{-}$.

We introduce, as in the proof of Theorem 5.6, the largest real $z_{d}$ in $\left.]-\infty, z_{c}\right]$ such that $\theta^{\prime \prime}\left(z_{d}\right)=0$ and we have:

$$
z_{d} \geqslant z_{c}-\frac{\kappa}{c^{-} \theta_{c}}, \quad \tilde{k}(\theta(z)) \geqslant \frac{c^{2} \theta_{c}}{\kappa} .
$$

The increasing variables $1-\theta, \alpha$ and $\mu_{i}$ are then such that, for $z \leqslant z_{d}$ :

$$
\begin{align*}
&-\kappa \theta^{\prime \prime}(z)-c \theta^{\prime}(z) \geqslant \epsilon \frac{c^{2} \theta_{c}}{\kappa}(1-\theta(z)),  \tag{62}\\
& D_{\tau} \alpha^{\prime \prime}(z)+c \alpha^{\prime}(z) \geqslant \frac{c^{2} \theta_{c}}{\kappa} \alpha(z),  \tag{63}\\
& \zeta_{\tau} \mu_{i}^{\prime \prime}(z)+c \mu_{i}^{\prime}(z) \geqslant \epsilon \frac{c^{2} \theta_{c}}{\kappa} \mu_{i}(z) . \tag{64}
\end{align*}
$$

Applying Lemma 5.5 to those variables, we obtain:

$$
\begin{aligned}
& 0 \leqslant 1-\theta(z) \leqslant \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right), \\
& 0 \leqslant-\theta^{\prime}(z) \leqslant\left[M+\frac{c^{+}}{2 \kappa}\left(1+\sqrt{1+4 \epsilon \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right), \\
& 0 \leqslant \alpha(z) \leqslant \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right), \\
& 0 \leqslant \alpha^{\prime}(z) \leqslant\left[M+\frac{c^{+}}{2 D}\left(1+\sqrt{1+4 \epsilon \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right), \\
& 0 \leqslant \mu_{i}(z) \leqslant \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right), \\
& 0 \leqslant \mu_{i}^{\prime}(z) \leqslant\left[M+\frac{c^{+}}{2 \zeta}\left(1+\sqrt{1+4 \epsilon \theta_{c}}\right)\right] \exp \left(\frac{c^{-}}{2 \kappa}\left[\sqrt{1+4 \epsilon \theta_{c}}-1\right]\left(z-z_{d}\right)\right) .
\end{aligned}
$$

We then have an upper bound, independent of $\tau$, for the norm of $1-\theta, \alpha$ and $\mu_{i}$ in the space $C_{\mu}^{2+\delta}\left(\mathbb{R}^{-}\right)$and the theorem is proved.

### 5.5 Conclusion

For $\zeta, \epsilon$ and $r$ fixed such that $0<\zeta<D \leqslant \frac{\kappa}{1+p}, 0<\epsilon \leqslant 1-\beta$ and $0<r \leqslant 1$, we then have defined two homotopies between the operator of $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$ and a simpler operator vanishing only at one point. Moreover, we also have given a priori estimates in the weighted Hölder space, independent of $\tau$. We can then conclude with the existence of solution of $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$.

Theorem 5.8 There exists a scalar $c>0$ and functions $\theta, \alpha, \mu_{i}$ solution of $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$, such that $\theta,\left(\alpha^{\infty}-\right.$ $\alpha) / \alpha^{\infty}$ and $\left(\mu_{i}^{\infty}-\mu_{i}\right) / \mu_{i}^{\infty}$ are in $E$.

Proof. - In fact, we prove that there exists solution $t, a, m_{i}$ in $E$ of system $\tilde{A}_{0}(t, a, m)=0$, evaluating its topological degree.

Because of Theorem 5.7, an open ball $\mathcal{B}_{1}$ can be chosen in $E^{N+2}$, which contain all the zero of the homotopy $\tilde{B}_{\tau}$. The topological degrees of $\left(\tilde{B}_{0}=\tilde{A}_{1}, \mathcal{B}_{1}\right)$ and $\left(\tilde{B}_{1}, \mathcal{B}_{1}\right)$ are then equal. Moreover, the problem $B_{1} w=0$ admits a unique solution $w_{0}$. Because of the functionalization of $c(20)$, there is no eigenvalue for linearized operator at $w_{0}$. The topological degree of $\left(B_{1}, \mathcal{B}_{1}\right)$ is then 1 or -1 . So, the topological degree of $\left(A_{1}, \mathcal{B}_{1}\right)$ is different from zero.

Because of Theorem 5.6, an open ball $\mathcal{B}_{2}$ can be chosen in $E^{N+2}$, which contain all the zero of the homotopy $\tilde{A}_{\tau}$. The topological degrees of $\left(\tilde{A}_{0}, \mathcal{B}_{2}\right)$ and $\left(\tilde{A}_{1}, \mathcal{B}_{2}\right)$ are then equal and not equal to zero. The theorem is then proved.

## 6 Limits

We saw that, for each $\zeta \in] 0, D\left[\right.$, with $D \leqslant \frac{\kappa}{1+p}$, for each $\left.\left.\epsilon \in\right] 0,1-\beta\right]$ and for each $\left.\left.r \in\right] 0,1\right]$, there exists a solution of $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$. We then show successively, the existence of solution for $\left(\mathcal{S}_{\zeta, \epsilon, 0}\right)$, for $\left(\mathcal{S}_{\zeta}\right)$, for $\left(\mathcal{S}_{N}\right)$ and then for $\left(\mathcal{S}_{0}\right)$.

### 6.1 Limit on the parameter $r$

Let now note $\theta_{r}, \alpha_{r}$ and $\mu_{i, r}$ a solution of $\left(\mathcal{S}_{\zeta, \epsilon, r}\right)$, for each $\left.r \in\right] 0,1\left[\right.$. Theorem 4.4 give estimates in $C^{2+\delta}(\mathbb{R})$ for $\theta_{r}, \alpha_{r}$ and $\mu_{i, r}$, independent of $r$ but eventually dependent of $\zeta$. These a priori estimates allows us to pass to the limit when $r$ tends to 0 , with convergent subsequences, thus giving a solution of the limit system. But the used compactness property is only valid for function defined in bounded domains. The limit solution can be extended to the whole real line but the convergence can then not be uniform on $\mathbb{R}$. So the boundary conditions of each function have to be recovered, thanks to inequalities given in Proposition 4.3 and in Theorem 4.4. We then have the Theorem:

Theorem 6.1 There exists a scalar $c$ and functions $\theta$, $\alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of the system $\left(\mathcal{S}_{\zeta, \epsilon, 0}\right)$.
Proof. - Let note $r_{n}=1 / n$ for $n \geqslant 1$ and $c_{n} \theta_{n}, \alpha_{n}, \mu_{i, n}$ a solution of $\left(\delta_{\zeta, \epsilon, r_{n}}\right)$ such that $\theta_{n}(0)=\theta_{c}$. Since the sequence $\left(\theta_{n}\right)_{n \in \mathbb{N}}$ is bounded in $C^{2+\delta}(\mathbb{R})$, then for any bounded subset $[-q, q]$, with $q \in \mathbb{N}^{*}$, we can choose a subsequence $\left(\theta_{j, q}\right)_{j \in \mathbb{N}}$ which converges to some limiting function $\theta$ in $C^{2}([-q, q])$. We can extend the limiting function $\theta$ to the whole real line and choose a subsequence such that the functions $\theta_{j_{k}}-\theta$ converge to zero in $C^{2}$ on every bounded real interval. Moreover, the function $\theta$ is in $C^{2+\delta}(\mathbb{R})$ : indeed, it is sufficient to verify the inequality

$$
\forall x \in \mathbb{R}, \quad \forall y \in \mathbb{R} /\{x\}, \quad \frac{\left|\theta^{\prime \prime}(x)-\theta^{\prime \prime}(y)\right|}{|x-y|^{\delta}} \leqslant M
$$

It follows from the similar inequality for the functions $\theta_{j_{k}}$ with the constant $M$ independent of $n$ and from the $C^{2}$ convergence of the sequence $\left(\theta_{j_{k}}\right)_{k \in \mathbb{N}}$ to $\theta$ in each bounded interval. We also can extract from $\left(\alpha_{j_{k}}\right)_{k \in \mathbb{N}}$
and $\left(\mu_{i, j_{k}}\right)_{k \in \mathbb{N}}$ subsequences still noted $\left(\alpha_{j_{k}}\right)_{k \in \mathbb{N}}$ and $\left(\mu_{i, j_{k}}\right)_{k \in \mathbb{N}}$ which converge to functions $\alpha$ and $\mu_{i}$ of $C^{2+\delta}(\mathbb{R})$, the convergence being $C^{2}$ on all bounded interval. Without loss of generality we can assume that the sequence $\left(c_{j_{k}}\right)_{k \in \mathbb{N}}$, bounded by $c_{a}^{-}$and $c^{+}$, converge to $c>0$. Moreover, for each $z \in \mathbb{R}$, the sequence $R_{r_{n}}\left(\theta_{n}(z), \alpha_{n}(z)\right)$ converges to $\tilde{R}_{S}(\theta(z), \alpha(z))$. Then, $\theta, \alpha$ and $\mu_{i}$ are solution of the equations of $\left(\mathcal{S}_{\zeta, \epsilon, 0}\right)$. Because $\tilde{B}_{M}$ is non negative, they are regular functions (they belong to the Hölder space $C^{2+\delta}(\mathbb{R})$ ). We still have to find the limits of the functions at $\pm \infty$.

The function $\theta$ is decreasing and $S_{i}=\sum_{j=i}^{N} \mu_{j}$, for $i=1$ to $N$, are increasing functions. Moreover, those functions are bounded: then, they admit finite limits at $\pm \infty$. Since $\theta(0)=\theta_{c}$, we have for $z \geqslant 0$ : $\theta(z)=\theta_{c} \exp (-c z / \kappa)$. Then $\theta(z)$ tends to 0 as $z$ tends to $+\infty$ and $\theta(z)>\theta_{c}$ for $z<0$. Because of the differential equation for $\theta$, we know that $\tilde{k}(\theta(z)) \alpha(z)$ tends to 0 as $z$ tends to $-\infty$. Then, necessarily, $\alpha(z)$ tends to 0 as $z$ tends to $-\infty$.

Because of the differential equation for $S_{1}$, we know that $R_{0}(\theta(z), \alpha(z)) \sum_{j=1}^{N} M_{j} \mu_{j}(z)$ tends to 0 as $z$ tends to $\pm \infty$. At $-\infty, R_{0}(\theta(z), \alpha(z))$ has a positive limit. The functions $\mu_{j}(z)$ being positive, they then tend to 0 as $z$ tends to $-\infty$. At $+\infty, R_{0}(\theta(z), \alpha(z))$ necessarily tends to 0 and then, $\alpha(z)$ tends to $\tilde{Y}_{F s}(0)=\alpha^{\infty}$ as $z$ tends to $+\infty$.

Integrating on $\mathbb{R}$ the sum of the equation of $\left(\mathcal{S}_{\zeta, \epsilon, 0}\right)$, we obtain: $\lim _{+\infty} S_{1}=\lim _{-\infty} \theta-\alpha^{\infty} \leqslant 1-\alpha^{\infty}$. Moreover, for $z \geqslant 0$, we know that $\theta(z)+\alpha(z)+S_{1}(z) \geqslant 1$. Passing to the limit $z \rightarrow+\infty$, we have $\lim _{+\infty} S_{1} \geqslant 1-\alpha^{\infty}$. Then $S_{1}(z)$ tends to $1-\alpha^{\infty}=S_{1}^{\infty}$ as $z$ tends to $+\infty$ and $\theta(z)$ tends to 1 as $z$ tends to $-\infty$.

Let note $l_{j}$ the limit of $\mu_{j}(z)$ as $z \rightarrow+\infty$. Because of (27), we have:

$$
\forall i \in\{1, \ldots, N\}, \quad \sum_{j=i}^{N} \prod_{k=j+1}^{N}\left(1+\frac{F_{k}}{M_{k}}\right)\left(\mu_{j}^{\infty}-l_{j}\right) \geqslant 0
$$

Let note $\lambda_{j}=\prod_{k=j+1}^{N}\left(1+\frac{F_{k}}{M_{k}}\right)-\prod_{k=j+2}^{N}\left(1+\frac{F_{k}}{M_{k}}\right)$. The previous equation then reads:

$$
\sum_{j=i}^{N} \sum_{k=j}^{N} \lambda_{k}\left(\mu_{j}^{\infty}-l_{j}\right) \geqslant 0
$$

Introducing the sums $\mathcal{S}_{k}=\sum_{j=1}^{k}\left(\mu_{j}^{\infty}-l_{j}\right)$, we have: $\sum_{k=i}^{N} \lambda_{k} \mathcal{S}_{k} \geqslant\left(\sum_{k=i}^{N} \lambda_{k}\right) \mathcal{S}_{i-1}$, with $\mathcal{S}_{0}=0$. We know that $S_{N}=0$. Then it is easy to prove that $\mathcal{S}_{i} \leqslant 0$ for $i \in\{1, \ldots, N\}$. But the first inequality is $\sum_{k=1}^{N} \lambda_{k} S_{k} \geqslant 0$. Then $\mathcal{S}_{i}=0$ for all $i$, the $\mu_{j}(z)$ tend to $\mu_{j}^{\infty}$ as $z \rightarrow+\infty$ and the theorem is proved.

### 6.2 Limit on the parameter $\epsilon$

Thanks to the estimates for $\tau=r=0$ of Theorem 4.4 and to inequalities of Proposition 4.3 and of Theorem 4.4, we can pass to the limit when $\epsilon$ tends to 0 :

Theorem 6.2 There exists a scalar $c$ and functions $\theta, \alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of the system $\left(\mathcal{S}_{\zeta}\right)$.

Proof. - As for the proof of Theorem 6.1, because of estimates of Theorem 4.4, we can find a sequence $\epsilon_{n}$, converging to zero, such that the solutions $c_{n}, \theta_{n}, \alpha_{n}, \mu_{i, n}$ of $\left(\mathcal{S}_{\zeta, \epsilon_{n}, 0}\right)$ converge to a scalar $c$ and functions $\theta, \alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$, the convergence being $C^{2}$ on all bounded interval.

The inequalities used in order to recover the limits of the functions at $\pm \infty$ can still be used here. The theorem is then proved.

### 6.3 Limit on the diffusion coefficient

Let now note $\theta_{\zeta}, \alpha_{\zeta}$ and $\mu_{i, \zeta}$ a solution of $\left(S_{\zeta}\right)$, for each $\zeta \in[0, D]$. Estimates of Theorem 4.4 and inequalities of Proposition 4.3 and of Theorem 4.4 are also valid for $\tau=\epsilon=r=0$. We can then pass to the limit when $\zeta$ tends to 0 in the system $\left(\mathcal{S}_{\zeta}\right)$ and also in the inequalities, thus giving other inequalities useful for the next step:

Theorem 6.3 There exists a scalar $c$ and functions $\theta, \alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of the system $\left(\mathcal{S}_{N}\right)$.
Moreover,

$$
0<c^{-} \leqslant c \leqslant c^{+}, \quad 0 \leqslant \alpha \leqslant 1, \quad \tilde{B}_{M}(\theta, \alpha) \geqslant 0, \quad \forall i \quad \mu_{i} \geqslant 0, \quad \forall i \quad S_{i}^{\prime} \geqslant 0, \quad \theta^{\prime} \leqslant 0
$$

Proof. - The proof is very similar to the proof of Theorem 6.2: because of estimates of Theorem 4.4, we can find a sequence $\zeta_{n}$, converging to zero, such that the solutions $c_{n}, \theta_{n}, \alpha_{n}, \mu_{i, n}$ of $\left(\mathcal{S}_{\zeta_{n}}\right)$ converge to a scalar $c$ and functions in $C^{2+\delta}(\mathbb{R}): \theta, \alpha$ and $\mu_{i}$, the convergence being $C^{2}$ on all bounded interval.

The inequalities used in order to recover the limits of the functions at $\pm \infty$ can still be used here and the theorem is proved.

### 6.4 Limit on the number of sections

We have here to pass to the limit when the number of sections goes to infinity. We then use the numerical analysis of the sectional approach given in [21] [18]. But in these articles, the distribution function for the kinetic problem was known. Here, we have to prove the existence of the distribution function for the limit problem and to recover the kinetic equation. In a first step, we then construct an approximation of this distribution. In a second step, we show the convergence of this approximation and of the solutions for the gaseous phase when the number of sections goes to infinity.

### 6.4.1 Construction of an approximation of the distribution function

In order to construct an approximation of the distribution function, we introduce the characteristics corresponding to gaseous variables solutions for the discretized system $\left(\mathcal{S}_{N}\right)$. A distribution function can then be defined as the transport of the distribution $\psi_{0}$ along these characteristics. We then check in a proposition, using the numerical analysis of the sectional method, that the source term for the gaseous phase in the discretized system is close to the one calculated from the approximated distribution function. This last result will be essential for the passage to the limit in the equations.

Let us note, $c^{(N)}, \theta^{(N)}, \alpha^{(N)}$ and $\mu_{i}^{(N)}$ in $C^{2+\delta}(\mathbb{R})$ solution of the system $\left(S_{N}\right)$, with $\theta^{(N)}(0)=\theta_{c}$. We also renote $F_{i}^{(N)}$ and $M_{i}^{(N)}$ the constants in the equations on the $\mu_{i}^{(N)}$. The function $\tilde{R}_{S}\left(\theta^{(N)}(z), \alpha^{(N)}(z)\right)$
is non negative and upperly bounded by $\varphi(1+\mathcal{N}) \theta^{(N)}(z) / \delta$ and $\theta^{(N)}$ is exponentially decreasing on $\mathbb{R}^{+}$. Then, the function $\tilde{R}_{S}\left(\theta^{(N)}(z), \alpha^{(N)}(z)\right)$ is integrable on each interval $[z,+\infty[$. Let then introduce the characteristics $X^{(N)}$ and the function $\psi^{(N)}$ defined by:

$$
\begin{align*}
& X^{(N)}(z, S)=S+\frac{1}{c^{(N)}} \int_{z}^{\infty} \tilde{R}_{S}\left(\theta^{(N)}(y), \alpha^{(N)}(y)\right) d y  \tag{65}\\
& \psi^{(N)}(z, S)=\psi_{0}(X(z, S)) \tag{66}
\end{align*}
$$

The function $\psi^{(N)}$ is a solution of the system:

$$
\begin{array}{ll}
c^{(N)} \partial_{z} \psi(z, S)+R_{S}\left(\theta^{(N)}(y), \alpha^{(N)}(y)\right) \partial_{S} \psi^{(N)}(z, S)=0 & z \in \mathbb{R} \quad S \in \mathbb{R}^{+} \\
\psi^{(N)}(+\infty, S)=\psi_{0}(S) & S \in \mathbb{R}^{+} .
\end{array}
$$

We want then to prove that the source term $S^{m}$ is close to a moment of this function $\psi^{(N)}$ :
Proposition 6.4 There exists a constant $\mathcal{K}$ independent of $N$ and such that, for all $z \in \mathbb{R}$ :

$$
\left|\sum_{i=1}^{N} M_{i}^{(N)} \mu_{i}^{(N)}(z)-\frac{\rho_{l}}{4 \sqrt{\pi}} \int_{0}^{+\infty} S^{1 / 2} \psi^{(N)}(z, S) d S\right| \leqslant \mathcal{K} \Delta S
$$

Proof. - First, because of equations (65) and (66), the function $\psi^{(N)}(z, S)$ is null for $z \leqslant \mathrm{z}_{m}$ such that:

$$
\int_{z_{m}}^{+\infty} \tilde{R}_{S}\left(\theta^{(N)}(z), \alpha^{(N)}(z)\right) d z=c^{(N)} S_{\max }
$$

Such a $z_{m}$ exists because the function $\tilde{R}_{S}\left(\theta^{(N)}(z), \alpha^{(N)}(z)\right)$ tends to $-\varphi \ln \delta$ when $z$ tends to $-\infty$.
Let introduce the mass densities in each section, calculated with the distribution function $\psi^{(N)}$ :

$$
\bar{\mu}_{i}^{(N)}(z)=\frac{\rho_{l}}{6 \sqrt{\pi}} \int_{0}^{+\infty} S^{3 / 2} \psi^{(N)}(z, S) d S
$$

In order to prove the proposition, we introduce two terms:

$$
\begin{align*}
\mid \sum_{i=1}^{N} M_{i}^{(N)} \mu_{i}^{(N)}(z) & -\frac{\rho_{l}}{4 \sqrt{\pi}} \int_{0}^{+\infty} S^{1 / 2} \psi^{(N)}(z, S) d S\left|\leqslant\left|\sum_{i=1}^{N} M_{i}^{(N)}\left(\mu_{i}^{(N)}(z)-\bar{\mu}_{i}^{(N)}(z)\right)\right|\right.  \tag{67}\\
& +\left|\sum_{i=1}^{N} M_{i}^{(N)} \bar{\mu}_{i}^{(N)}(z)-\frac{\rho_{l}}{4 \sqrt{\pi}} \int_{0}^{+\infty} S^{1 / 2} \psi^{(N)}(z, S) d S\right|
\end{align*}
$$

We begin by giving an upper bound of the first term. It is proved in [21], [18] that the used multi-fluid method is of order 1 . More precisely, if

$$
\gamma_{i}^{(N)}=c^{(N)} \partial_{z} \bar{\mu}_{i}^{(N)}-\tilde{R}_{S}\left(\theta^{(N)}, \alpha^{(N)}\right)\left[\left(M_{i}^{(N)}+F_{i}^{(N)}\right) \bar{\mu}_{i}^{(N)}-F_{i+1}^{(N)} \bar{\mu}_{i+1}^{(N)}\right]
$$

then $\gamma_{i}^{(N)}(z)=0$ for $z \leqslant z_{m}$ and for $z>z_{m}$ :

$$
\left|\gamma_{i}^{(N)}(z)\right| \leqslant \mathcal{C} \tilde{R}_{S}\left(\theta^{(N)}(z), \alpha^{(N)}(z)\right) \sqrt{S_{i}} \Delta S^{2}
$$

with

$$
\mathcal{C}=\frac{\rho_{l}}{6 \sqrt{\pi}}\left[6\left\|\psi_{0}^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{+}\right)}+\frac{3}{4} S_{\max }\left\|\psi_{0}^{\prime \prime}\right\|_{L^{\infty}\left(\mathbb{R}^{+}\right)}\right] .
$$

Let now introduce, for each section, the difference between the calculated mass density and the 'real' mass density: $e_{i}^{(N)}(z)=\mu_{i}^{(N)}(z)-\bar{\mu}_{i}^{(N)}(z)$. Those functions are such that:

$$
c^{(N)} \partial_{z} e_{i}^{(N)}-\tilde{R}_{S}\left(\theta^{(N)}, \alpha^{(N)}\right)\left[\left(M_{i}^{(N)}+F_{i}^{(N)}\right) e_{i}^{(N)}-F_{i+1}^{(N)} e_{i+1}^{(N)}\right]=-\gamma_{i}^{(N)}
$$

and $e_{i}^{(N)}(z)$ tends to 0 when $z$ tends to $\pm \infty$. Then, $\left|e_{i}^{(N)}\right|$ reaches its maximum at $z_{o}$ such that $\partial_{z} e_{i}^{(N)}\left(z_{o}\right)=$ 0 . We have then the inequality:

$$
\left\|e_{i}^{(N)}\right\|_{L^{\infty}(\mathbb{R})} \leqslant\left|e_{i}^{(N)}\left(z_{o}\right)\right| \leqslant \frac{F_{i+1}^{(N)}}{M_{i}^{(N)}+F_{i}^{(N)}}\left|e_{i+1}^{(N)}\left(z_{o}\right)\right|+\frac{1}{M_{i}^{(N)}+F_{i}^{(N)}}\left|\frac{\gamma_{i}^{(N)}\left(z_{o}\right)}{\tilde{R}_{S}\left(\theta^{(N)}\left(z_{o}\right), \alpha^{(N)}\left(z_{o}\right)\right)}\right|
$$

Let note $\beta_{i}=\int_{S_{i-1}}^{S_{i}} \sigma^{3 / 2} d \sigma$. Then:

$$
\left\|e_{i}^{(N)}\right\|_{L^{\infty}(\mathbb{R})} \leqslant \frac{\beta_{i}}{\beta_{i+1}}\left\|e_{i+1}^{(N)}\right\|_{L^{\infty}(\mathbb{R})} \mathrm{C} \frac{\beta_{i}}{S_{i}} \Delta S^{2}
$$

We obtain an upper bound for $\left\|e_{i}^{(N)}\right\|_{L^{\infty}(\mathbb{R})}$ :

$$
\left\|e_{i}^{(N)}\right\|_{L^{\infty}(\mathbb{R})} \leqslant \mathcal{C} \Delta S^{2}\left(\sum_{k=i}^{N} \frac{1}{S_{k}}\right) \beta_{i}
$$

So, the first term of (67) can be upperly bounded:

$$
\begin{aligned}
\left|\sum_{i=1}^{N} M_{i}^{(N)} e_{i}^{(N)}(z)\right| & \leqslant \mathcal{C} \Delta S^{2} \sum_{i=1}^{N}\left(\sum_{k=i}^{N} \frac{1}{S_{k}}\right) \frac{3}{2} \int_{S_{i-1}}^{S_{i}} \sigma^{1 / 2} d \sigma \leqslant \mathcal{C} \Delta S^{2} \sum_{k=1}^{N} \sqrt{S_{k}} \\
& \leqslant \mathcal{C}\left[\frac{2}{3} S_{\max }^{3 / 2}+\Delta S \sqrt{S_{\max }}\right] \Delta S
\end{aligned}
$$

We now have to upperly bound the second term of (67).

$$
\left|\sum_{i=1}^{N} M_{i}^{(N)} \bar{\mu}_{i}^{(N)}(z)-\frac{\rho_{l}}{4 \sqrt{\pi}} \int_{0}^{+\infty} S^{1 / 2} \psi^{(N)}(z, S) d S\right| \leqslant \frac{\rho_{l}}{4 \sqrt{\pi}}\left\|\psi_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{+}\right)} \sum_{i=1}^{N} \int_{S_{i-1}}^{S_{i}} S^{1 / 2}\left|u_{i}(S)\right| d S
$$

with

$$
u_{i}(S)=\frac{S \int_{S_{i-1}}^{S_{i}} \sigma^{1 / 2} d \sigma}{\int_{S_{i-1}}^{S_{i}} \sigma^{3 / 2} d \sigma}-1=\frac{\int_{S_{i-1}}^{S_{i}}(S-\sigma) \sigma^{1 / 2} d \sigma}{\int_{S_{i-1}}^{S_{i}} \sigma^{3 / 2} d \sigma}
$$

So:

$$
\sum_{i=1}^{N} \int_{S_{i-1}}^{S_{i}} S^{1 / 2}\left|u_{i}(S)\right| d S \leqslant \frac{2}{3} \int_{0}^{\Delta S} S^{1 / 2} d S+\sum_{i=2}^{N} \frac{\Delta S}{S_{i-1}} \int_{S_{i-1}}^{S_{i}} S^{1 / 2} d S
$$

But:

$$
\begin{aligned}
\frac{3}{2} \sum_{i=2}^{N} \frac{1}{S_{i-1}} \int_{S_{i-1}}^{S_{i}} S^{1 / 2} d S & =\sum_{i=1}^{N-1}\left[S_{i+1}^{1 / 2}\left(1+\frac{\Delta S}{S_{i}}\right)-S_{i}^{1 / 2}\right] \\
& =\sqrt{S_{\max }}-\sqrt{\Delta S}+\Delta S \sum_{i=1}^{N-1} \frac{1}{\sqrt{S_{i}}} \sqrt{1+\frac{\Delta S}{S_{i}}}
\end{aligned}
$$

We can then upperly bound the preceding term:

$$
\begin{aligned}
\sum_{i=1}^{N} \int_{S_{i-1}}^{S_{i}} S^{1 / 2}\left|u_{i}(S)\right| d S & \leqslant \frac{2}{3} \Delta S\left(\sqrt{S_{\max }}+\sqrt{2 \Delta S} \sum_{i=1}^{N-1} \frac{1}{\sqrt{i}}\right) \\
& \leqslant \frac{2}{3} \Delta S\left(\sqrt{S_{\max }}+\sqrt{2 \Delta S} \int_{0}^{N} \frac{1}{\sqrt{x}} d x\right) \\
& \leqslant \frac{2}{3}(1+2 \sqrt{2}) \Delta S \sqrt{S_{\max }} .
\end{aligned}
$$

We can then upperly bound the second term of (67):

$$
\left|\sum_{i=1}^{N} M_{i}^{(N)} \bar{\mu}_{i}^{(N)}(z)-\frac{\rho_{l}}{4 \sqrt{\pi}} \int_{0}^{+\infty} S^{1 / 2} \psi^{(N)}(z, S) d S\right| \leqslant \frac{\rho_{l}}{6 \sqrt{\pi}}(1+2 \sqrt{2})\left\|\psi_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{+}\right)} \sqrt{S_{\max }} \Delta S
$$

and the proposition is proved.

### 6.4.2 Passage to the limit

We can then pass to the limit, using the techniques similar to ones of previous subsections:
Theorem 6.5 There exists a scalar $c$ and functions $\theta, \alpha$ and $\mu_{i}$ in $C^{2+\delta}(\mathbb{R})$ solution of the system $\left(\mathcal{S}_{0}\right)$. Moreover, $\tilde{B}_{M}>0$.

Proof. - The constants $c^{-}, c^{+}$of Theorem 4.4 are independent of $N$. We then have the estimates, for all $N \in \mathbb{N}^{*}$ :

$$
0<c^{-} \leqslant c^{(N)} \leqslant c^{+}, \quad 0 \leqslant \alpha^{(N)} \leqslant 1, \quad 0 \leqslant-\theta^{(N)^{\prime}} \leqslant \tilde{k}(1)+\frac{2}{\kappa}, \quad B_{M}^{(N)} \geqslant 0 .
$$

Because $\tilde{R}_{S}\left(\theta^{(N)}, \alpha^{(N)}\right)$ is bounded by the constant $\varphi(2+\delta) / \delta$ independent of $N$ and $z$, it is easy to have upper bounds independent of $N$ for $\left\|\alpha^{(N)^{\prime}}\right\|_{L^{\infty}(\mathbb{R})}$ and then for $\left\|\theta^{(N)}\right\|_{C^{2+\delta}(\mathbb{R})}$ and $\left\|\alpha^{(N)}\right\|_{C^{2}(\mathbb{R})}$. As for Theorems 6.2 and 6.3, there exists a scalar $c$, functions $\theta \in C^{2+\delta}(\mathbb{R})$ and $\alpha \in C^{2}(\mathbb{R})$ and subsequences $c^{\left(N_{k}\right)}, \theta^{\left(N_{k}\right)}$ and $\alpha^{\left(N_{k}\right)}$ which converge to $c, \theta$ and $\alpha$, the convergence being $C^{2}$ in all bounded interval for the functions.

Let prove that the function $\psi^{\left(N_{k}\right)}$ have also a limit. We know that, for $z \geqslant 0$ :

$$
\left|\tilde{R}_{S}\left(\theta^{\left(N_{k}\right)}(z), \alpha^{\left(N_{k}\right)}(z)\right)\right| \leqslant \frac{\varphi}{\delta}(\mathcal{N}+1) \theta^{\left(N_{k}\right)}(z)=\theta_{c} \exp \left(-\frac{c^{\left(N_{k}\right)}}{\kappa} z\right) \leqslant \theta_{c} \exp \left(-\frac{c^{-}}{\kappa} z\right)
$$

and, in the same way

$$
\left|\tilde{R}_{S}(\theta(z), \alpha(z))\right| \leqslant \theta_{c} \exp \left(-\frac{c^{-}}{\kappa} z\right) .
$$

Then $\tilde{R}_{S}\left(\theta^{\left(N_{k}\right)}, \alpha^{\left(N_{k}\right)}\right)$ converge uniformly to $\tilde{R}_{S}(\theta, \alpha)$. So, the characteristic $X^{\left(N_{k}\right)}(z, S)$ converges to $X(z, S)=S+\frac{1}{c} \int_{z}^{+\infty} \tilde{R}_{S}(\theta(y), \alpha(y)) d y$ and $\psi^{\left(N_{k}\right)}(z, S)=\psi_{0}\left(X^{\left(N_{k}\right)}(z, S)\right)$ converges to $\psi(z, S)=$ $\psi_{0}(X(z, S))$. Those convergences are uniform in $S \in \mathbb{R}^{+}$. So:

$$
\lim _{k \rightarrow \infty} \frac{\rho_{l}}{4 \sqrt{\pi}} \int_{0}^{+\infty} S^{1 / 2} \psi^{\left(N_{k}\right)}(z, S) d S=\frac{\rho_{l}}{4 \sqrt{\pi}} \int_{0}^{+\infty} S^{1 / 2} \psi(z, S) d S
$$

and because of Proposition 6.4, $\theta, \alpha, \psi, c$ are solution of $\left(S_{0}\right)$.
We only have to find the limits of the functions $\theta$ and $\alpha$ at $\pm \infty$. We saw that for $z \geqslant 0, \theta(z)=$ $\theta_{c} \exp (-c z / \kappa)$ and $\lim _{z \rightarrow+\infty} \theta(z)=0$. Because $\theta$ has a limit at $-\infty$ and because of the equation on $\theta$, we have $\lim _{z \rightarrow-\infty} \alpha(z)=0$. Moreover $\tilde{R}_{S}(\theta(z), \alpha(z))$ tends to 0 as $z$ tends to $+\infty$. Then $\lim _{z \rightarrow+\infty} \alpha(z)=$ $\tilde{Y}_{F s}(0)=\alpha^{\infty}$. We also have

$$
\begin{aligned}
\sum \mu_{i}^{\left(N_{k}\right)}=\sum \bar{\mu}_{i}^{\left(N_{k}\right)}+O\left(N_{k}\right) & =\frac{\rho_{l}}{6 \sqrt{\pi}} \int_{0}^{+\infty} S^{3 / 2} \psi^{\left(N_{k}\right)}(z, S) d S+O\left(N_{k}\right) \\
& \rightarrow \frac{\rho_{l}}{6 \sqrt{\pi}} \int_{0}^{+\infty} S^{3 / 2} \psi(z, S) d S
\end{aligned}
$$

Then

$$
\theta+\alpha+\frac{\rho_{l}}{6 \sqrt{\pi}} \int_{0}^{+\infty} S^{3 / 2} \psi(z, S) d S \geqslant 1
$$

As for $\psi^{\left(N_{k}\right)}(z, S), \psi(z, S)=0$ for sufficiently large $z$ and then $\theta(z)+\alpha(z) \geqslant 1$. Then, necessarily, $\lim _{z \rightarrow-\infty} \theta(z)=1$ and the theorem is proved.

## 7 Conclusion

In this paper, we have proved the existence of traveling wave solution for the system of partial differential equations $(\mathcal{P D E})$ of mixed type hyperbolic-parabolic describing the propagation of a plane flame in a polydisperse fuel spray. Let us recall the system satisfied by the traveling wave solution profiles :

$$
\left(\mathcal{S}_{0}\right) \quad\left\{\begin{array}{l}
\kappa \theta^{\prime \prime}+c \theta^{\prime}+\tilde{k}(\theta) \alpha=0 \\
D \alpha^{\prime \prime}+c \alpha^{\prime}-\tilde{k}(\theta) \alpha+S^{m}(z, \theta, \alpha)=0 \\
c \partial_{z} \psi+\tilde{R}_{S}(\theta, \alpha) \partial_{S} \psi=0, \quad S \geqslant 0
\end{array}\right.
$$

with the source term:

$$
S^{m}(z, \theta, \alpha)=\frac{\rho_{l}}{4 \sqrt{\pi}} \tilde{R}_{S}(\theta, \alpha) \int_{0}^{+\infty} S^{1 / 2} \psi(z, S) d S
$$

and with the boundary conditions at infinity:

$$
\left(\mathcal{L}_{0}\right) \quad\left\{\begin{array}{lll}
\theta(+\infty)=0, & \alpha(+\infty)=\alpha^{\infty}, & \psi(+\infty, S)=\psi_{0}(S) \\
\theta(-\infty)=1, & \alpha(-\infty)=0, & \psi(-\infty, S)=0 .
\end{array}\right.
$$

The originality of the present contribution is fourfold. First, from the modeling point of view, we use a detailed model, coupling a thermo-diffusive model for the gaseous phase to a kinetic description of the vaporization of a polydisperse spray of liquid fuel droplets. More specifically, we obtain the existence of a solution under the condition that Lewis number is such that $\mathrm{Le} \geqslant 1+p$, where the positive real $p$ only depends on the fuel saturated vapor mass fraction $Y_{F s}(T)$ and on the temperature of the cold gas $T_{0}$ :

$$
\begin{array}{ll}
p=\max \left\{\frac{\left(T-T_{0}\right) Y_{F s}^{\prime \prime}(T)}{Y_{F s}^{\prime}(T)}, \quad T_{0} \leqslant T \leqslant T_{e b}-\nu\right\} & \text { if } T_{0}<T_{e b}-\nu \\
p=0 & \text { if } T_{0} \geqslant T_{e b}-\nu
\end{array}
$$

This condition insures that no condensation phenomenon is taking place. It is coherent with the chosen model; however, it would be very interesting to further investigate if this condition can be weakened so that the existence of the traveling wave persists down to $\mathrm{Le}=1$. Second, the use of Eulerian multi-fluid models in order to treat the droplet size phase space allows us to circumvent the difficulty of a non-local vaporization source term in the reactant parabolic equation. It is not only an interesting way of treating the vaporization process but, and this is the third aspect of the originality of the paper, it is compatible, with the addition of a droplet mass density diffusion process through some weak gaseous turbulent agitation and allows us to use the techniques of topological degree in unbounded domains for elliptic operators. In other terms, if we would first take the limit of an infinite number of sections in the discretization of the droplet size phase space, we could prove the existence of a traveling wave in the presence of a small turbulent agitation in the gaseous phase resulting in a diffusion process at the level of the droplets. Four, we use a new way of perturbing the system of elliptic equations in order to define an elliptic, Fredholm and proper operator in weighted Hölder spaces, in such a way that the monotonicity and homotopies are treated in a much simpler way. Finally, this paper is a first step forward to providing the qualitative analysis of two-phase flame propagation in using models bridging the gap between too simplified theoretical models and practical applications.
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