
HAL Id: hal-00203439
https://hal.science/hal-00203439

Preprint submitted on 10 Jan 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Propagation of plane polydispersed Spray Flames
Frédérique Laurent, Marc Massot

To cite this version:
Frédérique Laurent, Marc Massot. Propagation of plane polydispersed Spray Flames. 2002. �hal-
00203439�

https://hal.science/hal-00203439
https://hal.archives-ouvertes.fr


Propagation of plane polydispersed Spray Flames.

Frédérique LAURENT, Marc MASSOT

Laboratoire EM2C, CNRS UPR 288, Ecole Centrale Paris, Grande Voie des Vignes, Chatenay-Malabry
Courriel: frederique.laurent@em2c.ecp.fr; marc.massot@em2c.ecp.fr

Abstract. In this paper, we investigate the existence of mono-dimensional traveling wave of a coupled thermo-
diffusive–kinetic model describing the propagation of a plane flame in a polydisperse spray. We first present the model
which bridges the gap between the models used for realistic numerical simulations and the ones used for mathematical
studies; it couples a thermo-diffusive model for the gaseous phase with a one-step finite rate chemistry with a kinetic
equation describing the vaporization of a polydisperse spray, the vaporization rate of which depends on the local gas
temperature and fuel mass fraction. Such a mixed hyperbolic-parabolic system of equations offers two difficulties as
compared to previous works: first there is no spatial diffusion on the spray variables and second, if we look for a
traveling wave solution, the resulting system of equation is not a system of ODE’s but a system of ODE’s coupled to
a partial differential equation. In order to tackle these difficulties, we introduce some spatial diffusion, which can be
interpreted as the gas turbulent agitation, and discretizethe PDE in the size phase space using a multi-fluid model. We
can then use the topological degree for elliptic systems in unbounded domains, and deduce the existence of the wave
for the modified and discretized system. We finally pass to thelimit in zero spatial mass diffusion, subsequently, in the
droplet size discretization step, and conclude with the existence of a traveling wave for the initial system. It is a first
step in the study of the qualitative properties of polydispersped spray flames.



1 Introduction

The propagation of plane premixed gaseous flames has been thesubject of a very wide literature in the
past 50 years since the early works of Zeldovich and Frank-Kamenetskii [40], [41] who introduced the
principles of high activation energy asymptotics. The problem has been tackled using a great variety of tools
ranging from direct numerical simulations, asymptotics, to topological degree theory in order to prove the
existence of traveling waves for reaction diffusion partial differential equations. Having physics, chemistry
and mathematics as various breeding grounds, the theory of flame propagation has provided fundamental
studies in order to capture the qualitative behavior of homogeneous flames and can be considered to have
reached maturity.

Such a conclusion can not be drawn at all for two-phase flames.One can find articles published mainly in
the physics literature for both laminar and turbulent flames[30], [29], [15], [17], [31], [26], [20]. The main
purposes of these papers is either to develop new models of turbulent spray combustion or to characterize
the spray flame essential features (flame velocity, structure...). It is then difficult to precisely extract from the
complexity of the parameter space the relevant ones. On the mathematical side however, few studies have
been devoted to the subject since the structure of the systemof partial differential equations is essentially
more difficult to tackle. A very recent study has been devotedto the subject [4] for monodisperse sprays
with a simplified model for the vaporization thus leading to an interesting flame stability investigation. It
was written at the same time as the present work and can be considered as complementary. In the present
paper, we aim at bridging the gap between the models used in order to simulate realistic flames [1], [26],
[22] and simplified vaporization models from which too much physics has been extracted, and at conducting
a mathematical analysis of the existence of traveling wavesfor the obtained fluid-kinetic model. This model
is obtained using the usual thermo-diffusive model with a one-step finite rate chemistry where the fuel mass
fraction equation admits a source term coming from the mass exchange between the phases. Since it can
have a strong effect on flame structures [26], [31], the polydispersion in size of the spray is considered in
the model. The spray satisfies either an advection equation in the size phase space, the velocity of which
depends nonlinearly on the local gas temperature and mass fraction and is related to the rate of vaporization,
or a generalized Fokker-Planck equation which is associated to a local turbulent agitation of zero mean
value.

Numerous studies have been devoted to the propagation of plane gaseous flames, as mono-dimensional
traveling wave for the thermo-diffusive model. More specifically, the existence of such waves is proved, for
example in [3] for a one-step chemistry, in [35] for a complexchemistry network of irreversible exothermic
reactions and in [12] for a complex chemistry network of reversible exothermic reactions and for detailed
transport. As far as the existence proofs are concerned, various tools have been used such as the Leray-
Schauder degree in [3], [12] in order to prove the existence in bounded domain, the solution being then
extended to the whole real line, or such as the topological degree directly defined for unbounded domains
[35]. These tools are defined for elliptic operators, all variables experiencing diffusion. For condensed
phase reaction fronts, a mass diffusion can then be first added, in order to still use these tools, the mass
diffusion coefficient then approaching zero, as it was proposed in [24] for a one-step chemistry and in [19]
for a complex chemistry network of irreversible exothermicreactions. We here make use of the technique
developed in [19]: the existence proof is conducted for an elliptic system of equation where mass diffusion

2



can be related to a gaseous turbulent agitation. The topological degree defined in [36] for elliptic operators
in unbounded domains can be used and we pass to the limit when the mass diffusion coefficient tends to
zero which is equivalent to let the turbulent kinetic energydecrease to zero.

The key point of the paper is the ability to treat the coupled fluid-kinetic system. The model for the
liquid phase is a kinetic model: the spray is described by itsdistribution function, satisfying the Williams
equation, which is either of Boltzmann type [37], [38] or of Fokker-Planck type if we consider an averaged
distribution function with an underlying gaseous turbulent agitation [10]. The corresponding phase space
is thus two dimensional and the second order ODE deduced fromthe thermo-diffusive model in order to
describe a traveling wave is coupled to a PDE, which makes theproblem essentially more difficult.

In order to tackle this difficulty, we use a Eulerian discretization of the distribution function in the size
phase space: the multi-fluid model derived from the kinetic model in [22]. For problems without dynamic
effect (the droplet are assumed to be motionless or thermalized by the gas velocity fluctuations around a
zero mean velocity) this model can be considered to be an upwind finite volume discretization in the droplet
size of the distribution function. The corresponding numerical analysis is performed in [21], [18], showing
that the method is first order under some compatibility conditions. This numerical analysis allows us to get
back to the kinetic model, passing to the limit when the number of sections tends to infinity, as long as we
are able to prove the existence of traveling wave for the finite dimensional spray elliptic system coupled
to the elliptic thermo-diffusive model for the gas. We finally conclude with the existence of plane flames
propagating in two-phase medium, for a Lewis numberLe, which is the rate between the heat diffusion
coefficient and the mass diffusion coefficient of the gaseousfuel, greater than 1.

The paper is organized as follow: the fluid-kinetic model andthe discretization by the multi-fluid method
are presented in Section 2. Some fundamentals on the topological degree are recalled in Section 3. It shows
that, in order to use this tool, we have to add a diffusion termand some other terms controlled by a small
added parameter. For a Lewis number such thatLe > 1 + p, wherep > 0 only depends of the fuel vapor
saturated mass fraction function and of the temperature of the fresh gas, some estimates on this system are
presented in Section 4, which will be useful in order to proveexistence of solutions in Section 5 and to
pass to the limit when the small parameter and the diffusion coefficient tend to zero in Section 6. Finally,
the numerical analysis conducted in [21] allows us to conclude on the existence of a traveling wave for the
original system.

2 Polydispersed spray flame model

In this section, we introduce a reaction-diffusion-sourcemodel for the gaseous phase coupled to a kinetic
description of the polydisperse spray. We first consider a global model and then concentrate on traveling
waves.

2.1 Polydispersed spray flame

We investigate a polydispersed spray flame at constant pressure and density. The spray of fuel droplets is
evaporating in the gaseous phase, with no dynamical effect:the gas is at rest and droplets are motionless.
In order to describe such a problem, we use a simplified model which takes into account the main physical
characteristics of the configuration: a thermo-diffusive model, with a one step chemistry, coupled with a
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kinetic model of the liquid phase, describing the polydispersion of the spray. More precisely, in the gaseous
phase, only one exothermic reactionF → P takes place between the fuelF and a productP , in the presence
of an inert gasI, with constant mass fraction. The spray is supposed to be dilute (the liquid volume fraction
is much smaller than one) in such a way that the coupling of thespray with the gaseous phase only occurs
through added source terms in conservation equations.

The mass conservation implies thatρ = ρgas + ρliq is a constant, whereρgas is the gas mass density and
ρliq is the liquid mass density per unit of total volume. We noteYgas = ρgas/ρ andYliq = ρliq/ρ.

The gas is multi-component andYgas = YF + YP + YI whereYF /Ygas (respectivelyYP/Ygas or
YI/Ygas) is the mass fraction of fuel (respectively of productP or of inert gasI) in the gaseous phase. We
then haveYliq + YF + YP = 1 − ω if we setYI = ω.

The thermo-diffusive model for this reaction-diffusion problem can then be written:

∂T

∂t
− κ∆T = q k(T )YF , (1)

∂YF

∂t
−D∆YF = −k(T )YF + Sm, (2)

wheret is the time,x the space variable,x ∈ R
d, T the gas temperature,κ the thermal diffusivity,D

the diffusivity of the fuel. The functionk is close to the Arrhenius coefficient: in order to avoid the cold
boundary problem [40] [13], we introduce an ignition temperatureTc. Sok(T ) is a regular function ofT ;
it is zero forT ∈] − ∞, Tc], increasing forT ∈ [Tc, Tc + η] and equal to the Arrhenius coefficient for
T ∈ [Tc + η,+∞[, with η a small positive real number. We assume that the vaporization has a negligible
influence on the gas temperature, so that a source termSm only appears in the fuel conservation equation.
The expression of the source termSm relies on a kinetic description of the spray.

Remark 1 Here, we use the equation onYF and not the equation onYP :

∂

∂t
YP −D∆YP = k(T )YF +D∆Yliq

because the variableYF is better adapted to our problem, even if it is not necessarily monotone along
trajectories.

The dispersed phase is described by its distribution function f(t, x, S) whereS is the surface of the
droplets. Because the droplets are motionless, the Williams’ equation describing the evolution off [37]
reduces to the transport equation:

∂

∂t
f +RS

∂

∂S
f = 0, (3)

whereRS(T, YF ) is the rate of change of droplet surface, due to evaporation.We assume that thed2 law
holds so thatRS is independent of the size of the droplets.

A model for the vaporization rate is given in [1]. In our case of zero Reynolds number, and if we preclude
condensation, it reads:

RS(T, YF ) = ϕ ln(1 +BM (T, YF ))+, BM (T, YF ) =
YFs(T ) − YF

1 − YFs(T )
, (4)
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whereϕ is a positive constant and, for a realu, u+ is equal tou if u is positive and to zero otherwise.
The functionYFs represents the fuel vapor saturated mass fraction. It is supposed to be equal to the fuel
vapor satured molar fractionxFs and then only depends on the temperature, the pressure beingconstant. It
is coherent with the system (1), (2), where the various molarmasses of the species have been taken equal
and the details of the chemical mechanism and composition have been neglected. The functionxFs(T ) is
drawn, for heptane, in Fig. 1.
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Figure 1:Fuel vapor satured molar fraction for heptane, as a functionof the temperature, at the atmospheric pressure.

The functionYFs(T ) is then assumed regular (at leastC2) and such that:

if 0 6 T < Teb − ν then Y ′
Fs(T ) > 0, Y ′′

Fs(T ) > 0,

if Teb − ν 6 T < Teb then Y ′
Fs(T ) > 0, Y ′′

Fs(T ) 6 0,

if T > Teb then YFs(T ) = 1 − δ,

whereTeb is the boiling temperature,ν is a small positive real number andδ is a number such that0 <

δ 6 ω < 1. Those assumptions correspond, for example, to the shape offunctionxFs for heptane which is
drawn in Fig. 1 and used for practical applications [20], [26].

Remark 2 The vaporization rate is bounded because the upper bound ofYFs(T ) is assumed to be strictly
smaller than one. It is coherent with physics of droplet vaporization: the vaporization can not be instanta-
neous for large temperatures because of the presence of a diffusion layer.

The source term of fuel for the gaseous phase is then given by:

Sm(t, x, T, YF ) =
ρl

4
√
π
RS(T, YF )

∫ +∞

0
S1/2 f(t, x, S) dS. (5)

System (1), (2) and equation (3) are then coupled together through bothSm(t, x) which is a non local term
and throughRS(T, YF ) which depends on the local gas state.

5



The complete system of partial differential equations is then:

(PDE)



































∂ T

∂t
−κ∆T = q k(T )YF ,

∂ YF

∂t
−D∆YF = −k(T )YF + Sm(t, x, T, YF ),

∂ f

∂t
+RS(T, YF )

∂ f

∂S
= 0,

with the source term:

Sm(t, x, T, YF ) =
ρl

4
√
π
RS(T, YF )

∫ +∞

0
S1/2 f(t, x, S) dS.

The purpose of the present paper is then to investigate the existence of traveling wave solutions for the
system(PDE). The originality of this study is to use mathematical tools such as the topological degree
for elliptic operator in unbounded domains in order to studya system of mixed type hyperbolic-parabolic
which, even if simplified, still preserves the details of thevaporization process and its coupling with the
propagation of a flame.

2.2 Solutions as mono-dimensional traveling waves

We investigate mono-dimensional plane polydispersed spray flames as traveling waves for the system(PDE).
We then considerT (t, x), YF (t, x) andf(t, x, .) as functions ofz = x− ct, with given boundary conditions
at infinity. More precisely, we assume that at+∞, a cold gas at temperatureT0 and a polydisperse spray
coexist. The gas is only composed of fuel and inert gas, with mass fractions:Y +∞

F = YFs(T0) andYI = ω,
respectively. The distribution function of the spray is given by a functionf0, assumed regular (at leastC2

on R
+) and of compact support:f0(S) = 0 for S > Smax. It is consistent with distribution which can be

experimentally obtained [26] [20]. An example of such a function is given on Fig. 2. We also noteY +∞
liq

the total liquid mass density at+∞ and we have:

Y +∞
liq =

ρl

6
√
π

∫ ∞

0
S3/2f0(S)dS, Y +∞

F + Y +∞
liq = 1 − ω.

Smax

f0

S

Figure 2:Distribution function of droplets at+∞.

At −∞, the liquid phase is completely vaporized and all the fuel isconsumed. So, there is only a
gaseous phase, at hot temperatureT∗ > T0, composed of the product and the inert gas:YF (−∞) = 0 and
YI = ω. A sketch of the configuration is given on Fig. 3.
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at�1� gaseous phase :! burned gas :YF = 0! inert gas :YI = Æ! temperature :T�� no liquid phase :Yliq = 0
at+1� gaseous phase :! fuel : YF = Y1F! inert gas :YI = Æ! temperature :T0� liquid phase :Yliq = Y1liq

fuel droplets! polydisperse spray

x

flame

Figure 3:Sketch of the plane polydispersed spray flame.

We then defineθ, α andψ, the reduced temperature, mass fraction of fuel and distribution function such
that:

T (t, x) = T0 + (T∗ − T0) θ(x− ct), (6)

YF (t, x) = (1 − ω)α(x− ct), (7)

f(t, x, S) = (1 − ω)ψ(x − ct, S), (8)

The distribution function at+∞ in the new variables is then denotedψ0 (with f0 = (1−ω)ψ0). Let us also
introduce the limit ofα at+∞:

α∞ =
Y +∞

F

1 − ω
.

We then have:

α∞ +
ρl

6
√
π

∫ ∞

0
S3/2ψ0(S)dS = 1.

The reduced ignition temperature isθc and the reduced boiling temperatureθeb, with:

θc =
Tc − T0

T∗ − T0
, θeb =

Teb − T0

T∗ − T0
.

For each functionh of T , YF or f , we noteh̃ the same function ofθ, α or ψ. The functionB̃M (θ, α) then
reads:

B̃M (θ, α) =
ỸFs(θ) − (1 − ω)α

1 − ỸFs(θ)
.
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The reduced chemical ratẽk(θ) = k(T ) vanishes forθ 6 θc. We assume thatθc ∈]0, 1[ andθeb > 1. We
could eventually takeθc = 0 as in [25] or [5], but it is not the subject of this paper.

We obtain the system(S0):

(S0)



















κ θ′′ + c θ′ + k̃(θ)α = 0,

D α′′ + c α′ − k̃(θ)α+ Sm(z, θ, α) = 0,

c ∂zψ + R̃S(θ, α) ∂Sψ = 0, S > 0,

with the source term:

Sm(z, θ, α) =
ρl

4
√
π
R̃S(θ, α)

∫ +∞

0
S1/2 ψ(z, S) dS,

and with the boundary conditions at infinity:

(L0)







θ(+∞) = 0, α(+∞) = α∞, ψ(+∞, S) = ψ0(S),

θ(−∞) = 1, α(−∞) = 0, ψ(−∞, S) = 0.

Remark 3 An integration of the equations (1), (2) and (3) withz ∈ R andS ∈ R
+ shows thatT∗ − T0 =

q(Y +∞
F + Y +∞

liq ). It’s the reason whyq disappears in the first equation of system(S0).

Compared to the usual system of equations for mono-dimensional homogeneous gaseous flames [19],
the system is more complex because of theS dependence of the functionψ. But the equation onψ being
hyperbolic, an analytical solution for this function can befound, introducing the characteristicsX:

ψ(z, S) = ψ0(X(z, S)), X(z, S) = S +
1

c

∫ ∞

z
R̃S(θ(y), α(y))dy.

The system(S0) can then be rewritten:

(S′0)







κ θ′′ + c θ′ + k̃(θ)α = 0,

D α′′ + c α′ − k̃(θ)α+ Sm(z, θ, α) = 0,

with the source term and the characteristics:

Sm(z, θ, α) =
ρl

4
√
π
R̃S(θ, α)

∫ ∞

0
S1/2 ψ0(X(z, S)) dS,

X(z, S) = S +
1

c

∫ ∞

z
R̃S(θ(y), α(y))dy.

and with the boundary conditions at infinity:

(L′
0)







θ(+∞) = 0, α(+∞) = α∞,

θ(−∞) = 1, α(−∞) = 0.
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However, the source termSm is then non local: it depends on all the vaporization in[z,+∞[. In order
to avoid this problem and apply techniques developed in [19], the system(S0) is approximated by a finite
dimensional one, which corresponds to a discretization ofψ as a function ofS.

2.3 Use of a Eulerian multi-fluid model for the spray

Several type of methods have been developed in order to discretize the distribution function, tacking into
account the polydispersion of the spray. But a Eulerian approach is needed here, in order to reintroduce local
source terms. A fully Eulerian approach has been described and derived from the kinetic level of description
in [22]: multi-fluid models. Moreover, the numerical analysis conducted in [21] shows that, in our mono-
dimensional case without neither dynamic nor thermal effect, a multi-fluid vaporizing model provides an
approximation of order 1 of the kinetic equation. It can be seen as a discretization of the continuous size
phase space, using a finite volume formulation, the size intervals being called the sections in reference to
[14]. We can call such a method a multi-fluid method in that thedispersed phase is described as a set of
continuous media: “fluids”, each “fluid” corresponding to a statistical average in a section: the cell defined
by two fixed droplet sizes. The evolution of these coupled sections or “fluids” is governed by conservation
equations for mass, momentum and enthalpy. In all previous references, only evaporation is considered and
not condensation, thus resulting in a predefined upwind scheme; it is consistent with the model used forR̃S .

Let us apply this multi-fluid method to our problem. We know that the functionψ(z, S) is equal to
zero if S > Smax and we take a uniform partition of[0, Smax]: Si = i∆S with i ∈ {0, . . . , N} and
∆S = Smax/N . The sections are then the intervals[Si−1, Si]. Let µ̂i denote the reduced mass density of
theith section:

µ̂i(z) =
ρl

6
√
π

∫ Si

Si−1

S3/2 ψ(z, S) dS. (9)

As in [21], theµ̂i are approximated by theµi such that:

∀i ∈ {1, . . . , N}, c µ′i(z) − R̃S(θ, α) [(Mi + Fi)µi(z) − Fi+1 µi+1(z)] = 0. (10)

The term withMi is the mass flux between the sectioni and the gas and the term withFi is the mass flux
between the sectioni and the sectioni− 1 (FN+1 = 0). If we choose to approximateψ by a function ofS
constant in each section, then the constant coefficientsMi andFi are [21]:

∀i ∈ {1, . . . , N}, Mi =
3
∫ Si

Si−1
σ1/2dσ

2
∫ Si

Si−1
σ3/2dσ

, Fi =
S

3/2
i−1

∫ Si

Si−1
σ3/2dσ

. (11)

The boundary conditions are given by:

µi(+∞) = µ∞i =
ρl

6
√
π

∫ Si

Si−1

S3/2 ψ0(S) dS, µi(−∞) = 0. (12)

It is useless to consider a last section with 0 mass density at+∞, because the mass density in this section
would then be identically equal to 0. We then assume that the upper boundSmax has been chosen as the
first point beyond whichf0 vanishes. It implies thatµ∞N is positive.
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The techniques developed in [19] are then applied to the system(SN ):

(SN )



















κ θ′′+ c θ′ +k̃(θ)α = 0,

D α′′+c α′−k̃(θ)α+R̃S(θ, α)
∑

Mi µi = 0,

c µ′i −R̃S(θ, α) [(Mi + Fi)µi − Fi+1 µi+1]= 0,

with the boundary conditions:

(LN )







θ(+∞) = 0, α(+∞) = α∞, µi(+∞) = µ∞i ,

θ(−∞) = 1, α(−∞) = 0, µi(−∞) = 0

The scheme is of order 1 in the surface step∆S, as shown in [21] and we will be able to recover the fluid-
kinetic formulation(S0), from the system(SN ), by taking the limitN → ∞ (see section 6). We want to
use the topological degree theory in order to prove the existence of solutionsc, θ, α andµi for the system
(SN ). However, the topological degree is defined for elliptic operator [36], and the operator corresponding
to the system(SN ) is mixed hyperbolic/elliptic because there is no droplet diffusion. We then introduce a
small diffusion coefficientζ, and, as in [19], we will study the limit when this diffusion coefficient tends to
zero. The system with diffusion then reads:

(Sζ)



















κ θ′′+ c θ′ +k̃(θ)α = 0,

D α′′+c α′−k̃(θ)α+R̃S(θ, α)
∑

Mi µi = 0,

ζ µ′′i + c µ′i −R̃S(θ, α) [(Mi + Fi)µi − Fi+1 µi+1]= 0,

with the boundary conditions(LN ). We remark in the next subsection that the added diffusion can be
interpreted as due to a small turbulent mixing.

2.4 Introducing turbulence and diffusion

When the droplets have their own dynamics, the distributionfunctionf depends also on the droplet velocity
ul: f(t, x, S, ul). The transport equation then reads [37], [38]:

∂f

∂t
+ ul · ∇xf +

∂ RS f

∂S
+ ∇ul

(F f) = 0, (13)

whereF is the drag acceleration. If we consider a Stokes drag, it reads:

F =
α

S
(u− ul),

whereu is the gas velocity andα is a constant. The functionRS is assumed to be independent ofu, thus
neglecting the convective correction term [39], [22].

For turbulent flows, the gas velocity can be divided between its average valuēu and a fluctuationu′

which is of Gaussian type:u = ū+ u′. As shown in [27] and [7], an equation on the averagef̄ of f reads:

∂f̄

∂t
+ ul · ∇xf̄ +

∂ RS f̄

∂S
+ ∇ul

(F̄ f̄) −∇ul
·
(

Dx ∇xf̄ +Dul
∇ul

f̄
)

= 0, (14)
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where the averaged drag force reads:
F =

α

S
(ū− ul).

The random fluctuations in the gas velocity then generate, onaverage, a diffusion process in the phase space.
As in [22], we make an assumption on the shape off̄ : in this article, the probability density function

of the spray is supposed to be such that at a given size, there is only one characteristic velocity, with no
dispersion around it. But the considered flames were laminar. Here, we have to consider a dispersion around
the characteristic velocity, because of the turbulence. So, we assume [28]:

f̄(t, x, S, ul) = n(t, x, S)ϕσ(t,x,S)(ul − ūl(t, x, S)),

whereϕσ is a Gaussian of dispersionσ:

ϕσ(v) =
1

(4πσ2)3/2
exp

(

− 3 v2

4σ2

)

.

From the equation (14), we obtain a semi-kinetic model used for the multi-fluid method [28]:

∂n

∂t
+ ∇x · (nūl) +

∂RS n

∂S
= 0 (15)

∂n ūl

∂t
+ ∇x ·

(

n ūl ⊗ ūl + n
2

3
σ2

)

+
∂RS n ūl

∂S
= −α

S
n (ū− ūl) −Dx∇xn (16)

∂

∂t

[

n

(

ū2
l

2
+ σ2

)]

+ ∇x ·
(

n
2

3
σ2 ūl

)

+
∂

∂S

[

RS n

(

ū2
l

2
+ σ2

)]

= −α
S

(ū− ūl) · ūl

− 2n
α

S
σ2 −Dx∇x · (n ūl) + 3nDul

(17)

In the caseσ2 = 0 andDx = Dul
= 0, we recover the equations used in the laminar case [22].

Remark 4 We can also remark thatDul
introduces a source term in theσ2 equation:

n
∂σ2

∂t
+ n ūl · ∇xσ

2 + n
2

3
σ2 ∇x · ūl +RS n

∂σ2

∂S
= −2n

α

S
σ2 −Dx n∇x · ūl + 3nDul

.

So, takeσ2 = 0 andDx 6= 0 or Dul
6= 0 is incoherent.

In the case of very small droplets,Dx takes the following asymptotic expression:

Dx =
2

3
κ
α

S
,

whereκ is the turbulent kinetic energy and the 3 comes from the spacedimension. The source term in the
equation of momentum conservation then reads:

−α
S

(

n ūl − n ū+
2

3
κ∇xn

)

.

So, taking the formal singular limit of smallS, we obtain:

n ūl ≈ n ū− 2

3
κ∇xn,
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and the mass conservation equation can be rewritten:

∂n

∂t
+ ∇x · (nū) − 2

3
κ∆n+

∂RS n

∂S
= 0. (18)

We then have a spatial diffusion coupled to the vaporization, the constantκ being the turbulent kinetic energy
of the gas.

If the averaged velocity of the droplets is equal to zero, themulti-fluid model corresponding to the
kinetic model (18) reads

∂n

∂t
− ζ∆n+

∂RS n

∂S
= 0, (19)

with ζ = 2
3κ. This equation is linear inn. So, multiplying (19) by ρl

6
√

π
S3/2 and integrating it between

Si−1 andSi, we obtain a multi-fluid model which is exactly the equation on µi in the system(Sζ) Thus, the
diffusion process on the mass variables has a physical interpretation and it allows us to apply the topological
degree theory to this elliptic system.

3 Topological degree

In order to prove the existence of traveling waves, the topological degree is a useful tool. It is defined as
follow (see, e. g. [6]): letE1 andE2 be two Banach spaces. Suppose we are given a classφ of operators
acting fromE1 toE2 and a classH of homotopies, i.e., mapsAτ (u) : E1 × [0, 1] → E2, τ ∈ [0, 1], u ∈ E1

such that for anyτ ∈ [0, 1] fixed,Aτ (u) ∈ φ. Assume moreover that for any bounded open setD ⊂ E1 and
any operatorA ∈ φ such thatA(u) 6= 0 for u ∈ ∂D (∂D denotes the boundary of the setD), there is an
integerγ(A,D) satisfying the following conditions:

1. Homotopy invariance. LetAτ (u) ∈ H andAτ (u) 6= 0 for u ∈ ∂D andτ ∈ [0, 1]. Then, we have:

γ(A0,D) = γ(A1,D).

2. Additivity. Let D ⊂ E1 be an arbitrary open set inE1, andD1, D2 ⊂ D be open sets such that
D1 ∩D2 = ∅. Suppose thatA ∈ φ does not vanish foru ∈ D̄ \ (D1 ∪D2). Then, we have:

γ(A,D) = γ(A,D1) + γ(A,D2).

3. Normalization. There exists a bounded linear operatorJ : E1 → E2 with a bounded inverse defined
onE2 such that for any bounded open setD ⊂ E1 with 0 ∈ D, γ(J,D) = 1.

The integerγ(A,D) is called the topological degree.

Since we consider a problem in unbounded domains, the Leray-Schauder theory [23] cannot be directly
applied. However the topological degree theory for elliptic operators can be extended to unbounded domains
[8], [9], [34], [33], [36]. One of the approaches is based on the theory of Fredholm operators [11], [16],
[32]. Here, we use the topological degree constructed in [36] for elliptic, Fredholm and proper operators in
unbounded domain and weighted Hölder spaces. This theory directly applies when the domain is the whole
real line.
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The topological degree is useful in order to investigate theexistence of solution because, for an operator
A ∈ φ without zero at the boundaries of a bounded open setD, if the topological degree of(A,D) is not
equal to zero, then the problemAw = 0 admits a solution. Moreover, the topological degree can be directly
calculated for simple operators: for example, ifA ∈ φ admits only one zerow and if the linearized operator
A′(w) has no zero eigenvalue, then, for a bounded open setD which containsw, the topological degree
of (A,D) is 1 or -1. The invariance by homotopy allows us to evaluate the topological degree for more
complex operators.

The aim of this section is not to describe the construction ofthe topological degree or to present the
whole theory. For the sake of legibility, we only present theapplication of the theory to traveling wave
systems.

3.1 General reaction-diffusion operator

We introduce weighted Hölder spacesCj+δ
µ (R) = {u : uµ ∈ Cj+δ(R)}. The topological degree is con-

structed [36] in the weighted Hölder spaces, so that the operators are proper and, generically, it cannot be
constructed in spaces without weight [2]. As a weight, we take a polynomial functionµ(x) = 1 + x2.
We note that functions exponentially decreasing at infinitybelong to these spaces. The following type of
reaction-diffusion operators:

Aw = aw′′ + c(w)w′ + F (w),

operate fromE1 = C2+δ
µ (R) ontoE2 = Cδ

µ(R), wherea is a diagonal matrix, with positive, constant terms
on the diagonal andF vanishes atw+ andw−, with w+ 6= w−. The functionw belongs toE, a set of
functionsu such thatu− (1−Φ)w+ −Φw− ∈ E1, whereΦ(z) is aC∞ function which is identically equal
to 1 for z ∈] −∞, 0] and identically equal to 0 forz ∈ [1,+∞[. The functionalc(w), which replaces the
wave velocity, is defined by:

c(w) = ln

∫

R

|w(x) − w+|2 σ(z)dz, (20)

whereσ is an increasing function onR, of limit 0 at −∞ and 1 at+∞ and such that
∫ 0
−∞ σ(x)dx < ∞.

This functional is such that, if we notewh(z) = w(z+ h), c(wh) is a decreasing bijection fromR to R, as a
function ofh. It is also such that, for a solutionw of Aw = 0: < c′(w), w′ > 6= 0. It was introduced in order
to solve some problems due to the invariance by translation and zero eigenvalue problem [36]. Suppose
that we have the constantc and not the functional. If there exists a solutionw(z) of the problemAw = 0

with w ∈ E, then the functionwh(z) = w(z + h) is also a solution, for allh ∈ R. The weighted norm
‖µ(z)(w− (1−Φ)w+ −Φw−)‖ tends to infinity ash tends to±∞. Therefore, a bounded domainD in the
setE does not contain any solution or the branch of solutions intersects its boundary. So, the degree cannot
be used. Moreover, ifw is a solution ofAw = 0, then zero is an eigenvalue of the linearized operatorA′(w)

(with the eigenvectorw′) and it is not easy to evaluate the topological degree ofA. The functionalization
of the parameterc allows us to solve these problems. It also moves the zero eigenvalue of the linearized
problem about a traveling wave to the left half-plane, and itsingles out one particular element of the family
of solutions [35]. Moreover it eliminates the unknown constant from the problem.

Then, if the condition

(C) : ∀λ > 0, ∀ξ ∈ R, det(−a ξ2 + c(w) i ξ + F ′(w±) − λ I) 6= 0 (21)
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is realized, we can define the topological degree for the operatorA.

3.2 Introduction of a perturbed system

The topological degree can not be defined for the operator corresponding to the system(Sζ), (LN ). Indeed,
this operator is not regular because the functionR̃S(θ, α) = ϕ ln(1 + B̃M (θ, α))+ is notC1. Moreover
the condition(C) is not valid, neither at−∞, nor at+∞. The system(Sζ) is then perturbed, so that
the topological degree can be defined for the operator corresponding to the new system. First, we replace
R̃S(θ, α) byRr(θ, α) such that:

Rr(θ, α) = ϕ

(

1 − Φ

(

B̃M (θ, α)

r

))

ln(1 + B̃M(θ, α)),

wherer is a small positive parameter with at leastr 6 1 andΦ(z) is aC∞ function such that:



















for z 6 0 Φ(z) = 1,

for 0 < z < 1 Φ′(z) < 0,

for z > 1 Φ(z) = 0.

(22)

The functionRr tends toR̃S whenr tends to zero and we then denoteR0 = R̃S . Second, we add a small
positive parameterǫ and introduce the perturbed system:

(Sζ,ǫ,r)



















κ θ′′ +c θ′ +k̃(θ)α +ǫ k̃(θ) (1 − θ − α)= 0,

D α′′+c α′−k̃(θ)α+Rr(θ, α)
∑

Mi µi = 0,

ζ µ′′i +c µ′i −Rr(θ, α) [(Mi + Fi)µi − Fi+1 µi+1]−ǫ k̃(θ)µi = 0,

with the boundary conditions(LN ). After a change of variable which will be defined later, and the func-
tionalization (20) ofc, we can define and use the topological degree for the corresponding operator.

Contrary to what was made in preceding studies, as in [35], the added terms are defined from functions
already existing in the initial system(S0), as in [19]. It allows us to preserve the monotonicity of variables,
as it will be shown in the next section. Moreover, it makes simpler the homotopies which transform the
system to one for which the topological degree can be evaluated.

As shown in Fig. 4, the sketch of the existence proof is as follows: we use the topological degree in
order to prove the existence of solutions for(Sζ,ǫ,r) (Section 5) and we take the limitsr → 0, ǫ → 0 and
ζ → 0 in order to prove existence of solutions for(SN ) (Section 6). These steps require a priori estimates,
independent of the homotopy parameterτ for the first step and independent ofr, ǫ andζ for the second
step. These estimates have a common part. Consequently, we begin with general estimates (Section 4),
independent of all parametersτ , r, ǫ andζ.
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(LN)+(SN )
(S0) (L0)+

� �00 +  �0 + ~k � + �~k (1� � � �)= 0;D �00 +  �0 � ~k � +RrXMi�i = 0;� �00i +  �0i �Rr [(Mi + Fi)�i � Fi+1�i+1℄� �~k �i = 0;

� �00 +  �0 + ~k(�)� = 0;D �00 +  �0 � ~k(�)� + Sm = 0; �z + ~RS(�; �) �S = 0; S > 0:
� �00+  �0 + ~k(�)� = 0;D�00+�0 � ~k(�)� + ~RS(�; �)XMi�i = 0;�0i � ~RS(�; �) [(Mi + Fi)�i � Fi+1�i+1℄= 0:
N !1

w = (��; ��; ��1; : : : ; ��N)(Srd)
(LN)(S�;�;r)� ! 0�! 0r ! 0

discretization: Multi−fluid model

and small parameters

addition of a diffusion (turbulent mixing)

functionnalization of c

change of variables

a topological degree can be defined and used

+

Figure 4:Sketch of the proof.
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4 A priori estimates

Here, we give a priori estimates independent of all the parametersr, ǫ and ζ and also of the homotopy
parameterτ which will be introduced in the Section 5. We then consider the following system:

(Sζ,ǫ,r,τ)



















κ θ′′ +c θ′ +k̃ α +ǫ k̃ (1 − θ − α)= 0,

D α′′+c α′−k̃ α+(1 − τ)Rr
∑

Mi µi = 0,

ζ µ′′i +c µ′i −(1 − τ)Rr [(Mi + Fi)µi − Fi+1 µi+1]−ǫ k̃ µi = 0,

with the boundary conditions(LN ), with 0 6 τ 6 1, with a small non negative parameterǫ, with a small
positive parameterζ and with a Lewis numberLe = κ/D larger than1 + p, wherep is a non negative real
and will be defined later, in order to prevent the condensation phenomena. Estimates given in this Section
are general enough, so that they are used to have a priori estimates in the weighted Hölder spaceC2+δ

µ (R)

independent ofτ in order to prove existence of solution of system(Sζ,ǫ,r) in Section 5 and to have a priori
estimates in the Hölder spaceC2+δ(R) independent ofr, ǫ andζ (or of ǫ andζ for r = 0) in order to pass
to the limitsr → 0, ǫ→ 0 andζ → 0 in Section 6.

4.1 Preliminary lemmas

To prove monotonicity of functions or to determine a priori estimates, we use properties of differential
equations given by the two following lemmas:

Lemma 4.1 Let I be the interval] − ∞, b] or ] −∞, b[. Letu be a function inC1+δ(R) anda a positive
constant. Ifu′(z) + au(z) is non negative forz ∈ I thenu(z) is non negative forz ∈ I. If, moreover,
u′(z) + au(z) is positive forz ∈] −∞, x0[ with x0 ∈ I, thenu(z) is positive forz ∈ I.

Proof . – We introduce the functionΓ(z) = u(z) exp (a z) defined forz ∈ I. This function isC1 with
zero limit at−∞ andΓ′(z) = [u′(z)+ au(z)] exp (a z). Studying the variations ofΓ, we prove the lemma.

�

Lemma 4.2 Let a be a positive number,g(z) a non negative continuous function defined forz ∈ R and
F (z, v) a continuous function defined for(z, v) ∈ R

2. The functionF is assumed to be of the same sign as
v and such that:

∀v > 0 ∀z ∈ R F (z, v) 6 f(z) v,

wheref(z) is a non negative continuous function. Letu be a function inC2+δ(R) with non negative limits
u± at±∞ and solution of the equation:

∀z ∈ R u′′(z) + au′(z) − F (z, u(z)) + g(z) = 0. (23)

We make one of these assumptions:

1. g is the null function andu+ or u− is not equal to zero.

2. g is not the null function.

Thenu is positive.

16



Proof . – First, we show thatu is non negative. If it is not true, thenu reaches its negative minimum in
a realzm. So, in this point, we have:

u′′(zm) = F (zm, u(zm)) − g(zm), u′′(zm) > 0, u(zm) < 0.

Thenu′′(zm) is equal to zero. Let us suppose thatzm is the biggest real for whichu reaches its minimum.
Then, for a small positive realb and forz ∈]zm, zm + b], u(z) is negative andu′(z) is positive. So, because
of the equation (23),u′′(z) is negative and thenu′(z) is a decreasing function forz ∈]zm, zm + b]. But it is
inconsistent with the inequalityu′(zm) = 0 < u′(zm + b) andu is necessarily non negative.

We can apply the maximum principle tou because this function satisfies the inequality:

u′′(z) + au′(z) − f(z)u(z) + g(z) = F (z, u(z)) − f(z)u(z) 6 0.

If u vanishes in a point, thenu is identically equal to 0 andg is the null function. It is inconsistent with the
assumptions and the lemma is proved. �

4.2 Monotonicity

First, we give monotonicity properties of solutions of(Sζ,ǫ,r,τ). Let introduce the variableSθα, the partial
sumsSi and their limitsS∞

i at+∞:

Sθα =
κ

D (1 − ǫ)
(1 − θ) − α, Si =

N
∑

j=i

µj , S∞
i =

N
∑

j=i

µ∞j .

We also introduce the numberp defined by:

p = max

{

θỸ ′′
Fs(θ)

Ỹ ′
Fs(θ)

, 0 6 θ 6 θeb −
ν

T∗ − T0

}

if θeb >
ν

T∗ − T0

p = 0 if θeb 6
ν

T∗ − T0
.

First, we give result of monotonicity for some variables:

Proposition 4.3 If, for τ ∈ [0, 1], r ∈ [0, 1], ǫ > 0 and0 < ζ < D 6 κ, such that andǫ(1 − τ) 6= 0, there
exists a scalarc and functionsθ, α andµi in C2+δ(R) solution of(Sζ,ǫ,r,τ ), then:

c > 0, 0 < α < 1, ∀i µi > 0, ∀i S′
i > 0, θ′ < 0, S′

θα > 0.

Moreover, ifD 6
κ

1 + p
thenB̃M (θ, α) > 0.
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Proof . – Let us first prove thatc is positive. Becauseθc is positive, there exists a realzc such
that for z > zc, θ(z) is smaller thanθc. Then the equation onθ′ can be solved forz > zc: θ′(z) =

θ′(zc) exp(−c(z−zc)/k). But this function tends to zero whenz tends to+∞ and because of the uniqueness
for the corresponding Cauchy problem, we haveθ′(zc) 6= 0. Thenc is positive. Because of the invariance
by translation, we can assume without lost of generality that θ(0) = θc and:

∀z > 0, θ(z) = θc exp
(

− c

κ
z
)

. (24)

We now prove that theµi are positive. The functionRr(θ(z), α(z)) of z is continuous and tends to
φ ln(1/δ) > 0 asz tends to−∞. We can apply Lemma 4.2, first forµN , then forµN−1, down toµ1. It
proves that theµi are positive.

Then, we prove thatSi is an increasing function. This function satisfies the following equation:

ζ S′′
i + c S′

i = (1 − τ)Rr(θ, α)
N
∑

j=i

Mj µj + (1 − τ)Rr(θ, α)Fi µi + ǫk̃(θ)Si.

Consequently, the quantityζS′′
i + cS′

i is nonnegative and also positive for sufficiently smallz, where
Rr(θ(z), α(z)) andk̃(θ(z)) are positive. Making use of Lemma 4.1, we obtain thatS′

i is positive.
Applying Lemma 4.2 toα, we show thatα is positive. We now prove that1 − α − ζ/D S1 is non

negative. This function is denotedu. The equations onα andµi of (Sζ,ǫ,r,τ ) are integrated betweenz and
+∞ and added. We obtain, for allz ∈ R:

Du′(z) + c u(z) =

∫ +∞

z
k̃(θ(x)) [α(x) + ǫ S1(x)] dx+ c

(

1 − ζ

D

)

S1(z) 6 0.

Lemma 4.1 then shows thatu is non negative. So, we have the inequality:

α 6 1 − ζ

D
S1 < 1.

Let us then show thatθ is a decreasing function, smaller than 1:θ′ 6 0 andθ 6 1. If there exists a real
zo such thatθ′(zo) > 0 andθ(zo) 6 1, then we haveθ′′(zo) < 0 because of the first equation of(Sζ,ǫ,r,τ ). So
θ′ is decreasing aroundzo. It is then easy to see thatθ′(z) is decreasing and positive andθ(z) is increasing
and smaller than 1 forz 6 zo. It is inconsistent with the limit ofθ at−∞. So, if θ(z) is smaller or equal to
1 then it is decreasing. We also have to get rid of the case:

θ(z) > 1 for z < zo,

θ(z) 6 1, θ′(z) 6 0 for z > zo.

In such a case, we denoteψ the functionθ + α +
∑

µi − 1. This functionψ(z) is positive forz 6 zo and
its sign is not constant because of the equality

∫

R
k̃(θ(x))ψ(x)dx = 0, obtained through the integration on

R and the sum of the equations of(Sζ,ǫ,r,τ ). So, we can introduce the first pointa whereψ vanishes. The
system(Sζ,ǫ,r,τ ) is integrated between−∞ anda and we sum all equations, thus giving:

Dψ′(a) + cψ(a) = ǫ

∫ a

−∞
k̃(θ(x))ψ(x) dx − (κ−D)θ′(a) + (D − ζ)S′

1(a) > 0.
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Sinceψ(a) = 0, we obtainψ′(a) > 0. But ψ(z) is positive forz < a and vanishes forz = a. The
assumption made was then false andθ is decreasing.

We then prove thatθ is strictly decreasing. Indeed ifθ′(z) vanishes, thenθ′′(z) is equal to zero. Because
of the first equation of(Sζ,ǫ,r,τ) and because of the preceding results, we necessarily haveθ(z) 6 θc and
z 6 0. It is inconsistent with the equation (24). So,θ′ is negative.

Multiplying the first equation of(Sζ,ǫ,r,τ) by 1/(1 − ǫ) and adding the second equation, we obtain the
equation forSθα:

DS′′
θα + c S′

θα = − c

1 − ǫ
θ′
( κ

D
− 1
)

+
ǫ

1 − ǫ
k̃(θ)(1 − θ) + (1 − τ)Rr(θ, α)

∑

Miµi.

So, the quantityDS′′
θα(z) + c S′

θα(z) is non negative and positive forz < 0. Applying Lemma 4.2, we
obtainS′

θα > 0.

Let notey(z) = ỸFs(θ(z))− (1−ω)α(z). We want to prove that this function is positive ifD 6
κ

1 + p
.

It satisfies the equation:
Dy′′(z) + c y′(z) − F (z, y(z)) + g(z) = 0,

with

F (z,v) =

(

1 +
D (1 − ǫ)

κ (1 − ω)
Ỹ ′

Fs(θ(z))

)

k̃(θ(z)) v

+ (1 − τ)(1 − ω)ϕ ln

(

1 +
v

1 − ỸFs(θ(z))

)(

1 − Φ

(

v

r(1 − ỸFs(θ(z)))

)) N
∑

i=1

Mi µi(z),

and

g(z) = − θ′(z)

[

D θ′(z) Ỹ ′′
Fs(θ(z)) + c

(

1 − D

κ

)

Ỹ ′
Fs(θ(z))

]

+ k̃(θ(z))

[

ỸFs(θ(z))

(

1 +
(1 − ǫ)D

(1 − ω)κ
Ỹ ′

Fs(θ(z))

)

+ ǫ
D

κ
(1 − θ(z)) Ỹ ′

Fs(θ(z))

]

.

An integration of theθ equation betweenz and+∞ shows thatκ θ′ + c θ > 0. We can then give a lower
bound forg, independent ofc:

g(z) > θ′(z)2
[

κ−D

θ(z)
Ỹ ′

Fs(θ(z)) −DỸ ′′
Fs(θ(z))

]

+ k̃(θ(z))ỸFs(θ(z)).

ForD 6
κ

1 + p
, theg function is non negative and is not the zero function sinceg > k̃(θ)ỸFs(θ). We then

can apply Lemma 4.2 which show thaty is positive. Consequently, the proposition is proved. �

4.3 General estimates

From this subsection,α∞ is supposed to be greater thanθc and we introduce a real,β ∈]0, 1[, such that

θc < βα∞ < α∞. (25)

This assumption is not very restrictive becauseθc can be chosen as small as we want andα∞ > 0. Estimates
independent ofr, ζ, ǫ andτ , and also inequalities, useful for Section 6, are given in the following theorem:
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Theorem 4.4 For 0 6 r 6 1, 0 < ζ < D 6
κ

1 + p
, 0 6 ǫ 6 1 − β and0 6 τ 6 1 such thatǫ(1 − τ) 6= 0,

there exists constantsM > 0, c−a > 0 andc+ independent ofr, ζ, ǫ andτ andMζ > 0 independent ofr, ǫ
andτ such that, if there exists a scalarc and functionsθ, α andµi in C2+δ(R) solution of(Sζ,ǫ,r,τ ) then:

‖θ‖C2+δ(R) 6 Mζ , ‖α‖C2+δ(R) 6 Mζ ‖µi‖C2+δ(R) 6 Mζ c−a 6 c 6 c+,

and, forr = 0:
‖θ‖C2+δ(R) 6 M, ‖α‖C2+δ(R) 6 M ‖µi‖C2+δ(R) 6 M.

If we chooseθ(0) = θc, we also have the inequalities:

(1 − ǫ)(α∞ − α) 6 θ, (26)

∀i ∈ {1, . . . , N},
N
∑

j=i

N
∏

k=j+1

(

1 +
Fk

Mk

)

(µ∞j − µj) > 0, (27)

∀z ∈ R
+, ∀i ∈ {1, . . . , N}, 0 6 S∞

i − Si 6

(

1 +
Fi

Mi

)

(θ(z) − α∞ + α(z)), (28)

∀z ∈ R
+, θ(z) + α(z) + S1(z) > 1. (29)

Proof . – We already know, because of Proposition (4.3), thatc is positive,θ and
∑

µi are monotone
andα and all theµi are positive and bounded.

We now give an estimate forθ′, distinguishing two cases:c > 1 andc < 1. If c is bigger than 1, then
θ′(z) reaches its minimum atz = zm and for allz ∈ R, we have:

|θ′(z)| 6 |θ′(zm)| =

∣

∣

∣

∣

−1 − ǫ

c
k̃(θ(zm))α(zm) − ǫ

c
k̃(θ(zm))[1 − θ(zm)]

∣

∣

∣

∣

6 k̃(1).

Thus, this involves that|θ′| is smaller thañk(1).
If c is smaller than 1, suppose thatθ′(z) > k̃(1), for az ∈ R. We definezo as the biggest real, smaller than
z and such that|θ′(zo)| = k̃(1). So, forx ∈ [zo, z], |θ′(x)| is bigger thañk(θ(x)). The first equation of
(Sζ,ǫ,r,τ ) is then integrated betweenzo andz:

|θ′(z)| =
∣

∣

∣
θ′(zo) −

c

κ
[θ(z) − θ(zo)] −

1 − ǫ

κ

∫ z

zo

k̃(θ(y))α(y)dy − ǫ

κ

∫ z

zo

k̃(θ(y))(1 − θ(y))dy
∣

∣

∣
. (30)

The term|θ′(zo)| is upperly bounded bỹk(1), c by 1,|θ(z)−θ(zo)| by 1, |α(y)| by 1 andk̃(θ(y)) by |θ′(y)|.
Then, in all the cases,|θ′| is upperly bounded bỹk(1) + 2

κ .
As in the proof of Proposition 4.3, we chooseθ(0) = θc. Thenc can be evaluated fromθ′(0):

c =
−θ′(0)
θc

.

With what precedes, we have the upper bound for the wave velocity:

c 6 c+ =
κk̃(1) + 2

θc
. (31)
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In order to have a lower bound forc, we first show the inequalityθ + (1 − ǫ)α > (1 − ǫ)α∞. The first
equation of(Sζ,ǫ,r,τ ) and the second multiplied by1− ǫ are integrated betweenz and+∞ and added. With
u = θ + (1 − ǫ)(α − α∞), we obtain:

Du′ + c u > −(κ−D)θ′ > 0.

Because of Lemma 4.1,u is necessarily non negative andθ + (1 − ǫ)α > (1 − ǫ)α∞. So:

(1 − ǫ)α > [(1 − ǫ)α∞ − θ]+.

The first equation of(Sζ,ǫ,r,τ ) is then multiplied byθ′ and integrated onR. With the preceding inequality,
we obtain:

c

∫

R

(θ′(x))2dx > −
∫

R

k̃(θ(x))[(1 − ǫ)α∞ − θ(x)]+θ′(x)dx− ǫ

∫

R

k̃(θ(x))(1 − θ(x))θ′(x)dx,

>

∫ (1−ǫ)α∞

0
k̃(y)[(1 − ǫ)α∞ − y]dy + ǫ

∫ 1

0
k̃(y)(1 − y)dy.

With the assumption (25) and the estimates ofθ′, we find the lower bound forc:

c > c−a =
κ

2 + κk̃(1)

∫ βα∞

θc

k̃(y)[βα∞ − y]dy > 0. (32)

In order to have estimates inC2+δ(R), we can give here estimates inC3(R), because the solutions in
C2+δ(R) of (Sr,ǫ,ζ,τ) are necessarily regular. With the lower bound ofc and bounds ofθ, θ′, α andµi, it is
then easy to prove thatα′, µ′i, α

′′, θ′′ andθ′′′ are bounded independently ofr, ζ, ǫ andτ . We also prove that
µ′′i has bounds independent ofr, ǫ andτ , but dependent ofζ. For r > 0, we have to derive the equations
onα andµi and to give a bound, independent ofr, ǫ andτ of theRr(θ(z), α(z)) derivative in order to have
estimates ofα′′′ andµ′′′i . This function can be rewritten:

Rr(θ(z), α(z)) = ϕψr(B̃M (θ(z), α(z))), ψr(x) =
(

1 − Φ
(x

r

))

ln(1 + x).

But B̃M (θ(z), α(z)) is positive and smaller than1 + 1
δ and its derivative is bounded independently of all

parameters. Moreover,ψ′
r(x) is bounded independently ofr for x ∈ [0, 1 + 1

δ ]:

0 6 ψ′
r(x) =

1 − Φ
(

x
r

)

1 + x
− x

r
Φ′
(x

r

) ln(1 + x)

x

6 1 + max
{

yΦ′(y), y ∈ [0, 1]
}

× max

{

ln(1 + x)

x
, x ∈

]

0, 1 +
1

δ

]}

.

It allows us to prove the first estimates of the theorem.
For r = 0, becauseB̃M > 0, the functionR0(θ(z), α(z)) is regular forz ∈ R and it is easy to prove

thatα′′′, µ′′i , µ′′′i are bounded independently ofζ, ǫ andτ (for µ′′i , µ′′′i , we use the first and second derivative
of theµi equation and we evaluate the maximum and the minimum of thesefunctions), thus showing the
second estimates of the theorem.
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The inequality (27) is proved thanks to Lemma 4.1. Indeed, let us denote

u =

N
∑

j=i

N
∏

k=j+1

(

1 +
Fk

Mk

)

(µ∞j − µj).

Multiplying the equations on theµi of (Sζ,ǫ,r,τ ) for the indexi toN by
N
∏

k=j+1

(

1 +
Fk

Mk

)

, and integrating

there sum betweenz and+∞, the equation onu appears:

ζ u′(z) + c(u(+∞) − u(z)) = (Mi + Fi)
N
∏

k=1

(

1 +
Fk

Mk

)

(1 − τ)

∫ +∞

z
Rr(θ(y), α(y))µi(y) dy > 0

and the inequality is shown.

Let us then show inequality (28). Let us denotev(z) the function defined by:

v(z) =
Mi

Fi +Mi
(S∞

i − Si(z)) + α∞ − α(z) − θ(z).

We then multiply by
Mi

Fi +Mi
the equations onµi in (Sζ,ǫ,r,τ) for the indexi toN , integrate these equations

as well as first and second equations of(Sζ,ǫ,r,τ ) betweenz and+∞, and sum up all these equations. We
finally get the following equation forv:

Dv′(z) + c v(z) + ǫ

∫ +∞

z
k̃(θ(y)) v(y) dy = (κ−D)θ′(z) + (ζ −D)

Mi

Fi +Mi
S′

i(z)

−
[

Fi

Fi +Mi
S∞

i +

i−1
∑

k=1

µ∞k

]

ǫ

∫ +∞

z
k̃(θ(y)) dy

− (1 − τ)

∫ +∞

z
Rr(θ(y), α(y))

[

i−1
∑

k=1

Mk µk(y) +

N
∑

k=i+1

Fi

Fi +Mi
Mkµk(y)

]

dy.

Becauseθ andSi are decreasing and because of the inequalityζ 6 D 6 κ, the function defined by the
left hand side of the preceding equation is then non positive. If v(0) is positive, thenv′(0) is negative, and
necessarily,v(z) is positive and decreasing forz 6 0. It is impossible becausev has a non positive limit at
−∞. So,v(0) is non positive, and forz > 0, we haveDv′(z)+ c v(z) 6 0. As for Lemma 4.1, introducing
the functionΓ(z) = u(z) exp (a z), we prove thatv(z) 6 0 for z > 0 and inequality (28) is proved.

Let us now turn to inequality (29). We notew = 1 − θ − α− S1. Integrating the equations of(Sζ,ǫ,r,τ )

betweenz and+∞, and adding, the equation onw yields:

Dw′(z) + cw(z) + ǫ

∫ +∞

z
k̃(θ(y))w(y) dy = (κ−D)θ′(z) − (D − ζ)S′

1(z) 6 0.

As for v, we then prove thatw(z) 6 0 for z > 0. The theorem is then proved. �
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4.4 Behavior of solutions at infinity

We have suggested in the section 3, that a change of variableswill be done in order to be able to define
the topological degree. This change of variable is defined inthe subsection 5.3. But for that, we have to
show that the functionsθ, α andµi, solutions of(Sζ,ǫ,r,τ ) are exponentially decreasing; this behavior is
characterized in the following Proposition:

Proposition 4.5 If the scalarc and the functionsθ, α andµi in C2+δ(R) are solution of(Sζ,ǫ,r,τ), then, for
z greater thanzc = θ−1(θc), we have:

θ(z) 6 θc exp

(

−c
−
a

κ
(z − zc)

)

, |α∞ − α(z)| 6 max

{

1

1 − ǫ
,N

}

θc exp

(

−c
−
a

κ
(z − zc)

)

,

∀i ∈ {1, . . . , N}, 0 6 S∞
i − Si(z) 6 (1 + N)

(

1 +
Fi

Mi

)

θc exp

(

−c
−
a

κ
(z − zc)

)

,

∀i ∈ {1, . . . , N − 1}, |µ∞i − µi(z)| 6 (2 +
Fi

Mi
+
Fi+1

Mi+1
)(1 + N)θc exp

(

−c
−
a

κ
(z − zc)

)

,

with N = sup
x∈[0,1]

ỸFs(x).

Proof . – We have already remarked that, forz > zc, θ(z) = θc exp(−c(z − zc)/κ) and the first
inequality is proved, thanks to Theorem 4.4.

Theorem 4.4 also gives the result:(1 − ǫ)(α∞ − α) 6 θ. Because of Proposition 4.3, we have:
α− α∞ 6 ỸFs(θ) − ỸFs(0) 6 Nθ. The second inequality is then proved.

The third inequality is easy to prove from (28) and the last inequality is due toµi = Si − Si+1. �

5 Existence result for the system(Sζ,ǫ,r)

In this section, the parametersζ, ǫ andr are supposed fixed such that:

0 < ζ < D 6
κ

1 + p
, 0 < ǫ 6 1 − β, 0 < r 6 1.

Moreover, we denoteΦ, aC∞ function with the property (22), andE, the space:

E =
{

v, Φ − v ∈ C2+δ
µ (R)

}

.

We then want to prove the existence of a solution of the system(Sζ,ǫ,r). For that, we evaluate the
topological degree of the corresponding operator of this system, using two continuous transformations,
leading us to a simpler system. The first transformation is defined by the operatorAτ :

Aτ























θ

α

µ1

...

µN























=























κ θ′′

Dα′′

ζ µ′′1
...

ζ µ′′N























+c























θ′

α′

µ′1
...

µ′N























+























k̃(θ)α+ ǫ k̃(θ)(1 − θ − α)

−k̃(θ)α+ (1 − τ)Rr(θ, α)
∑

Mi µi

−(1 − τ)Rr(θ, α)[(M1 + F1)µ1 − F2 µ2] − ǫ k̃(θ)µ1

...

−(1 − τ)Rr(θ, α)(MN + FN )µN − ǫ k̃(θ)µN























. (33)
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The second transformation is defined by the operatorBτ :

Bτ























θ

α

µ1

...

µN























=























κ θ′′

Dτ α
′′

ζτ µ
′′
1

...

ζτ µ
′′
N























+ c























θ′

α′

µ′1
...

µ′N























+























k̃(θ)α+ ǫτ k̃(θ)(1 − θ − α)

−k̃(θ)α
−ǫτ k̃(θ)µ1

...

−ǫτ k̃(θ)µN























, (34)

with ǫτ = τ + (1 − τ)ǫ,Dτ = κτ + (1 − τ)D andζτ = κτ + (1 − τ)ζ.
The system(Sζ,ǫ,r) is thenA0w = 0. First, we see that these transformations yield to a simplersystem

B1w = 0, for which the existence and the uniqueness of solutions have already been proved. We then show
how to define and use the topological degree. Finally, we giveestimates in the weighted Hölder space which
allow us to prove the existence of solutions for(Sζ,ǫ,r).

5.1 Existence and uniqueness for the transformed system

Let us begin with an investigation of systemB1w = 0:

Proposition 5.1 Up to a translation, there exists only one solutionc, θ, α, µi of the system:


















κ θ′′ + c θ′ + k̃(θ) (1 − θ) = 0,

κ α′′ + c α′ − k̃(θ)α = 0,

κ µ′′i + c µ′i − k̃(θ)µi = 0,

(35)

such thatθ, (α∞ − α)/α∞ and(µ∞i − µi)/µ
∞
i are inE.

Proof . – The proof comes from the existence and the uniqueness, up to atranslation, of the solution
c ∈ R andθ ∈ E of:

κ θ′′ + c θ′ + k̃(θ) (1 − θ) = 0. (36)

The unique solution of (35) is thenc, θ, α = α∞(1 − θ), µi = µ∞i (1 − θ). �

5.2 Estimates in the Hölder space

Estimates independent ofτ are given by Theorem 4.4 for solutions ofAτ (θ, α, µ) = 0 and their behavior at
+∞ is given by Proposition 4.5. Let us give similar results for solutions ofBτ (θ, α, µ) = 0. First, we give
monotonicity properties:

Proposition 5.2 If, for 0 6 τ 6 1, there exists a scalarc and functionsθ, α andµi in C2+δ(R) solution of
Bτ (θ, α, µ) = 0, then:

c > 0, α′ > 0, ∀i µ′i > 0, θ′ < 0.
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Proof . – As for Proposition 4.3, we prove thatc > 0. We then apply Lemma 4.2 in order to prove that
α > 0 andµi > 0 and Lemma 4.1 in order to prove thatθ is decreasing andα, µi are increasing. �

The a priori estimates and behavior at+∞ are then given by the following theorem:

Theorem 5.3 There existsM > 0, c−b > 0 andc+ such that, for eachτ ∈ [0, 1], if there exists a scalarc
and functionsθ, α andµi in C2+δ(R) solution ofBτ (θ, α, µ) = 0 then:

‖θ‖C2+δ(R) 6 M, ‖α‖C2+δ(R) 6 M ‖µi‖C2+δ(R) 6 M c−b 6 c 6 c+.

Moreover, ifzc = θ−1(θc), the behavior of the functions at+∞ is given, forz > zc, by:

θ(z) = θc exp
(

− c

κ
(z − zc)

)

6 exp

(

−c
−
b

κ
(z − zc)

)

(37)

α∞ − α(z) = α(zc) exp

(

− c

Dτ
(z − zc)

)

6 exp

(

−c
−
b

κ
(z − zc)

)

(38)

µ∞i − µi(z) = µi(zc) exp

(

− c

ζτ
(z − zc)

)

6 exp

(

−c
−
b

κ
(z − zc)

)

(39)

Proof . – As for Theorem 4.4, we prove that|θ′| is upperly bounded bỹk(1) + 2
κ and then thatc is

upperly bounded byc+ = (κk̃(1) + 2)/θc.

We have alsoθ > (1−ǫτ )(α∞−α) and we then obtain, integrating the first equation ofBτ (θ, α, µ) = 0

multiplied byθ′:

c

∫

R

(θ′(x))2dx >

∫ (1−ǫτ )α∞

0
k̃(y)[(1 − ǫτ )α

∞ − y]dy + ǫτ

∫ 1

0
k̃(y)(1 − y)dy

> ǫ

∫ 1

0
k̃(y)(1 − y)dy.

Then we give a lower bound forc:

c > c−b =
κ ǫ

2 + κ k̃(1)

∫ 1

0
k̃(y)(1 − y)dy.

It is then easy to prove thatα′, µ′i, α
′′, µ′′i , θ′′ and alsoθ′′′, α′′′, µ′′′i are bounded independently ofτ .

The behavior of functions at+∞ is easy to see and the theorem is proved. �

5.3 Definition of the topological degree

In this subsection, we define the topological degree for the considered operatorsAτ andBτ , after a change
of variables. Let introduce a realλ such that

0 < λ <
c−

κ
, c− = min{c−a , c−b } > 0,
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wherec−a andc−b are the lower bounds for the wave velocities introduced in Theorem 4.4 and in Theorem
5.3. Letξ denote the function defined byξ(z) = exp(λ(1 − Φ(z))z), whereΦ is aC∞ function described
by (22). The change of variables is given by:

t = ξθ, a = ξ
α∞ − α

α∞ , mi = ξ
µ∞i − µi

µ∞i
. (40)

Then, we have:

∀z 6 0 t(z) = θ(z) a(z) =
α∞ − α(z)

α∞ mi(z) =
µ∞i − µi(z)

µ∞i
(41)

∀z > 1 t(z) = θ(z)eλ z a(z) =
α∞ − α(z)

α∞ eλ z mi(z) =
µ∞i − µi(z)

µ∞i
eλ z (42)

For solutions ofAτ (θ, α, µ) = 0 or of Bτ (θ, α, µ) = 0 in the weighted Hölder space,θ is necessarily
decreasing and we can definezc = θ−1(θc). Because of Proposition 4.5 forAτ and Theorem 5.3 ofBτ , we
know that there exists a constantC, independent ofτ , such that ifz > zc andz > 1, then:

t(z) 6 C exp

(

c−

κ
zc

)

exp

((

λ− c−

κ

)

z

)

,

|a(x)| 6 C exp

(

c−

κ
zc

)

exp

((

λ− c−

κ

)

z

)

,

|mi(x)| 6 C exp

(

c−

κ
zc

)

exp

((

λ− c−

κ

)

z

)

.

(43)

After change of variables inAτ (θ, α, µ) = 0, the obtained system is:


















κt′′ + (c− 2κl1)t
′ + [(2l21 − l2)κ− l1c]t+ F1(t, a) = 0,

Da′′ + (c− 2Dl1)a
′ + [(2l21 − l2)D − l1c]a+ F2(t, a,m) = 0,

ζm′′
i + (c− 2ζl1)m

′
i + [(2l21 − l2)ζ − l1c]mi + F3(t, a,m) = 0,

(44)

with l1 = ξ′/ξ, l2 = ξ′′/ξ and

F1(t, a) = k̃

(

t

ξ

)

[(1 − ǫ)α∞(ξ − a) + ǫ (ξ − t)] ,

F2(t, a,m)= k̃

(

t

ξ

)

(ξ − a) − (1 − τ)Rr

(

t

ξ
, α∞

(

1 − a

ξ

))

∑

Mi
µ∞i
α∞ (ξ − mi),

F3(t, a,m)= (1 − τ)Rr

(

t

ξ
, α∞

(

1 − a

ξ

))[

(Mi + Fi)(ξ −mi) − Fi+1
µ∞i+1

µ∞i
(ξ −mi+1)

]

+ ǫ k̃

(

t

ξ

)

(ξ −mi).

Let noteÃτ the corresponding operator to (44), with the functionalc(t, a,m), defined by (20), replacing
c. The problemsAτ (θ, α,m) = 0 andÃτ (t, a,m) = 0 are then equivalent because of (41) and (43). For
the operatorBτ , we can also define the operatorB̃τ by the same change of variables and the problems
Bτ (θ, α,m) = 0 andB̃τ (t, a,m) = 0 are also equivalent.

26



For z > 1, l1(z) = λ and l2(z) = λ2, and because of the choice ofλ, we know thatλ(κλ − c) < 0,
λ(Dλ− c) < 0 andλ(ζλ− c) < 0. For the operator̃Aτ and also for the operator̃Bτ , the condition (21) is
then valid and we can define the topological degree. These operators are homotopies.

5.4 Estimates in the weighted Hölder space

In order to find a priori estimates in the weighted Hölder space, we first prove that there is no ’infinite
translation’ of the solutions ofAτ (θ, α,m) andBτ (θ, α,m), whenτ varies. It means, for example, that the
realzc for which θ(zc) = θc has bounds, independent ofτ . It is due to the choice of the functionalc(w).
Then, the behavior of the solutions at±∞ allows us to find the estimates.

Let noteL = 1 + 1/(α∞)2 + 1/
∑

(µ∞i )2. Up to an eventual translation, we can chooseσ such that

∫ 0

−∞
σ(z)dz <

exp(c−)

L
. (45)

Lemma 5.4 For solutionθ, α, mi of Aτ (θ, α,m) = 0 or of Bτ (θ, α,m) = 0, the realzc = θ−1(θc) is
bounded independently ofτ ∈ [0, 1].

Proof . – The functionalc is defined by:

c(t, a,m) = ln

(

∫

R

[t2(z) + a2(z) +
∑

i

m2
i (z)]σ(z)dz

)

.

In the variablesθ, α andµi:

c̃(θ, α, µ) = c

(

ξθ, ξ

(

α∞ − α

α∞

)

, ξ

(

µ∞1 − µ1

µ∞1

)

, . . . , ξ

(

µ∞N − µN

µ∞N

))

= ln

(

∫

R

[

θ2(z) +

(

α∞ − α

α∞

)2

+
∑

i

(

µ∞i − µi

µ∞i

)2
]

ξ2(z)σ(z)dz

)

.

Let assume thatzc > 0. We then have:

c̃(θ, α, µ) > ln

∫ zc

0
|θ(z)|2ξ2(z)σ(z)dz > ln(θ2

czcσ(0)). (46)

However, Theorem 4.4 or Theorem 5.3 say thatc̃(θ, α, µ) 6 c+. We then have the upper bound forzc
independent ofτ :

zc 6
ec

+

θ2
cσ(0)

. (47)

Let now assume thatzc < 0. Theorem 4.4 or Theorem 5.3 show thatc̃(θ, α, µ) > c−. Then:

ec
−

6 ec̃(θ,α,µ) =

∫ 0

−∞

[

θ2(z) +

(

α∞ − α(z)

α∞

)2

+
∑

i

(

µ∞i − µi(z)

µ∞i

)2
]

σ(z)dz

+

∫ +∞

0

[

θ2(z) +

(

α∞ − α(z)

α∞

)2

+
∑

i

(

µ∞i − µi(z)

µ∞i

)2
]

ξ2(z)σ(z)dz.
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With the relations (43) and becauseΦ(z) 6 exp(λ z) for z > 0, we obtain:

ec
−

6 L

∫ 0

−∞
σ(z)dz + L

∫ +∞

0
e2λze−2c−zc/κdz.

So:
ec

−

L
6

∫ 0

−∞
σ(z)dz +

1

2(c−/κ− λ)
e2c−zc/κ,

and because of (45), the lemma is proved. �

Before giving more estimates let us prove a lemma, which allows us to evaluate the behavior at+∞ or
at−∞ of solution of some ordinary differential equation:

Lemma 5.5 Let noteI the interval] −∞, z0], a andb two positive reals andy a function inC2+δ(I) such
that:

• y is non negative,

• y(z) tends to 0 whenz tends to−∞,

• for all z ∈ I, y′′(z) + a y′(z) − b y(z) > 0.

Then, forz ∈ I:

y(z) 6y(z0) exp

(√
a2 + 4b− a

2
(z − z0)

)

(48)

0 6y′(z)6

[

y′(z0) +
a+

√
a2 + 4b

2
y(z0)

]

exp

(√
a2 + 4b− a

2
(z − z0)

)

(49)

Proof . – Let introduce the functionΛ1 defined forz ∈ I by:

Λ1(z) =

(

y′(z) +
a−

√
a2 + 4b

2
y(z)

)

exp

(

a+
√
a2 + 4b

2
z

)

.

A computation of derivative shows that this function is increasing. Moreover, it tends to 0 at−∞. Then it
is non negative andy′(z)+ (a−

√
a2 + 4b)/2 y(z) > 0. We also introduce the functionΓ defined forz ∈ I

by:

Γ(z) = y(z) exp

(

a−
√
a2 + 4b

2
z

)

.

This function is also increasing because of the previous result, and simply writingΓ(z) 6 Γ(z0), we show
the validity of the first inequality (48).

Let now introduce the functionΛ2 defined forz ∈ I by:

Λ2(z) =

(

y′(z) +
a+

√
a2 + 4b

2
y(z)

)

exp

(

a−
√
a2 + 4b

2
z

)

.

This function is increasing and thenΛ2(z) 6 Λ2(z0) for z 6 z0. Becausey is non negative, we obtain the
second inequality (49) and the lemma is proved. �
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We can then give estimates in the weighted Hölder space:

Theorem 5.6 There exists a constantM > 0 independent ofτ ∈ [0, 1] such that, ift, a, mi in E are
solution ofÃτ (t, a,m1,τ , . . . ,mN,τ ) = 0, then:

‖Φ − t‖C2+δ
µ (R) 6 M, ‖Φ − a‖C2+δ

µ (R) 6 M, ‖Φ −mi‖C2+δ
µ (R) 6 M, (50)

Proof . – Let noteθ = t/ζ ∈ E, α = α∞(1 − a/ζ) ∈ E, µi = µ∞i (1 −mi/ζ) which are solution of
Aτ (θ, α, µ1, . . . , µN ) = 0.

Theorem 4.4, relations (41) and (43) and upper bound forzc = θ−1(θc) in Lemma 5.4 give upper bound
independent ofτ for the norms oft, a andmi in the Hölder spaceC2+δ(R). Estimates independent ofτ
in the spaceC2+δ

µ (R+) are straightforward because of Proposition 4.5. We then only have to find estimates
independent ofτ in the spaceC2+δ

µ (R−) of the functions1 − θ, α andµi, which are respectively equal to
1 − t, α∞(1 − a) andµ∞i (1 −mi) onR

−.
We know thatθ(zc) = θc, θ′(zc) = −cθc/κ andθ′′(zc) = c2θc/κ

2 > 0. Let then notezd the larger real
in ] −∞, zc] such thatθ′′(zd) = 0 (θ′′ have necessarily a zero in] −∞, zc]: in the other case,θ′ would be
increasing and upperly bounded byθ′(zc) = −cθc/κ in ] −∞, zc], but it is impossible). The functionθ′ is
increasing on[zd, zc] and then:

∀z ∈ [zd, zc] θ′(z) 6 −cθc

κ
. (51)

An integration of this inequality betweenzd andzc give a lower bound forzd:

zd > zc −
κ

c− θc
. (52)

So, aszc, zd admits a lower bound independent ofτ .
Moreover, forz = zd, the equation onθ give:

−cθ′(zd) = (1 − ǫ)k̃(θ(zd))(1 − α(zd)) + ǫk̃(θ(zd))(1 − θ(zd)) 6 k̃(θ(zd)).

Applying (51) toz = zd and becausẽk(θ(z)) is a decreasing function, we obtain, forz 6 zd:

k̃(θ(z)) >
c2θc

κ
. (53)

Let consider increasing variables1 − θ, Sθα = (1 − θ)κ/[D(1 − ǫ)] − α andSi =
∑N

k=i µk. Because
of (53), those variables are such that, forz 6 zd:

− κ θ′′(z) − c θ′(z) > ǫ
c2 θc

κ
(1 − θ(z)), (54)

DS′′
θα(z) + c S′

θα(z) > ǫ
D2 c2 θc

κ2
Sθα(z), (55)

ζ S′′
i (z) + c S′

i(z) > ǫ
c2 θc

κ
Si(z). (56)

We apply Lemma 5.5 to those variables. First for1 − θ, we obtain, forz 6 zd:

0 6 1 − θ(z) 6 [1 − θ(zd)] exp
( c

2κ
[
√

1 + 4ǫ θc − 1](z − zd)
)

0 6 −θ′(z) 6

[

−θ′(zd) +
c

2κ
(1 +

√

1 + 4ǫ θc)θ(zd)
]

exp
( c

2κ
[
√

1 + 4ǫ θc − 1](z − zd)
)
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We have also remarked that there exists a constantM , independent ofτ , which upperly bound the norms
of θ, α andµi in the Hölder spaceC2+δ(R). The constantsc− and c+ are also independent ofτ and
0 < c− 6 c 6 c+. Then:

0 6 1 − θ(z) 6 exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

, (57)

0 6 −θ′(z) 6

[

M +
c+

2κ
(1 +

√

1 + 4ǫ θc)

]

exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

. (58)

In the same way, forS′
θα, if z 6 zd:

0 6 S′
θα(z) 6

[

M +
c+

2D

(

1 +

√

1 + 4ǫ
D2

κ2
θc

)]

exp

(

c−

2D

[
√

1 + 4ǫ
D2

κ2
θc − 1

]

(z − zd)

)

.

As 1 − θ, the functionsα andα′ then exponentially tend to zero at−∞:

0 6 α(z) 6
κ

(1 − ǫ)D
(1 − θ(z)) 6

κ

(1 − ǫ)D
exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

,

α′(z) 6 − κ

(1 − ǫ)D
θ′(z)

6
κ

(1 − ǫ)D

[

M +
c+

2κ
(1 +

√

1 + 4ǫ θc)

]

exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

,

−α′(z) 6S′
θα(z)

6

[

M +
c+

2D

(

1 +

√

1 + 4ǫ
D2

κ2
θc

)]

exp

(

c−

2D

[
√

1 + 4ǫ
D2

κ2
θc − 1

]

(z − zd)

)

.

Finally, applying Lemma 5.5 toSi, we have, forz 6 zd:

0 6 Si(z) 6 exp

(

c−

2 ζ

[
√

1 + 4ǫ
ζ

κ
θc − 1

]

(z − zd)

)

(59)

0 6 S′
i(z) 6

[

M +
c+

2 ζ

(

1 +

√

1 + 4ǫ
ζ

κ
θc

)]

exp

(

c−

2 ζ

[
√

1 + 4ǫ
ζ

κ
θc − 1

]

(z − zd)

)

(60)

The functionsµi andµ′i then exponentially tend to zero at−∞ because0 6 µi 6 Si, µ′i = S′
i − S′

i+1 6 S′
i

and−µ′i = S′
i+1 − S′

i 6 S′
i+1.

We then have an upper bound, independent ofτ , for the norm of1− θ, α andµi in the spaceC2+δ
µ (R−)

and the theorem is proved. �

Theorem 5.7 There exists a constantM > 0 such that, for eachτ ∈ [0, 1], if t, a, mi in E are solution of
B̃τ (t, a,m1, . . . ,mN ) = 0, then:

‖Φ − t‖C2+δ
µ (R) 6 M, ‖Φ − a‖C2+δ

µ (R) 6 M, ‖Φ −mi‖C2+δ
µ (R) 6 M, (61)
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Proof . – Let noteθ = t/ζ ∈ E, α = α∞(1 − a/ζ) ∈ E, µi = µ∞i (1 −mi/ζ) which are solution of
Bτ (θ, α, µ1, . . . , µN ) = 0.

Theorem 5.3, relations (41) and (43) and the upper bound forzc = θ−1(θc) in Lemma 5.4 give an upper
bound independent ofτ for the norms oft, a andmi in the Hölder spaceC2+δ(R). Estimates independent of
τ in the spaceC2+δ

µ (R+) are straightforward because of Theorem 5.3. We then only have to find estimates
independent ofτ in the spaceC2+δ

µ (R−) of the functions1 − θ, α andµi, which are respectively equal to
1 − t, α∞(1 − a) andµ∞i (1 −mi) onR

−.
We introduce, as in the proof of Theorem 5.6, the largest realzd in ] −∞, zc] such thatθ′′(zd) = 0 and

we have:

zd > zc −
κ

c− θc
, k̃(θ(z)) >

c2θc

κ
.

The increasing variables1 − θ, α andµi are then such that, forz 6 zd:

− κ θ′′(z) − c θ′(z) > ǫ
c2 θc

κ
(1 − θ(z)), (62)

Dτ α
′′(z) + c α′(z) >

c2 θc

κ
α(z), (63)

ζτ µ
′′
i (z) + c µ′i(z) > ǫ

c2 θc

κ
µi(z). (64)

Applying Lemma 5.5 to those variables, we obtain:

0 6 1 − θ(z) 6 exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

,

0 6 −θ′(z) 6

[

M +
c+

2κ
(1 +

√

1 + 4ǫ θc)

]

exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

,

0 6 α(z) 6 exp

(

c−

2κ

[

√

1 + 4ǫ θc − 1
]

(z − zd)

)

,

0 6 α′(z) 6

[

M +
c+

2D
(1 +

√

1 + 4ǫ θc)

]

exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

,

0 6 µi(z) 6 exp

(

c−

2κ

[

√

1 + 4ǫ θc − 1
]

(z − zd)

)

,

0 6 µ′i(z) 6

[

M +
c+

2 ζ
(1 +

√

1 + 4ǫ θc)

]

exp

(

c−

2κ
[
√

1 + 4ǫ θc − 1](z − zd)

)

.

We then have an upper bound, independent ofτ , for the norm of1− θ, α andµi in the spaceC2+δ
µ (R−) and

the theorem is proved. �

5.5 Conclusion

Forζ, ǫ andr fixed such that0 < ζ < D 6
κ

1 + p
, 0 < ǫ 6 1−β and0 < r 6 1, we then have defined two

homotopies between the operator of(Sζ,ǫ,r) and a simpler operator vanishing only at one point. Moreover,
we also have given a priori estimates in the weighted Hölder space, independent ofτ . We can then conclude
with the existence of solution of(Sζ,ǫ,r).
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Theorem 5.8 There exists a scalarc > 0 and functionsθ, α, µi solution of(Sζ,ǫ,r), such thatθ, (α∞ −
α)/α∞ and(µ∞i − µi)/µ

∞
i are inE.

Proof . – In fact, we prove that there exists solutiont, a,mi inE of systemÃ0(t, a,m) = 0, evaluating
its topological degree.

Because of Theorem 5.7, an open ballB1 can be chosen inEN+2, which contain all the zero of the ho-
motopyB̃τ . The topological degrees of(B̃0 = Ã1,B1) and(B̃1,B1) are then equal. Moreover, the problem
B1w = 0 admits a unique solutionw0. Because of the functionalization ofc (20), there is no eigenvalue for
linearized operator atw0. The topological degree of(B1,B1) is then 1 or -1. So, the topological degree of
(A1,B1) is different from zero.

Because of Theorem 5.6, an open ballB2 can be chosen inEN+2, which contain all the zero of the
homotopyÃτ . The topological degrees of(Ã0,B2) and(Ã1,B2) are then equal and not equal to zero. The
theorem is then proved. �

6 Limits

We saw that, for eachζ ∈]0,D[, withD 6
κ

1 + p
, for eachǫ ∈]0, 1 − β] and for eachr ∈]0, 1], there exists

a solution of(Sζ,ǫ,r). We then show successively, the existence of solution for(Sζ,ǫ,0), for (Sζ), for (SN )

and then for(S0).

6.1 Limit on the parameter r

Let now noteθr,αr andµi,r a solution of(Sζ,ǫ,r), for eachr ∈]0, 1[. Theorem 4.4 give estimates inC2+δ(R)

for θr, αr andµi,r, independent ofr but eventually dependent ofζ. These a priori estimates allows us to
pass to the limit whenr tends to 0, with convergent subsequences, thus giving a solution of the limit system.
But the used compactness property is only valid for functiondefined in bounded domains. The limit solution
can be extended to the whole real line but the convergence canthen not be uniform onR. So the boundary
conditions of each function have to be recovered, thanks to inequalities given in Proposition 4.3 and in
Theorem 4.4. We then have the Theorem:

Theorem 6.1 There exists a scalarc and functionsθ, α andµi in C2+δ(R) solution of the system(Sζ,ǫ,0).

Proof . – Let notern = 1/n for n > 1 andcn θn, αn, µi,n a solution of(Sζ,ǫ,rn) such thatθn(0) = θc.
Since the sequence(θn)n∈N is bounded inC2+δ(R), then for any bounded subset[−q, q], with q ∈ N

∗, we
can choose a subsequence(θj,q)j∈N which converges to some limiting functionθ in C2([−q, q]). We can
extend the limiting functionθ to the whole real line and choose a subsequence such that the functionsθjk

−θ
converge to zero inC2 on every bounded real interval. Moreover, the functionθ is inC2+δ(R): indeed, it is
sufficient to verify the inequality

∀x ∈ R, ∀y ∈ R/{x}, |θ′′(x) − θ′′(y)|
|x− y|δ 6 M.

It follows from the similar inequality for the functionsθjk
with the constantM independent ofn and from the

C2 convergence of the sequence(θjk
)k∈N to θ in each bounded interval. We also can extract from(αjk

)k∈N
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and(µi,jk
)k∈N subsequences still noted(αjk

)k∈N and(µi,jk
)k∈N which converge to functionsα andµi of

C2+δ(R), the convergence beingC2 on all bounded interval. Without loss of generality we can assume that
the sequence(cjk

)k∈N, bounded byc−a andc+, converge toc > 0. Moreover, for eachz ∈ R, the sequence
Rrn(θn(z), αn(z)) converges tõRS(θ(z), α(z)). Then,θ, α andµi are solution of the equations of(Sζ,ǫ,0).
BecauseB̃M is non negative, they are regular functions (they belong to the Hölder spaceC2+δ(R)). We still
have to find the limits of the functions at±∞.

The functionθ is decreasing andSi =
∑N

j=i µj , for i = 1 to N , are increasing functions. Moreover,
those functions are bounded: then, they admit finite limits at ±∞. Sinceθ(0) = θc, we have forz > 0:
θ(z) = θc exp(−c z/κ). Thenθ(z) tends to 0 asz tends to+∞ andθ(z) > θc for z < 0. Because of the
differential equation forθ, we know that̃k(θ(z))α(z) tends to 0 asz tends to−∞. Then, necessarily,α(z)

tends to 0 asz tends to−∞.

Because of the differential equation forS1, we know thatR0(θ(z), α(z))
∑N

j=1Mjµj(z) tends to 0 as
z tends to±∞. At −∞, R0(θ(z), α(z)) has a positive limit. The functionsµj(z) being positive, they
then tend to 0 asz tends to−∞. At +∞, R0(θ(z), α(z)) necessarily tends to 0 and then,α(z) tends to
ỸFs(0) = α∞ asz tends to+∞.

Integrating onR the sum of the equation of(Sζ,ǫ,0), we obtain:lim+∞ S1 = lim−∞ θ−α∞ 6 1−α∞.
Moreover, forz > 0, we know thatθ(z) + α(z) + S1(z) > 1. Passing to the limitz → +∞, we have
lim+∞ S1 > 1 − α∞. ThenS1(z) tends to1 − α∞ = S∞

1 asz tends to+∞ andθ(z) tends to1 asz tends
to−∞.

Let notelj the limit of µj(z) asz → +∞. Because of (27), we have:

∀i ∈ {1, . . . , N},
N
∑

j=i

N
∏

k=j+1

(

1 +
Fk

Mk

)

(µ∞j − lj) > 0.

Let noteλj =
∏N

k=j+1

(

1 + Fk

Mk

)

−∏N
k=j+2

(

1 + Fk

Mk

)

. The previous equation then reads:

N
∑

j=i

N
∑

k=j

λk(µ
∞
j − lj) > 0.

Introducing the sumsSk =
∑k

j=1(µ
∞
j − lj), we have:

∑N
k=i λkSk > (

∑N
k=i λk)Si−1, with S0 = 0. We

know thatSN = 0. Then it is easy to prove thatSi 6 0 for i ∈ {1, . . . , N}. But the first inequality is
∑N

k=1 λkSk > 0. ThenSi = 0 for all i, theµj(z) tend toµ∞j asz → +∞ and the theorem is proved. �

6.2 Limit on the parameter ǫ

Thanks to the estimates forτ = r = 0 of Theorem 4.4 and to inequalities of Proposition 4.3 and of Theorem
4.4, we can pass to the limit whenǫ tends to 0:

Theorem 6.2 There exists a scalarc and functionsθ, α andµi in C2+δ(R) solution of the system(Sζ).
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Proof . – As for the proof of Theorem 6.1, because of estimates of Theorem 4.4, we can find a sequence
ǫn, converging to zero, such that the solutionscn, θn,αn,µi,n of (Sζ,ǫn,0) converge to a scalarc and functions
θ, α andµi in C2+δ(R), the convergence beingC2 on all bounded interval.

The inequalities used in order to recover the limits of the functions at±∞ can still be used here. The
theorem is then proved. �

6.3 Limit on the diffusion coefficient

Let now noteθζ , αζ andµi,ζ a solution of(Sζ), for eachζ ∈ [0,D]. Estimates of Theorem 4.4 and
inequalities of Proposition 4.3 and of Theorem 4.4 are also valid for τ = ǫ = r = 0. We can then pass to the
limit when ζ tends to 0 in the system(Sζ) and also in the inequalities, thus giving other inequalities useful
for the next step:

Theorem 6.3 There exists a scalarc and functionsθ, α andµi in C2+δ(R) solution of the system(SN ).
Moreover,

0 < c− 6 c 6 c+, 0 6 α 6 1, B̃M (θ, α) > 0, ∀i µi > 0, ∀i S′
i > 0, θ′ 6 0.

Proof . – The proof is very similar to the proof of Theorem 6.2: becauseof estimates of Theorem 4.4,
we can find a sequenceζn, converging to zero, such that the solutionscn, θn, αn, µi,n of (Sζn) converge to
a scalarc and functions inC2+δ(R): θ, α andµi, the convergence beingC2 on all bounded interval.

The inequalities used in order to recover the limits of the functions at±∞ can still be used here and the
theorem is proved. �

6.4 Limit on the number of sections

We have here to pass to the limit when the number of sections goes to infinity. We then use the numerical
analysis of the sectional approach given in [21] [18]. But inthese articles, the distribution function for the
kinetic problem was known. Here, we have to prove the existence of the distribution function for the limit
problem and to recover the kinetic equation. In a first step, we then construct an approximation of this
distribution. In a second step, we show the convergence of this approximation and of the solutions for the
gaseous phase when the number of sections goes to infinity.

6.4.1 Construction of an approximation of the distribution function

In order to construct an approximation of the distribution function, we introduce the characteristics corre-
sponding to gaseous variables solutions for the discretized system(SN ). A distribution function can then be
defined as the transport of the distributionψ0 along these characteristics. We then check in a proposition,
using the numerical analysis of the sectional method, that the source term for the gaseous phase in the dis-
cretized system is close to the one calculated from the approximated distribution function. This last result
will be essential for the passage to the limit in the equations.

Let us note,c(N), θ(N), α(N) andµ(N)
i in C2+δ(R) solution of the system(SN ), with θ(N)(0) = θc. We

also renoteF (N)
i andM (N)

i the constants in the equations on theµ(N)
i . The functionR̃S(θ(N)(z), α(N)(z))
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is non negative and upperly bounded byϕ(1 + N)θ(N)(z)/δ andθ(N) is exponentially decreasing onR+.
Then, the functionR̃S(θ(N)(z), α(N)(z)) is integrable on each interval[z,+∞[. Let then introduce the
characteristicsX(N) and the functionψ(N) defined by:

X(N)(z, S) = S +
1

c(N)

∫ ∞

z
R̃S(θ(N)(y), α(N)(y)) dy (65)

ψ(N)(z, S) = ψ0(X(z, S)). (66)

The functionψ(N) is a solution of the system:

c(N)∂zψ(z, S) +RS(θ(N)(y), α(N)(y))∂Sψ
(N)(z, S) = 0 z ∈ R S ∈ R

+

ψ(N)(+∞, S) = ψ0(S) S ∈ R
+.

We want then to prove that the source termSm is close to a moment of this functionψ(N):

Proposition 6.4 There exists a constantK independent ofN and such that, for allz ∈ R:
∣

∣

∣

∣

∣

N
∑

i=1

M
(N)
i µ

(N)
i (z) − ρl

4
√
π

∫ +∞

0
S1/2 ψ(N)(z, S) dS

∣

∣

∣

∣

∣

6 K∆S.

Proof . – First, because of equations (65) and (66), the functionψ(N)(z, S) is null for z 6 zm such
that:

∫ +∞

zm

R̃S(θ(N)(z), α(N)(z))dz = c(N) Smax.

Such azm exists because the functioñRS(θ(N)(z), α(N)(z)) tends to−ϕ ln δ whenz tends to−∞.
Let introduce the mass densities in each section, calculated with the distribution functionψ(N):

µ̄
(N)
i (z) =

ρl

6
√
π

∫ +∞

0
S3/2 ψ(N)(z, S) dS.

In order to prove the proposition, we introduce two terms:
∣

∣

∣

∣

∣

N
∑

i=1

M
(N)
i µ

(N)
i (z) − ρl

4
√
π

∫ +∞

0
S1/2ψ(N)(z, S)dS

∣

∣

∣

∣

6

∣

∣

∣

∣

∣

N
∑

i=1

M
(N)
i (µ

(N)
i (z) − µ̄

(N)
i (z))

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

N
∑

i=1

M
(N)
i µ̄

(N)
i (z) − ρl

4
√
π

∫ +∞

0
S1/2ψ(N)(z, S)dS

∣

∣

∣

∣

∣

.

(67)

We begin by giving an upper bound of the first term. It is provedin [21], [18] that the used multi-fluid
method is of order 1. More precisely, if

γ
(N)
i = c(N)∂zµ̄

(N)
i − R̃S(θ(N), α(N))[(M

(N)
i + F

(N)
i ) µ̄

(N)
i − F

(N)
i+1 µ̄

(N)
i+1 ]

thenγ(N)
i (z) = 0 for z 6 zm and forz > zm:

|γ(N)
i (z)| 6 CR̃S(θ(N)(z), α(N)(z))

√

Si ∆S2.

35



with

C =
ρl

6
√
π

[

6‖ψ′
0‖L∞(R+) +

3

4
Smax‖ψ′′

0‖L∞(R+)

]

.

Let now introduce, for each section, the difference betweenthe calculated mass density and the ‘real’ mass
density:e(N)

i (z) = µ
(N)
i (z) − µ̄

(N)
i (z). Those functions are such that:

c(N)∂ze
(N)
i − R̃S(θ(N), α(N))[(M

(N)
i + F

(N)
i ) e

(N)
i − F

(N)
i+1 e

(N)
i+1 ] = −γ(N)

i ,

ande(N)
i (z) tends to 0 whenz tends to±∞. Then,|e(N)

i | reaches its maximum atzo such that∂ze
(N)
i (zo) =

0. We have then the inequality:

‖e(N)
i ‖L∞(R) 6 |e(N)

i (zo)| 6
F

(N)
i+1

M
(N)
i + F

(N)
i

|e(N)
i+1(zo)| +

1

M
(N)
i + F

(N)
i

∣

∣

∣

∣

∣

γ
(N)
i (zo)

R̃S(θ(N)(zo), α(N)(zo))

∣

∣

∣

∣

∣

.

Let noteβi =
∫ Si

Si−1
σ3/2dσ. Then:

‖e(N)
i ‖L∞(R) 6

βi

βi+1
‖e(N)

i+1‖L∞(R)C
βi

Si
∆S2.

We obtain an upper bound for‖e(N)
i ‖L∞(R):

‖e(N)
i ‖L∞(R) 6 C∆S2

(

N
∑

k=i

1

Sk

)

βi.

So, the first term of (67) can be upperly bounded:

∣

∣

∣

∣

∣

N
∑

i=1

M
(N)
i e

(N)
i (z)

∣

∣

∣

∣

∣

6 C∆S2
N
∑

i=1

(

N
∑

k=i

1

Sk

)

3

2

∫ Si

Si−1

σ1/2dσ 6 C∆S2
N
∑

k=1

√

Sk

6 C

[

2

3
S3/2

max + ∆S
√

Smax

]

∆S

We now have to upperly bound the second term of (67).

∣

∣

∣

∣

∣

N
∑

i=1

M
(N)
i µ̄

(N)
i (z) − ρl

4
√
π

∫ +∞

0
S1/2ψ(N)(z, S)dS

∣

∣

∣

∣

∣

6
ρl

4
√
π
‖ψ0‖L∞(R+)

N
∑

i=1

∫ Si

Si−1

S1/2 |ui(S)| dS

with

ui(S) =
S
∫ Si

Si−1
σ1/2dσ

∫ Si

Si−1
σ3/2dσ

− 1 =

∫ Si

Si−1
(S − σ)σ1/2dσ
∫ Si

Si−1
σ3/2dσ

.

So:
N
∑

i=1

∫ Si

Si−1

S1/2 |ui(S)| dS 6
2

3

∫ ∆S

0
S1/2dS +

N
∑

i=2

∆S

Si−1

∫ Si

Si−1

S1/2dS
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But:

3

2

N
∑

i=2

1

Si−1

∫ Si

Si−1

S1/2dS =

N−1
∑

i=1

[

S
1/2
i+1

(

1 +
∆S

Si

)

− S
1/2
i

]

=
√

Smax −
√

∆S + ∆S
N−1
∑

i=1

1√
Si

√

1 +
∆S

Si
.

We can then upperly bound the preceding term:

N
∑

i=1

∫ Si

Si−1

S1/2 |ui(S)| dS 6
2

3
∆S

(

√

Smax +
√

2∆S

N−1
∑

i=1

1√
i

)

6
2

3
∆S

(

√

Smax +
√

2∆S

∫ N

0

1√
x
dx

)

6
2

3
(1 + 2

√
2)∆S

√

Smax.

We can then upperly bound the second term of (67):
∣

∣

∣

∣

∣

N
∑

i=1

M
(N)
i µ̄

(N)
i (z) − ρl

4
√
π

∫ +∞

0
S1/2ψ(N)(z, S)dS

∣

∣

∣

∣

∣

6
ρl

6
√
π

(1 + 2
√

2)‖ψ0‖L∞(R+)

√

Smax ∆S,

and the proposition is proved. �

6.4.2 Passage to the limit

We can then pass to the limit, using the techniques similar toones of previous subsections:

Theorem 6.5 There exists a scalarc and functionsθ, α andµi in C2+δ(R) solution of the system(S0).
Moreover,B̃M > 0.

Proof . – The constantsc−, c+ of Theorem 4.4 are independent ofN . We then have the estimates, for
all N ∈ N

∗:

0 < c− 6 c(N) 6 c+, 0 6 α(N) 6 1, 0 6 −θ(N)′ 6 k̃(1) +
2

κ
, B

(N)
M > 0.

BecauseR̃S(θ(N), α(N)) is bounded by the constantϕ(2 + δ)/δ independent ofN andz, it is easy to have
upper bounds independent ofN for ‖α(N)′‖L∞(R) and then for‖θ(N)‖C2+δ(R) and‖α(N)‖C2(R). As for
Theorems 6.2 and 6.3, there exists a scalarc, functionsθ ∈ C2+δ(R) andα ∈ C2(R) and subsequences
c(Nk), θ(Nk) andα(Nk) which converge toc, θ andα, the convergence beingC2 in all bounded interval for
the functions.

Let prove that the functionψ(Nk) have also a limit. We know that, forz > 0:

|R̃S(θ(Nk)(z), α(Nk)(z))| 6
ϕ

δ
(N + 1)θ(Nk)(z) = θc exp

(

−c
(Nk)

κ
z

)

6 θc exp

(

−c
−

κ
z

)

,
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and, in the same way

|R̃S(θ(z), α(z))| 6 θc exp

(

−c
−

κ
z

)

.

ThenR̃S(θ(Nk), α(Nk)) converge uniformly toR̃S(θ, α). So, the characteristicX(Nk)(z, S) converges to
X(z, S) = S + 1

c

∫ +∞
z R̃S(θ(y), α(y))dy andψ(Nk)(z, S) = ψ0(X

(Nk)(z, S)) converges toψ(z, S) =

ψ0(X(z, S)). Those convergences are uniform inS ∈ R
+. So:

lim
k→∞

ρl

4
√
π

∫ +∞

0
S1/2ψ(Nk)(z, S)dS =

ρl

4
√
π

∫ +∞

0
S1/2ψ(z, S)dS

and because of Proposition 6.4,θ, α, ψ, c are solution of(S0).
We only have to find the limits of the functionsθ andα at ±∞. We saw that forz > 0, θ(z) =

θc exp(−c z/κ) andlimz→+∞ θ(z) = 0. Becauseθ has a limit at−∞ and because of the equation onθ, we
havelimz→−∞ α(z) = 0. MoreoverR̃S(θ(z), α(z)) tends to 0 asz tends to+∞. Thenlimz→+∞ α(z) =

ỸFs(0) = α∞. We also have

∑

µ
(Nk)
i =

∑

µ̄
(Nk)
i +O(Nk) =

ρl

6
√
π

∫ +∞

0
S3/2ψ(Nk)(z, S)dS +O(Nk)

→ ρl

6
√
π

∫ +∞

0
S3/2ψ(z, S)dS.

Then

θ + α+
ρl

6
√
π

∫ +∞

0
S3/2 ψ(z, S) dS > 1.

As for ψ(Nk)(z, S), ψ(z, S) = 0 for sufficiently largez and thenθ(z) + α(z) > 1. Then, necessarily,
limz→−∞ θ(z) = 1 and the theorem is proved. �

7 Conclusion

In this paper, we have proved the existence of traveling wavesolution for the system of partial differen-
tial equations(PDE) of mixed type hyperbolic-parabolic describing the propagation of a plane flame in a
polydisperse fuel spray. Let us recall the system satisfied by the traveling wave solution profiles :

(S0)



















κ θ′′ + c θ′ + k̃(θ)α = 0,

D α′′ + c α′ − k̃(θ)α+ Sm(z, θ, α) = 0,

c ∂zψ + R̃S(θ, α) ∂Sψ = 0, S > 0,

with the source term:

Sm(z, θ, α) =
ρl

4
√
π
R̃S(θ, α)

∫ +∞

0
S1/2 ψ(z, S) dS,

and with the boundary conditions at infinity:

(L0)







θ(+∞) = 0, α(+∞) = α∞, ψ(+∞, S) = ψ0(S),

θ(−∞) = 1, α(−∞) = 0, ψ(−∞, S) = 0.
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The originality of the present contribution is fourfold. First, from the modeling point of view, we use
a detailed model, coupling a thermo-diffusive model for thegaseous phase to a kinetic description of the
vaporization of a polydisperse spray of liquid fuel droplets. More specifically, we obtain the existence of
a solution under the condition that Lewis number is such thatLe > 1 + p, where the positive realp only
depends on the fuel saturated vapor mass fractionYFs(T ) and on the temperature of the cold gasT0:

p = max

{

(T − T0)Y
′′
Fs(T )

Y ′
Fs(T )

, T0 6 T 6 Teb − ν

}

if T0 < Teb − ν

p = 0 if T0 > Teb − ν.

This condition insures that no condensation phenomenon is taking place. It is coherent with the chosen
model; however, it would be very interesting to further investigate if this condition can be weakened so that
the existence of the traveling wave persists down toLe = 1. Second, the use of Eulerian multi-fluid models
in order to treat the droplet size phase space allows us to circumvent the difficulty of a non-local vaporization
source term in the reactant parabolic equation. It is not only an interesting way of treating the vaporization
process but, and this is the third aspect of the originality of the paper, it is compatible, with the addition of
a droplet mass density diffusion process through some weak gaseous turbulent agitation and allows us to
use the techniques of topological degree in unbounded domains for elliptic operators. In other terms, if we
would first take the limit of an infinite number of sections in the discretization of the droplet size phase space,
we could prove the existence of a traveling wave in the presence of a small turbulent agitation in the gaseous
phase resulting in a diffusion process at the level of the droplets. Four, we use a new way of perturbing the
system of elliptic equations in order to define an elliptic, Fredholm and proper operator in weighted Hölder
spaces, in such a way that the monotonicity and homotopies are treated in a much simpler way. Finally, this
paper is a first step forward to providing the qualitative analysis of two-phase flame propagation in using
models bridging the gap between too simplified theoretical models and practical applications.
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