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# A THEOREM OF COBHAM FOR NON-PRIMITIVE SUBSTITUTIONS 

FABIEN DURAND

## 1. Introduction.

Given a subset $E$ of $\mathbb{N}=\{0,1,2, \cdots\}$ can we find an elementary algorithm (i.e., a finite state automaton) which accepts the elements of $E$ and rejects those that do not belong to $E$ ? In 1969 A. Cobham showed that the existence of such an algorithm deeply depends on the numeration base. He stated [Col]: Let $p$ and $q$ be two multiplicatively independent integers (i.e., $p^{k} \neq q^{l}$ for all integers $k, l>0$ ) greater than or equal to 2 . Let $E \subset \mathbb{N}$. The set $E$ is both p-recognizable and q-recognizable if and only if $E$ is a finite union of arithmetic progressions. What is now called the theorem of Cobham. We recall that a set $E \subset \mathbb{N}$ is $p$-recognizable for some integer $p \geq 2$ if the language consisting of the expansions in base $p$ of the elements of $E$ is recognizable by a finite state automaton (see [Eil).
In 1972 Cobham gave an other partial answer to this question showing that not all sets are $p$-recognizable. He gave the following characterization: The set $E \subset \mathbb{N}$ is $p$-recognizable for some integer $p \geq 2$ if and only if the characteristic sequence $\left(x_{n} ; n \in \mathbb{N}\right)$ of $E$ ( $x_{n}=1$ if $n \in E$ and 0 otherwise) is generated by a substitution of length $p$, where generated by a substitution of length $p$ means that it is the image by a letter to letter morphism of a fixed point of a substitution of length $p$.
We remark that $E$ is a finite union of arithmetic progressions if and only if its characteristic sequence is ultimately periodic. Consequently the theorem of Cobham can be formulated as follows (this is an equivalent statement): Let $p$ and $q$ be two multiplicatively independent integers greater than or equal to 2. Let $A$ be a finite alphabet and $\mathrm{x} \in A^{\mathbb{N}}$. The sequence x is generated by both a substitution of length $p$ and a substitution of length $q$ if and only if x is ultimately periodic.
To a substitution $\sigma$ is associated an integer square matrix $M \neq 0$ which has non-negative entries. It is known (see LM for instance) that such a matrix has a real eigenvalue $\alpha$ which is greater than or equal to the modulus of all others eigenvalues. It is usually called the dominant eigenvalue of $M$. Let $\mathcal{S}$

[^0]be a set of substitutions. If x is the image by a letter to letter morphism of a fixed point of $\sigma$ which belongs to $\mathcal{S}$ then we will say that x is $\alpha$-substitutive in $\mathcal{S}$. If $\mathcal{S}$ is the set of all substitutions we will say that x is $\alpha$-substitutive. An easy computation shows that if $\sigma$ is of length $p$ then $\alpha=p$. Furthermore if a sequence is generated by a substitution of length $p$ then it is $p$-substitutive. Note that the converse is not true. This suggests the following conjecture formulated by G. Hansel.

Conjecture. Let $\alpha$ and $\beta$ be two multiplicatively independent Perron numbers. Let $A$ be a finite alphabet. Let $\times$ be a sequence of $\in A^{\mathbb{N}}$, the following are equivalent:
(1) $\times$ is both $\alpha$-substitutive and $\beta$-substitutive;
(2) $\times$ is ultimately periodic.

In this paper we prove that 2) implies 1) and, what is the main result of this paper, that this conjecture holds for a very large set of substitutions containing all known cases, we call it $\mathcal{S}_{\text {good }}$. This set contains some nonprimitive substitutions of non-constant length. More precisely for some sets $\mathcal{S}$ of substitutions, we prove

Theorem 1. Let $\alpha$ and $\beta$ be two multiplicatively independent Perron numbers. Let $A$ be a finite alphabet. A sequence $\mathrm{x} \in A^{\mathbb{N}}$ is $\alpha$-substitutive in $\mathcal{S}$ and $\beta$-substitutive in $\mathcal{S}$ if and only if it is ultimately periodic.

This result is true for $\mathcal{S}_{\text {const }}$, the family of substitutions with constant length (this is the theorem of Cobham), and for $\mathcal{S}_{\text {prim }}$, the family of primitive substitutions [Du2]. In [Fa] and Du3] this result was proved for families of substitutions related to numeration systems. These families contain some non-primitive substitutions of non-constant length.
Much more results have been proved concerning generalizations of Cobham's theorem to non-standard numeration systems BHMV1, BHMV2].
Most of the proofs of Cobham's type results are divided into two parts. In the first part it is proven that the set $E \subset \mathbb{N}$ is syndetic (the difference between two consecutive elements of $E$ is bounded) which corresponds to the fact that the letters of the characteristic sequence of $E$ appear with bounded gaps. In the second part the result is proven for such $E$. We will do the same.
In Section 2 we recall some results concerning the length of the words $\sigma^{n}(a)$ where $\sigma$ is a substitution on the alphabet $A$ and $a \in A$. These results have a key role in this paper. In Section 3 we prove that 2) implies 1). To prove the syndeticity of $E$ all proofs use the well-known fact that, if $\alpha$ and $\beta$ are multiplicatively independent numbers strictly greater than 1 then the set $\left\{\alpha^{n} / \beta^{m} ; n, m \in \mathbb{Z}\right\}$ is dense in $\mathbb{R}^{+}$. Here we need more. We need the
density in $\mathbb{R}^{+}$of the set $\left\{n^{d} \alpha^{n} / m^{e} \beta^{m} ; n, m \in \mathbb{Z}\right\}$, where $d$ and $e$ are nonnegative integers. We prove this result in Section $⿴$ because we did not find it in the literature. We prove in Section 5 that the letters with infinitely many occurrences in $\mathrm{x} \in A^{\mathbb{N}}$ appear with bounded gaps. This implies the same result for words. In the last section we restrict ourself to $\mathcal{S}_{\text {good }}$, we recall some results obtained in Du3 and, using return words, we conclude that x is ultimately periodic. More precisely we prove that the conjecture is true for $\mathcal{S}_{\text {good }}$.

Words and sequences. An alphabet $A$ is a finite set of elements called letters. A word on $A$ is an element of the free monoid generated by $A$, denoted by $A^{*}$. Let $x=x_{0} x_{1} \cdots x_{n-1}$ (with $x_{i} \in A, 0 \leq i \leq n-1$ ) be a word, its length is $n$ and is denoted by $|x|$. The empty word is denoted by $\epsilon$, $|\epsilon|=0$. The set of non-empty words on $A$ is denoted by $A^{+}$. The elements of $A^{\mathbb{N}}$ are called sequences. If $\mathrm{x}=\mathrm{x}_{0} \mathrm{x}_{1} \cdots$ is a sequence (with $\mathrm{x}_{i} \in A, i \in \mathbb{N}$ ), and $I=[k, l]$ an interval of $\mathbb{N}$ we set $\mathrm{x}_{I}=\mathrm{x}_{k} \mathrm{x}_{k+1} \cdots \mathrm{x}_{l}$ and we say that $\mathrm{x}_{I}$ is a factor of x . If $k=0$, we say that $\mathrm{x}_{I}$ is a prefix of x . The set of factors of length $n$ of x is written $L_{n}(\mathrm{x})$ and the set of factors of x , or language of x , is noted $L(\mathrm{x})$. The occurrences in x of a word $u$ are the integers $i$ such that $\mathrm{x}_{[i, i+|u|-1]}=u$. When x is a word, we use the same terminology with similar definitions.
The sequence x is ultimately periodic if there exist a word $u$ and a nonempty word $v$ such that $\mathrm{x}=u v^{\omega}$, where $v^{\omega}=v v v \cdots$. Otherwise we say that x is non-periodic. It is periodic if $u$ is the empty word. A sequence x is uniformly recurrent if for each factor $u$ the greatest difference of two successive occurrences of $u$ is bounded.

Morphisms and matrices. Let $A$ and $B$ be two alphabets. A morphism $\tau$ is a map from $A$ to $B^{*}$. Such a map induces by concatenation a morphism from $A^{*}$ to $B^{*}$. If $\tau(A)$ is included in $B^{+}$, it induces a map from $A^{\mathbb{N}}$ to $B^{\mathbb{N}}$. These two maps are also called $\tau$.
To a morphism $\tau$, from $A$ to $B^{*}$, is naturally associated the matrix $M_{\tau}=$ $\left(m_{i, j}\right)_{i \in B, j \in A}$ where $m_{i, j}$ is the number of occurrences of $i$ in the word $\tau(j)$. Let $M$ be a square matrix, we call dominant eigenvalue of $M$ an eigenvalue $r$ such that the modulus of all the other eigenvalues do not exceed the modulus of $r$. A square matrix is called primitive if it has a power with positive coefficients. In this case the dominant eigenvalue is unique, positive and it is a simple root of the characteristic polynomial. This is Perron's Theorem. A real number is a Perron number if it is an algebraic integer that strictly dominates all its other albebraic conjugates. The following result is wellknown (see [LM] for instance).

Theorem 2. Let $\lambda$ be a real number. Then
(1) $\lambda$ is a Perron number if and only if it is the dominant eigenvalue of a primitive non-negative integral matrix.
(2) $\lambda$ is the spectral radius of a non-negative integral matrix if and only if $\lambda^{p}$ is a Perron number for some positive integer $p$.

Substitutions and substitutive sequences. In this paper a substitution is a morphism $\tau: A \rightarrow A^{*}$ such that for all letters of $A$ we have $\lim _{n \rightarrow+\infty}\left|\tau^{n}(a)\right|=+\infty$. Whenever the matrix associated to $\tau$ is primitive we say that $\tau$ is a primitive substitution.
A fixed point of $\tau$ is a sequence $\mathrm{x}=\left(\mathrm{x}_{n} ; n \in \mathbb{N}\right)$ such that $\tau(\mathrm{x})=\mathrm{x}$. We say it is a proper fixed point if all letters of $A$ have an occurrence in x . We remark that all proper fixed points of $\tau$ have the same language.

Example. The substitution $\tau$ defined by $\tau(a)=a a a b, \tau(b)=b c$ and $\tau(c)=b$ has two fixed points, one is starting with the letter $a$ and is proper and the other one is starting with the letter $b$ and is not proper.

If $\tau$ is a primitive substitution then all its fixed points are proper and uniformly recurrent (for details see $\mathbb{Q u}$ for example).
Let $B$ be another alphabet, we say that a morphism $\phi$ from $A$ to $B^{*}$ is a letter to letter morphism when $\phi(A)$ is a subset of $B$. Let $\mathcal{S}$ be a set of substitutions and suppose that $\tau$ belongs to $\mathcal{S}$. Then the sequence $\phi(\mathrm{x})$ is called substitutive in $\mathcal{S}$. We say $\phi(\mathrm{x})$ is substitutive (resp. primitive substitutive) if $\mathcal{S}$ is the set all substitutions (resp. the set of primitive substitutions). If x is a proper fixed point of $\tau$ and $\theta$ is the dominant eigenvalue of $\tau \in \mathcal{S}$ (i.e., the dominant eigenvalue of the matrix associated to $\tau$ ) then $\phi(\mathrm{x})$ is called $\theta$-substitutive in $\mathcal{S}$; and we say $\theta$-substitutive (resp. primitive substitutive) if $\mathcal{S}$ is the set all substitutions (resp. the set of primitive substitutions).
We point out that in the last example the fixed point y of $\tau$ starting with the letter $b$ is also the fixed point of the substitution $\sigma$ defined by $\sigma(b)=b c$ and $\sigma(c)=b$. Moreover the dominant eigenvalue of $\tau$ is 3 and the dominant eigenvalue of $\sigma$ is $(1+\sqrt{5}) / 2$. Hence in the definition of " $\theta$-substitutive" it is very important for x to be a proper fixed point, otherwise the conjecture presented in the introduction would not be true.
Clearly, if $\phi(\mathrm{x})$ is $\theta$-substitutive then it is $\theta^{p}$-substitutive for all $p \in \mathbb{N}$. Consequently from Theorem $\begin{aligned} & \square \\ & \text { we can always suppose } \theta \text { is a Perron number. }\end{aligned}$ We define

$$
L(\tau)=\left\{\tau^{n}(a)_{[i, j]} ; i, j \in \mathbb{N}, i \leq j, n \in \mathbb{N}, a \in A\right\} .
$$

Let x be a fixed point of $\tau$. Then $L(\tau)=L(\mathrm{x})$ if and only if x is proper. If $\tau$ is primitive then for all its fixed points $\times$ have the same language $L=L(\tau)$.

## 2. Some preliminary lemmata.

This section and the first case of the proof of Proposition 13 is prompted by the ideas in Ha.
In this section $\sigma$ will denote a substitution defined on the finite alphabet $A$, $x$ one of its fixed points and $\Theta$ its dominant eigenvalue.

Lemma 3. There exists a unique partition $A_{1}, \cdots, A_{l}$ of $A$ such that for all $1 \leq i \leq l$ and all $a \in A_{i}$

$$
\lim _{n \rightarrow+\infty} \frac{\left|\sigma^{n}(a)\right|}{c(a) n^{d(a)} \theta(a)^{n}}=1
$$

where $\theta(a)$ is the dominant eigenvalue of $M$ restricted to $A_{i}, d(a)$ its Jordan order and $c(a) \in \mathbb{R}$.

Proof. See Theorem II.10.2 in [SS].
For all $a \in A$ we will call growth type of $a$ the couple ( $d(a), \theta(a)$ ). If ( $d, \alpha$ ) and $(e, \beta)$ are two growth types we say that $(d, \alpha)$ is less than $(e, \beta)$ (or $(d, \alpha)<(e, \beta))$ whenever $\alpha<\beta$ or $\alpha=\beta$ and $d<e$. Consequently if the growth type of $a \in A$ is less then the growth type of $b \in A$ then $\lim _{n \rightarrow+\infty}\left|\sigma^{n}(a)\right| /\left|\sigma^{n}(b)\right|=0$.
If the growth type of $a \in A$ is $(i, \theta)$ then there exists a letter $b$ with growth type $(i, \theta)$ having an occurrence in $\sigma(a)$.
We have $\Theta=\max \{\theta(a) ; a \in A\}$. We set $D=\max \{d(a) ; \theta(a)=\Theta, a \in A\}$ and $A_{\text {max }}=\{a \in A ; \theta(a)=\Theta, d(a)=D\}$. We will say that the letters of $A_{\text {max }}$ are of maximal growth and that $(D, \Theta)$ is the growth type of $\sigma$.
For all letters $a \in A$, as $\lim _{n \rightarrow+\infty}\left|\sigma^{n}(a)\right|=+\infty$, it comes that $\theta(a)>1$, or $\theta(a)=1$ and $d(a)>0$. Hence Lemma 3 implies that there is no letter with growth type $(0,1)$. An important consequence of the following lemma is that in fact for all $a \in A$ we have $\theta(a)>1$.

Lemma 4. If $(d, \theta)$ is the growth type of some letter then for all $i$ belonging to $\{0, \cdots, d\}$ there exists a letter of growth type $(i, \theta)$ which appears infinitely often in x .

Proof. See Lemma III.7.10 in [SS].
We define

$$
\begin{aligned}
\lambda_{\sigma}: & A^{*} \\
& \rightarrow \mathbb{R} \\
u_{0} \cdots u_{n-1} & \mapsto \sum_{i=0}^{n-1} c\left(u_{i}\right) \mathbf{1}_{A_{\max }}\left(u_{i}\right) .
\end{aligned}
$$

From Lemma 3 we deduce the following lemma.
Lemma 5. For all $u \in A^{*}$ we have $\lim _{n \rightarrow+\infty}\left|\sigma^{n}(u)\right| / n^{D} \Theta^{n}=\lambda_{\sigma}(u)$.
We say that $u \in A^{*}$ is of maximal growth if $\lambda_{\sigma}(u) \neq 0$.

Lemma 6. Let $a \in A$ which has infinitely many occurrences in x . There exist a positive integer $p$, a word $u \in A^{*}$ of maximal growth and $v, w \in A^{*}$ such that for all $n \in \mathbb{N}$ the word

$$
\sigma^{p n}(u) \sigma^{p(n-1)}(v) \sigma^{p(n-2)}(v) \cdots \sigma^{p}(v) v w a
$$

is a prefix of x . Moreover we have

$$
\lim _{n \rightarrow+\infty} \frac{\left|\sigma^{p n}(u) \sigma^{p(n-1)}(v) \sigma^{p(n-2)}(v) \cdots \sigma^{p}(v) v w a\right|}{\lambda_{\sigma}(u)(p n)^{D} \Theta^{p n}+\lambda_{\sigma}(v) \sum_{k=0}^{n-1}(p k)^{D} \Theta^{p k}}=1 .
$$

Proof. Let $a \in A$ be a letter that has infinitely many occurrences in x . We set $a_{0}=a$. There exists $a_{1} \in A$ which has infinitely many occurrences in x and such that $a_{0}$ has an occurrence in $\sigma\left(a_{1}\right)$. In this way we can construct a sequence $\left(a_{i} ; i \in \mathbb{N}\right)$ such that $a_{0}=a$ and $a_{i}$ occurs in $\sigma\left(a_{i+1}\right)$, for all $i \in \mathbb{N}$. There exist $i, j$ with $i<j$ such that $a_{i}=a_{j}=b$. It comes that $a$ occurs in $\sigma^{i}(b)$ and $b$ occurs in $\sigma^{j-i}(b)$. Hence there exist $u_{1}, u_{2}, v_{1}, v_{2} \in A^{*}$ such that $\sigma^{i}(b)=u_{1} a u_{2}$ and $\sigma^{j-i}(b)=v_{1} b v_{2}$. We set $p=j-i, v=\sigma^{i}\left(v_{1}\right)$ and $w=u_{1}$. There exists $u^{\prime}$ such that $u^{\prime} b$ is a prefix of x . We remark that for all $n \in \mathbb{N}$ the word $\sigma^{n}\left(u^{\prime} b\right)$ is a prefix of $\mathbf{x}$ too. We set $u=\sigma^{i}\left(u^{\prime}\right)$. We have $\sigma^{p}\left(u^{\prime} b\right)=\sigma^{p}\left(u^{\prime}\right) v_{1} b v_{2}$. Consequently for all $n \in \mathbb{N}$

$$
\sigma^{p n}\left(u^{\prime}\right) \sigma^{p(n-1)}\left(v_{1}\right) \sigma^{p(n-2)}\left(v_{1}\right) \cdots \sigma^{p}\left(v_{1}\right) v_{1} b
$$

is a prefix of $\sigma^{n p}\left(u^{\prime} b\right)$. Then

$$
\sigma^{p n}(u) \sigma^{p(n-1)}(v) \sigma^{p(n-2)}(v) \cdots \sigma^{p}(v) v w a
$$

is a prefix of $\sigma^{n p+i}\left(u^{\prime} b\right)$ and consequently of $\mathbf{x}$, for all $n \in \mathbb{N}$. The last part of the lemma follows from Lemma 5 .

## 3. Assertion 2) implies Assertion 1) in the conjecture.

In this section we prove the following proposition. It it is the "easy" part of the conjecture, namely Assertion 2) implies Assertion 1). The first part of the proof is an adaptation of the proof of Proposition 3.1 in (Du1] and the second part is inspired by the substitutions introduced in Section V. 4 and Section V. 5 of Qu.

Proposition 7. Let $\times$ be a sequence on a finite alphabet and $\alpha$ a Perron number. If $\times$ is periodic (resp. ultimately periodic) then it is $\alpha$-substitutive primitive (resp. $\alpha$-substitutive).

Proof. Let x be a periodic sequence with period $p$. Hence we can suppose that $A=\{1, \cdots, p\}$ and $\mathrm{x}=(1 \cdots p)^{\omega}$. Let $M$ be a primitive matrix whose dominant eigenvalue is $\alpha$ and $\sigma: B \rightarrow B^{*}$ a primitive substitution whose matrix is $M$. Let y be one of its fixed points. In the sequel we construct, using $\sigma$, a new substitution $\tau$ with dominant eigenvalue $\alpha$, together with a
fixed point $\mathrm{z}=\tau(\mathrm{z})$, and a letter to letter morphism $\phi$ such that $\phi(\mathrm{z})=\mathrm{x}$. We define the alphabet

$$
D=\{(b, i) ; b \in B, 1 \leq i \leq p\}
$$

the morphism $\psi: B \rightarrow D^{*}$ and the substitution $\tau: D \rightarrow D^{*}$ by

$$
\psi(b)=(b, 1) \cdots(b, p) \quad \text { and } \quad \tau((b, i))=(\psi(\sigma(b)))_{[(i-1)|\sigma(b)|, i|\sigma(b)|-1]},
$$

for all $(b, i) \in D$. The substitution $\tau$ is well defined because $|\psi(\sigma(b))|=$ $p|\sigma(b)|$. Moreover, these morphisms are such that $\tau \circ \psi=\psi \circ \sigma$. Hence the substitution $\tau$ is primitive. The sequence $\mathbf{z}=\psi(\mathrm{y})$ is a fixed point of $\tau$ and (using Perron theorem and the fact that $M_{\tau} M_{\psi}=M_{\psi} M_{\sigma}$ ) its dominant eigenvalue is $\alpha$.
Let $\phi: D \rightarrow A$ be the letter to letter morphism defined by $\phi((b, i))=i$. It is easy to see that $\phi(\mathrm{z})=\mathrm{x}$. It follows that x is $\alpha$-substitutive.
Suppose now that x is ultimately periodic. Then there exist two non-empty words $u$ and $v$ such that $\mathrm{x}=u v^{\omega}$. From what precedes we know that there exist a substitution $\tau: D \rightarrow D^{*}$, a fixed point $\mathbf{z}=\tau(\mathbf{z})$ and a letter to letter morphism $\phi: D \rightarrow A$ such that $\phi(z)=v^{\omega}$. Let $E^{\prime}=\left\{a_{1}, a_{2}, \cdots, a_{|u|}\right\}$ be an alphabet, with $|u|$ letters, disjoint from $D$ and consider the sequence $\mathrm{t}=$ $a_{1} a_{2} \cdots a_{|u|} \mathbf{z} \in\left(E^{\prime} \cup D\right)^{\mathbb{N}}=F^{\mathbb{N}}$. It suffices to prove that t is $\alpha$-substitutive. We extend $\tau$ to $F$ setting $\tau\left(a_{i}\right)=a_{i}, 1 \leq i \leq|u|$. Let $G$ be the alphabet of the words of length $|u|+1$ of t , that is to say

$$
G=\left\{\left(\mathrm{t}_{n} \mathrm{t}_{n+1} \cdots \mathrm{t}_{n+|u|}\right) ; n \in \mathbb{N}\right\} \quad \text { where } \mathrm{t}=\mathrm{t}_{0} \mathrm{t}_{1} \cdots .
$$

The sequence $\overline{\mathrm{t}}=\left(\mathrm{t}_{0} \mathrm{t}_{1} \cdots \mathrm{t}_{|u|}\right)\left(\mathrm{t}_{1} \mathrm{t}_{2} \cdots \mathrm{t}_{|u|+1}\right) \cdots\left(\mathrm{t}_{n} \mathrm{t}_{n+1} \cdots \mathrm{t}_{n+|u|}\right) \cdots \in G^{\mathbb{N}}$ is a fixed point of the substitution $\zeta: G \rightarrow G^{*}$ we define as follows. Let $\left(l_{0} l_{1} \cdots l_{|u|-1} a\right)$ be an element of $G$. Let $s_{0} s_{1} \cdots s_{|u|-1}$ be the suffix of length $|u|$ of the word $\tau\left(l_{0} l_{1} \cdots l_{|u|-1}\right)$.
If $|\tau(a)| \leq|u|$, we set

$$
\begin{gathered}
\zeta\left(\left(l_{0} l_{1} \cdots l_{|u|-1} a\right)\right) \\
=\left(s_{[0,|u|-1]} \tau(a)_{0}\right)\left(s_{[1,|u|-1]} \tau(a)_{[0,1]}\right) \cdots\left(s_{[|\tau(a)|-1,|u|-1]} \tau(a)_{[0,|\tau(a)|-1]}\right),
\end{gathered}
$$

otherwise

$$
\begin{gathered}
\zeta\left(\left(l_{0} l_{1} \cdots l_{|u|-1} a\right)\right) \\
=\left(s_{[0,|u|-1]} \tau(a)_{0}\right) \cdots\left(s_{|u|-1} \tau(a)_{[0,|u|-1]}\right)\left(\tau(a)_{[0,|u|]}\right) \cdots\left(\tau(a)_{[|\tau(a)|-|u|-1,|\tau(a)|-1]}\right),
\end{gathered}
$$

By induction we can prove that for all $n \in \mathbb{N}$ we have

$$
\begin{gathered}
\zeta^{n}\left(\left(\mathrm{t}_{0} \mathrm{t}_{1} \cdots \mathrm{t}_{|u|}\right)\right) \\
=\left(\mathrm{t}_{0} \mathrm{t}_{1} \cdots \mathrm{t}_{|u|}\right)\left(\mathrm{t}_{1} \mathrm{t}_{2} \cdots \mathrm{t}_{|u|+1}\right) \cdots\left(\mathrm{t}_{\tau^{n}\left(\mathrm{t}_{|u|}\right) \mid-1} \cdots \mathrm{t}_{\left.\right|^{n}\left(\mathrm{t}_{|u|}\right)|+|u|-1}\right) .
\end{gathered}
$$

Consequently $\overline{\mathrm{t}}$ is a fixed point of $\zeta$ and $\rho(\overline{\mathrm{t}})=\mathrm{t}$ where $\rho: G \rightarrow F$ is defined by

$$
\rho\left(\left(r_{0} r_{1} \cdots r_{|u|}\right)\right)=r_{0}
$$

Moreover we remark that for all $n \in \mathbb{N}$ we have

$$
\left|\zeta^{n}\left(\left(r_{0} r_{1} \cdots r_{|u|}\right)\right)\right|=\left|\tau^{n}\left(r_{|u|}\right)\right| .
$$

From this and Lemma 3 it comes that for all $\left(r_{0} r_{1} \cdots r_{|u|}\right) \in D$ we have

$$
\lim _{n \rightarrow+\infty} \frac{\left|\zeta^{n+1}\left(\left(r_{0} r_{1} \cdots r_{|u|}\right)\right)\right|}{\left|\zeta^{n}\left(\left(r_{0} r_{1} \cdots r_{|u|}\right)\right)\right|}=\alpha
$$

Hence $\alpha$ is the dominant eigenvalue of $\zeta$ and t is $\alpha$-substitutive.
Example. Let $\mathrm{x}=(12)^{\omega}$ and $\alpha=(1+\sqrt{5}) / 2$. It is the dominant eigenvalue of the substitution $\sigma: A=\{a, b\} \rightarrow A^{*}$ given by $\sigma(a)=a b$ and $\sigma(b)=a$. We have $D=\{(a, 1),(a, 2),(b, 1),(b, 2)\}$ and the substitution $\tau: D \rightarrow D^{*}$ defined in the previous proof is given by

$$
\begin{aligned}
& \tau((a, 1))=(a, 1)(a, 2), \\
& \tau((b, 1))=(a, 1)
\end{aligned} \quad \text { and } \quad \begin{aligned}
& \tau((a, 2))=(b, 1)(b, 2), \\
& \tau((b, 2))=(a, 2) .
\end{aligned}
$$

Example. Let $c$ be a letter and $\mathrm{x}=c(12)^{\omega}$. We take the notations of the previous example and for convenience we set $A=(a, 1), B=$ $(a, 2), C=(b, 1)$ and $D=(b, 2)$. The substitution $\zeta: G \rightarrow G^{*}$, where $G=\{(c A),(A B),(B C),(C D),(D A),(B A)\}$, defined in the previous proof is given by

$$
\begin{array}{ll}
\zeta((c A))=((c A))((A B)), & \zeta((A B))=((B C))((C D)), \\
\zeta((B C))=((D A)), & \zeta((C D))=((A B)), \\
\zeta((D A))=((B A))((A B)), & \zeta((B A))=((D A))((A B)) .
\end{array}
$$

Let $\overline{\mathrm{t}}$ be the fixed point of $\zeta$ whose first letter is $(c A)$. Let $\phi: G \rightarrow\{c, 1,2\}$ be the letter to letter morphism given by

$$
\begin{array}{lll}
\phi((c A))=c, & \phi((A B))=1, & \phi((B C))=2, \\
\phi((C D))=1, & \phi((D A))=2, & \phi((B A))=2 .
\end{array}
$$

We have $\phi(\overline{\mathrm{t}})=c(12)^{\omega}=\mathrm{x}$.
Using Proposition 7 we obtain a slight improvement of the main results of respectively [Du2 and Du3]. More precisely:

Theorem 8. Let $\alpha$ and $\beta$ be two multiplicatively independent Perron numbers. Let x be a sequence on a finite alphabet. The sequence x is both $\alpha$-substitutive primitive and $\beta$-substitutive primitive if and only if it is periodic.

Theorem 9. Let $U$ and $V$ be two Bertrand numeration systems, $\alpha$ and $\beta$ be two multiplicatively independent $\beta$-numbers such that $L(U)=L(\alpha)$ and $L(V)=L(\beta)$. Let $E$ be a subset of $\mathbb{N}$. The set $E$ is both $U$-recognizable and $V$-recognizable if and only if it is a finite union of arithmetic progressions. (see [Du3] for the terminology)

## 4. Multiplicative independence and density.

This section is devoted to the proof of the following proposition.
Proposition 10. Let $\alpha$ and $\gamma$ be two rationally independent positive numbers (i.e., $\alpha / \beta \notin \mathbb{Q}$ ). Let $d$ and e be two non-negative integers. Then the set

$$
\{n \alpha+d \log n-m \beta-e \log m ; n, m \in \mathbb{N}\}
$$

is dense in $\mathbb{R}$.
The following straightforward corollary will be essential in the next section.
Corollary 11. Let $\alpha$ and $\beta$ be two multiplicatively independent positive real numbers. Let $d$ and e be two non-negative integers. Then the set

$$
\left\{\frac{n^{d} \alpha^{n}}{m^{e} \beta^{m}} ; n, m \in \mathbb{N}\right\}
$$

is dense in $\mathbb{R}^{+}$.
These two results are well-known for $d=e=0$ (see HW for example). We need the following lemma to prove Proposition 10.

Lemma 12. Let $\beta<\alpha$ be two rationally independent numbers. Then for all $\epsilon>0$ and all $N \in \mathbb{N}$ there exist $m$, $n$, with $m \geq n \geq N$, such that $0<n \alpha-m \beta<\epsilon$.

Proof. The proof is left to the reader.
Proof of Proposition 10. Let $l \in \mathbb{R}$ and $\epsilon>0$, we have to find $N, M \in \mathbb{N}$ such that $|N \alpha+d \log N-M \beta-e \log M-l|<\epsilon$. The proof is divided into several cases.
First case: $\alpha>\beta, e=d$ and $l \geq d \log \left(\frac{\beta}{\alpha}\right)$.
From Lemma 12 there exist two integers $0<n<m$ such that $0<n \alpha-m \beta<$ $\frac{\epsilon}{2}$ and $d \log \left(1+\frac{\epsilon}{m \beta}\right) \leq \frac{\epsilon}{2}$. Hence we have

$$
\begin{equation*}
d \log \left(\frac{\beta}{\alpha}\right)<d \log (n)-e \log (m)<d \log \left(\frac{\beta}{\alpha}\right)+d \log \left(1+\frac{\epsilon}{m \beta}\right) . \tag{1}
\end{equation*}
$$

Then $n \alpha-m \beta+d(\log n-\log m)<l+\epsilon$. We consider $f: \mathbb{N} \rightarrow \mathbb{R}$ defined by

$$
f(k)=k(n \alpha-m \beta)-d(\log (k m)-\log (k n)) .
$$

We have $f(1)<l+\epsilon, \lim _{k \rightarrow+\infty} f(k)=+\infty$ and $0<f(k+1)-f(k)=$ $n \alpha-m \beta<\epsilon$. Hence there exists $k_{0} \in \mathbb{N}$ such that $\left|f\left(k_{0}\right)-l\right|<\epsilon$, that is to say

$$
|N \alpha+d \log N-M \beta-e \log M-l|<\epsilon
$$

where $N=n k_{0}$ and $M=m k_{0}$.

Second case: $\alpha>\beta, e=d$ and $l<d \log \left(\frac{\beta}{\alpha}\right)$.
It suffices to take $n, m$ with $0<n<m$ such that $-\frac{\epsilon}{2}<n \alpha-m \beta<0$ and $d \log \left(1+\frac{\epsilon}{m \beta}\right) \leq \frac{\epsilon}{2}$, and the same method will give the result.
Third case: $\alpha>\beta$ and $e>d$.
Let $k_{0} \in \mathbb{N}$ be such that $-\epsilon<(d-e) \log \left(1+\frac{1}{k_{0}}\right)<0$. If two integers $n, m$ with $0<n<m$ are such that $0<n \alpha-m \beta<\epsilon$ then we have

$$
\begin{aligned}
& (d-e) \log (m)+d \log \left(\frac{\beta}{\alpha}\right)<d \log (n)-e \log (m) \\
& <(d-e) \log (m)+d \log \left(\frac{\beta}{\alpha}\right)+d \log \left(1+\frac{\epsilon}{m \beta}\right)
\end{aligned}
$$

which is negative for $m$ large enough. Hence from Lemma 12 it comes that there exist two integers $n$, $m$ with $0<n<m$ such that $0<n \alpha-m \beta<\epsilon$ and

$$
\begin{equation*}
d \log (n)-e \log (m) \leq l-\left(k_{0}\right) \epsilon-(d-e) \log \left(k_{0}\right) . \tag{2}
\end{equation*}
$$

We consider $f: \mathbb{N} \rightarrow \mathbb{R}$ defined by

$$
f(k)=k(n \alpha-m \beta)+d \log (k n)-e \log (k m) .
$$

We have

$$
f\left(k_{0}\right) \leq k_{0} \epsilon+(d-e) \log \left(k_{0}\right)+d \log (n)-e \log (m) \leq l .
$$

Moreover $\lim _{k \rightarrow+\infty} f(k)=+\infty$ and for all $k \geq k_{0}$

$$
-\epsilon<f(k+1)-f(k)=n \alpha-m \beta+(d-e) \log \left(1+\frac{1}{k}\right)<\epsilon
$$

Hence there exists an integer $k_{1} \geq k_{0}$ such that $\left|f\left(k_{1}\right)-l\right|<\epsilon$, that is to say

$$
|N \alpha+d \log N-M \beta-e \log M-l|<\epsilon
$$

where $N=n k_{1}$ and $M=m k_{1}$.
Remaining cases: The same ideas achieve the proof.

## 5. The letters appear with bounded gaps.

Let $\alpha$ and $\beta$ be two multiplicatively independent Perron numbers. Let $\sigma$ and $\tau$ be two substitutions on the alphabets $A$ and $B$, with fixed points y and $\mathbf{z}$ and with growth types $(d, \alpha)$ and $(e, \beta)$ respectively. Let $\phi: A \rightarrow C$ and $\psi: B \rightarrow C$ be two letter to letter morphisms such that $\phi(\mathrm{y})=\psi(\mathrm{z})=\mathrm{x}$. This section is devoted to the proof of the following proposition.

Proposition 13. The letters of $C$ which have infinitely many occurrences appear in x with bounded gaps in x .

Proof: We prove this proposition considering two cases.
Let $c \in C$ which has infinitely many occurrences. Let $X=\left\{n \in \mathbb{N} ; x_{n}=c\right\}$ and $A^{\prime}=\{a \in A ; \phi(a)=c\}$. Assume that the letter $c$ does not appear with bounded gaps. Then there exist $a \in A$ with infinitely many occurrences in y and a strictly increasing sequence $\left(p_{n} ; n \in \mathbb{N}\right)$ of positive integers such that the letter $c$ does not appear in $\phi\left(\sigma^{p_{n}}(a)\right)$. Let $A^{\prime \prime}$ be the set of such letters. We consider two cases.

## First case: There exists $a \in A^{\prime \prime}$ of maximal growth.

Let $u \in A^{*}$ such that $u a$ is a prefix of y . Of course we can suppose that $u$ is non-empty.
For all $n \in \mathbb{N}$ we call $\Omega_{n} \subset A$ the set of letters appearing in $\sigma^{p_{n}}(a)$. There exist two distinct integers $n_{1}<n_{2}$ such that $\Omega_{n_{1}}=\Omega_{n_{2}}$. Let $\Omega$ be the set of letters appearing in $\sigma^{p_{n_{2}}-p_{n_{1}}}\left(\Omega_{n_{1}}\right)$. It is easy to show that $\Omega=\Omega_{n_{1}}=\Omega_{n_{2}}$. Consequently the set of letters appearing in $\sigma^{p_{n_{2}}-p_{n_{1}}}(\Omega)$ is equal to $\Omega$ and for all $k \in \mathbb{N}$ the set of letters appearing in $\sigma^{p_{n_{1}}+k\left(p_{n_{2}}-p_{n_{1}}\right)}(A)$ is equal to $\Omega$. We set $p=p_{n_{1}}$ and $g=p_{n_{2}}-p_{n_{1}}$. We remark that the letter $c$ does not appear in the word $\phi\left(\sigma^{p+k g}(a)\right)$ and that $\left[\left|\sigma^{p+k g}(u)\right|,\left|\sigma^{p+k g}(u a)\right|[\cap X=\emptyset\right.$, for all $k \in \mathbb{N}$.
There exists a letter $a^{\prime}$ of maximal growth having an occurrence in $\sigma^{p}(a)$. We set $\sigma^{p}(a)=w a^{\prime} w^{\prime}$. For all $k \in \mathbb{N}$ we have $\left|\sigma^{p+k g}(u a)\right| \geq\left|\sigma^{k g}\left(\sigma^{p}(u) w a^{\prime}\right)\right|$ and

$$
\begin{equation*}
\left[\left|\sigma^{k g}(v)\right|,\left|\sigma^{k g}\left(v w a^{\prime}\right)\right|[\cap X=\emptyset\right. \tag{3}
\end{equation*}
$$

where $v=\sigma^{p}(u)$. Because $a^{\prime}$ is of maximal growth we have $\lambda_{\sigma}(v)<$ $\lambda_{\sigma}\left(v w a^{\prime}\right)$. Consequently there exists an $\epsilon>0$ such that

$$
\lambda_{\sigma}(v)(1+\epsilon)<\lambda_{\sigma}\left(v w a^{\prime}\right)(1-\epsilon) .
$$

From Lemma 5 we obtain that there exists $k_{0}$ such that for all $k \geq k_{0}$ we have

$$
\begin{equation*}
\frac{\left|\sigma^{k g}(v)\right|}{(k g)^{d} \alpha^{k g}}<\lambda_{\sigma}(v)(1+\epsilon)<\lambda_{\sigma}\left(v w a^{\prime}\right)(1-\epsilon)<\frac{\left|\sigma^{k g}\left(v w a^{\prime}\right)\right|}{(k g)^{d} \alpha^{k g}} . \tag{4}
\end{equation*}
$$

From Lemma 6 applied to $\tau$ we have that there exist $s \in B^{*}$ of maximal growth, $t, t^{\prime} \in B^{*}$ and $h \in \mathbb{N}^{*}$ such that for all $n \in \mathbb{N}$

$$
\psi\left(\mathrm{y}_{\left.\left[\tau^{h n}(s) \tau^{h(n-1)}(t) \cdots \tau^{h}(t)\right) t^{\prime}\right]}\right)=c .
$$

From the second part of Lemma 6 it comes that there exists $\gamma \in \mathbb{R}$ such that

$$
\lim _{n \rightarrow+\infty} \frac{\left|\tau^{h n}(s) \tau^{h(n-1)}(t) \cdots \tau^{h}(t) t t^{\prime}\right|}{(n h)^{e} \beta^{h n}}=\gamma .
$$

From Corollary 11 it comes that there exist two strictly increasing sequences of integers, $\left(m_{i} ; i \in \mathbb{N}\right)$ and $\left(n_{i} ; i \in \mathbb{N}\right)$, and $l \in \mathbb{R}$ such that

$$
\left.\frac{\gamma\left(m_{i} h\right)^{e} \beta^{m_{i} h}}{\left(n_{i} g\right)^{d} \alpha^{n_{i} g}} \longrightarrow_{i \rightarrow+\infty} l \in\right] \lambda_{\sigma}(v)(1+\epsilon), \lambda_{\sigma}\left(v w a^{\prime}\right)(1-\epsilon)[.
$$

Hence from Lemma 5 we also have

$$
\begin{gathered}
\frac{\left|\tau^{h m_{i}}(s) \tau^{h\left(m_{i}-1\right)}(t) \cdots \tau^{h}(t) t t^{\prime}\right|}{\left(n_{i} g\right)^{d} \alpha^{n_{i} g}} \\
=\frac{\left|\tau^{h m_{i}}(s) \tau^{h\left(m_{i}-1\right)}(t) \cdots \tau^{h}(t) t t^{\prime}\right|}{\gamma\left(m_{i} h\right)^{e} \beta^{m_{i} h}} \frac{\gamma\left(m_{i} h\right)^{e} \beta^{m_{i} h}}{\left(n_{i} g\right)^{d} \alpha^{n_{i} g}} \longrightarrow_{i \rightarrow+\infty} l .
\end{gathered}
$$

From (4) and (5) there exists $i \in \mathbb{N}$ such that

$$
\left|\sigma^{n_{i} g}(v)\right|<\left|\tau^{h m_{i}}(s) \tau^{h\left(m_{i}-1\right)}(t) \cdots \tau^{h}(t) t t^{\prime}\right|<\left|\sigma^{n_{i} g}\left(v w a^{\prime}\right)\right|,
$$

which means that $\left|\tau^{h m_{i}}(s) \tau^{h\left(m_{i}-1\right)}(t) \cdots \tau^{h}(t) t t^{\prime}\right|$ belongs to $X$. This gives a contradiction with (3).

## Second case: No letter in $A^{\prime \prime}$ has maximal growth.

We define $B^{\prime \prime}$ as $A^{\prime \prime}$ but with respect to $\tau$ and $B$. We can suppose that no letter of $B^{\prime \prime}$ has maximal growth.
There exists a letter $a \in A^{\prime \prime}$ (resp. $b \in B^{\prime \prime}$ ) which has infinitely many occurrences in y (resp. z) and with growth type $\left(d^{\prime}, \alpha^{\prime}\right)<(d, \alpha)$ (resp. $\left(e^{\prime}, \beta^{\prime}\right)<(e, \beta)$ ). We recall that $\alpha^{\prime}$ and $\beta^{\prime}$ are greater than 1 . Furthermore we can suppose that $\left(d^{\prime}, \alpha^{\prime}\right)$ (resp. $\left.\left(e^{\prime}, \beta^{\prime}\right)\right)$ is maximal with respect to $A^{\prime \prime}$ (resp. $B^{\prime \prime}$ ).
Let $w=w_{0} \cdots w_{n}$ be a word belonging to $L(\mathbf{y})$ (resp. $L(\mathbf{z})$ ), we call $\operatorname{gap}(w)$ the largest integer $k$ such that there exists $0 \leq i \leq n-k+1$ for which the letter $c$ does not appear in $\phi\left(w_{i} \cdots w_{i+k-1}\right)$ (resp. in $\psi\left(w_{i} \cdots w_{i+k-1}\right)$ ).
There exist infinitely many prefixes of $y$ (resp. z) of the type $u_{1} a u_{2} a^{\prime}$ (resp. $v_{1} b v_{2} b^{\prime}$ ) fulfilling the conditions $\imath$ ) and $\imath \imath$ ) below:
${ }^{2}$ ) The growth type of $u_{1} \in A^{*}$ and $a^{\prime} \in A$ (resp. $v_{1} \in B^{*}$ and $b^{\prime} \in B$ ) is maximal.
u) The words $u_{2}$ and $v_{2}$ do not contain a letter of maximal growth.

It is easy to prove that there exists a constant $K^{\prime}$ such that $\operatorname{gap}\left(\tau^{n}\left(b^{\prime}\right)\right) \leq$ $K^{\prime} n^{e^{\prime}} \beta^{\prime n}$ and $\operatorname{gap}\left(\sigma^{n}\left(a^{\prime}\right)\right) \leq K^{\prime} n^{d^{\prime}} \alpha^{\prime n}$ for all $n \in \mathbb{N}$. Due to Lemma 3, $\lim _{n \rightarrow+\infty}\left|\sigma^{n}(a)\right| / n^{d^{\prime}} \alpha^{\prime n}$ and $\lim _{n \rightarrow+\infty}\left|\tau^{n}(b)\right| / n^{e^{\prime}} \beta^{\prime n}$ exist and are finite, we call them $\mu(a)$ and $\mu(b)$ respectively.

Let $u_{1} a u_{2} a^{\prime}$ be a prefix of y fulfilling the conditions $\imath$ ) and $\imath \imath$ ), then choose $v_{1} b v_{2} b^{\prime}$ fulfilling the same conditions and so that

$$
\begin{equation*}
\frac{K^{\prime}}{\mu(a)}\left(\frac{2 \lambda_{\sigma}\left(u_{1}\right)}{2 \lambda_{\tau}\left(v_{1}\right)+\lambda_{\tau}\left(b^{\prime}\right)}\right)^{\frac{\log \alpha^{\prime}}{\log \alpha}}\left(\frac{\log \beta}{\log \alpha}\right)^{e \frac{\log \left(\beta^{\prime}\right)}{\log (\beta)}-e^{\prime}} \leq \frac{1}{3} \tag{6}
\end{equation*}
$$

From Corollary 11 there exist four strictly increasing sequences of integers $\left(m_{i} ; i \in \mathbb{N}\right),\left(n_{i} ; i \in \mathbb{N}\right),\left(p_{i} ; i \in \mathbb{N}\right)$ and $\left(q_{i} ; i \in \mathbb{N}\right)$ such that

$$
\begin{align*}
\lim _{i \rightarrow+\infty} \frac{n_{i}^{d} \alpha^{n_{i}}}{m_{i}^{e} \beta^{m}} & =\frac{2 \lambda_{\tau}\left(v_{1}\right)}{2 \lambda_{\sigma}\left(\lambda_{1}\right)+\lambda_{\sigma}\left(a^{\prime}\right)} \text { and }  \tag{7}\\
\lim _{i \rightarrow+\infty} \frac{p_{i}^{e} \beta_{i} p_{i}^{d}}{q_{i}^{d} \alpha_{i}} & =\frac{2 \lambda_{\sigma}\left(u_{1}\right)}{2 \lambda_{\tau}\left(v_{1}\right)+\lambda_{\tau}\left(b^{\prime}\right)} .
\end{align*}
$$

As a consequence of (7) we have
(8) $\lim _{i \rightarrow+\infty} n_{i} / m_{i}=\log (\beta) / \log (\alpha)$ and $\lim _{i \rightarrow+\infty} p_{i} / q_{i}=\log (\alpha) / \log (\beta)$,
and there exists $i_{0}$ such that for all $i \geq i_{0}$ we have

$$
\begin{aligned}
& \frac{\left|\sigma^{n_{i}}\left(u_{1} a u_{2}\right)\right|}{\left|\tau^{m_{i}}\left(v_{1}\right)\right|} \leq 1 \leq \frac{\left|\sigma^{n_{i}}\left(u_{1} a u_{2} a^{\prime}\right)\right|}{\left|\tau^{m_{i}}\left(v_{1} b\right)\right|} \text { and } \\
& \frac{\left|\tau^{p_{i}}\left(v_{1} b v_{2}\right)\right|}{\left|\sigma^{q_{i}}\left(u_{1}\right)\right|} \leq 1 \leq \frac{\left|\tau^{p_{i}}\left(v_{1} b v_{2} b^{\prime}\right)\right|}{\left|\sigma^{q_{i}}\left(u_{1} a\right)\right|}
\end{aligned}
$$

It comes that $\psi\left(\tau^{m_{i}}(b)\right)\left(\right.$ resp. $\left.\phi\left(\sigma^{q_{i}}(a)\right)\right)$ has an occurrence in $\phi\left(\sigma^{n_{i}}\left(a^{\prime}\right)\right)$ (resp. $\psi\left(\tau^{p_{i}}\left(b^{\prime}\right)\right)$ ).
To obtain a contradiction it suffices to prove that there exists $j \geq i_{0}$ such that

$$
\operatorname{gap}\left(\sigma^{n_{j}}\left(a^{\prime}\right)\right) /\left|\tau^{m_{j}}(b)\right| \leq \frac{1}{2} \quad \text { or } \quad \operatorname{gap}\left(\tau^{p_{j}}\left(b^{\prime}\right)\right) /\left|\sigma^{q_{j}}(a)\right| \leq \frac{1}{2}
$$

We will consider several cases. Before we define $K$ to be the maximum of the set

$$
\left\{K^{\prime}, 2 \frac{\log \beta}{\log \alpha}, 2 \frac{\log \alpha}{\log \beta}, \frac{4 \lambda_{\tau}\left(v_{1}\right)}{2 \lambda_{\sigma}\left(u_{1}\right)+\lambda_{\sigma}\left(a^{\prime}\right)}, \frac{4 \lambda_{\sigma}\left(u_{1}\right)}{2 \lambda_{\tau}\left(v_{1}\right)+\lambda_{\tau}\left(b^{\prime}\right)}\right\} .
$$

We remark that $K \geq 2$. There exists $j_{0}$ such that for all $i \geq j_{0}$ the quantities $\frac{n_{i}}{m_{i}}, \frac{p_{i}}{q_{i}}, \frac{n_{i}^{d} \alpha^{n_{i}}}{m_{i}^{e} \beta^{m_{i}}}, \frac{p_{i}^{e} \beta^{p_{i}}}{q_{i}^{d} \alpha^{q_{i}}}, \frac{\mu(a) q_{i}^{d^{\prime}} \alpha^{\prime q_{i}}}{\left|\sigma^{q_{i}}(a)\right|}, \frac{\mu(b) m_{i}^{e^{\prime}} \beta^{\prime m_{i}}}{\left|\tau^{m_{i}}(b)\right|}$ and $\frac{\operatorname{gap}\left(\sigma^{n_{i}}\left(a^{\prime}\right)\right)}{n_{i}^{d^{\prime}} \alpha^{n_{i}}}$ are less than $K$. Let $i \geq j_{0}$. To find $j$ we will consider five cases.

First case: $\frac{\log (\alpha)}{\log (\beta)}<\frac{\log \left(\alpha^{\prime}\right)}{\log \left(\beta^{\prime}\right)}$. As $\beta^{\prime}>1$ we have

$$
\begin{aligned}
& \operatorname{gap}\left(\tau^{p_{i}}\left(b^{\prime}\right) /\left|\sigma^{q_{i}}(a)\right| \leq \frac{K p_{i}^{e^{\prime}} \beta^{\prime p_{i}}}{\mu(a) q_{i}^{d^{\prime}} \alpha^{\prime q_{i}}} \frac{\mu(a) q_{i}^{d^{\prime}} \alpha^{\prime q_{i}}}{\left|\sigma^{q_{i}}(a)\right|}\right. \\
& \quad \leq \frac{K^{2}}{\mu(a)} \frac{p_{i}^{e^{\prime}}}{q_{i}^{d^{\prime}}} \exp \left\{\left(\frac{p_{i}}{q_{i}}-\frac{\log \alpha^{\prime}}{\log \beta^{\prime}}\right) q_{i} \log \beta^{\prime}\right\},
\end{aligned}
$$

which tends to 0 when $i$ tends to $\infty$ (this comes from ( 8 )).
Second case: $\frac{\log \left(\alpha^{\prime}\right)}{\log \left(\beta^{\prime}\right)}<\frac{\log (\alpha)}{\log (\beta)}$. As in the first case we obtain

$$
\lim _{i \rightarrow+\infty} \operatorname{gap}\left(\sigma^{n_{i}}\left(a^{\prime}\right)\right) /\left|\tau^{m_{i}}(b)\right|=0
$$

Third case: $\frac{\log \left(\alpha^{\prime}\right)}{\log (\alpha)}=\frac{\log \left(\beta^{\prime}\right)}{\log (\beta)}$ and $\left(e^{\prime}-d^{\prime}\right) \log \beta<(e-d) \log \beta^{\prime}$. We have

$$
\begin{gathered}
\operatorname{gap}\left(\tau^{p_{i}}\left(b^{\prime}\right)\right) /\left|\sigma^{q_{i}}(a)\right| \leq \frac{K^{2}}{\mu(a)} \frac{p_{i}^{e^{\prime}}}{q_{i}^{d^{\prime}}} \frac{\beta^{\prime p_{i}}}{\alpha^{\prime q_{i}}}=\frac{K^{2}}{\mu(a)} \frac{p_{i}^{e^{\prime}}}{q_{i}^{d^{\prime}}}\left(\frac{\beta^{p_{i}}}{\alpha^{q_{i}}}\right)^{\frac{\log \beta^{\prime}}{\log \beta}} \\
=\frac{K^{2}}{\mu(a)} \frac{p_{i}^{e^{\prime}}}{q_{i}^{d^{\prime}}}\left(\frac{q_{i}^{d}}{p_{i}^{e}}\right)^{\frac{\log \beta^{\prime}}{\log \beta}}\left(\frac{p_{i}^{e} \beta^{p_{i}}}{q_{i}^{d} \alpha^{q_{i}}}\right)^{\frac{\log \beta^{\prime}}{\log \beta}} \\
\leq \frac{K^{2}}{\mu(a)}\left(\frac{p_{i}}{q_{i}}\right)^{e^{\prime}-e-\frac{\log \beta^{\prime}}{\log \beta}} K^{\frac{\log \beta^{\prime}}{\log \beta}} q_{i}^{\left(e^{\prime}-d^{\prime}\right)-(e-d) \frac{\log \beta^{\prime}}{\log \beta}} \\
\leq \frac{K^{2}}{\mu(a)} K^{e^{\prime}+(1-e) \frac{\log \beta^{\prime}}{\log \beta}} q_{i}^{\left(e^{\prime}-d^{\prime}\right)-(e-d) \frac{\log \beta^{\prime}}{\log \beta}}
\end{gathered}
$$

which tends to 0 when $i$ tends to $\infty$.
Fourth case: $\frac{\log \left(\alpha^{\prime}\right)}{\log (\alpha)}=\frac{\log \left(\beta^{\prime}\right)}{\log (\beta)}$ and $\left(e^{\prime}-d^{\prime}\right) \log \beta>(e-d) \log \beta^{\prime}$. As in the previous case we obtain

$$
\lim _{i \rightarrow+\infty} \operatorname{gap}\left(\sigma^{n_{i}}\left(a^{\prime}\right)\right) /\left|\tau^{m_{i}}(b)\right|=0
$$

Fifth case: $\frac{\log \left(\alpha^{\prime}\right)}{\log (\alpha)}=\frac{\log \left(\beta^{\prime}\right)}{\log (\beta)}$ and $\left(e^{\prime}-d^{\prime}\right) \log \beta=(e-d) \log \beta^{\prime}$. From (6), (7) and (8) we obtain for all large enough $i$

$$
\begin{aligned}
& \operatorname{gap}\left(\tau^{p_{i}}\left(b^{\prime}\right)\right) /\left|\sigma^{q_{i}}(a)\right| \leq \frac{K^{\prime}}{\mu(a)} \frac{p_{i}^{e^{\prime}} \beta^{\prime p_{i}}}{q_{i}^{d^{\prime}} \alpha^{\prime q_{i}}} \frac{\mu(a) q_{i}^{d^{\prime}} \alpha^{\prime q_{i}}}{\left|\sigma^{q_{i}}(a)\right|} \\
\leq & \frac{K^{\prime}}{\mu(a)}\left(\frac{p_{i}^{e} \beta^{p_{i}}}{q_{i}^{d} \alpha^{q_{i}}}\right)^{\frac{\log \alpha^{\prime}}{\log \alpha}}\left(\frac{q_{i}}{p_{i}}\right)^{e \frac{\log \beta^{\prime}}{\log \beta}-e^{\prime}} \frac{\mu(a) q_{i}^{d^{\prime}} \alpha^{\prime q_{i}}}{\left|\sigma_{i}(a)\right|} \leq \frac{1}{2} .
\end{aligned}
$$

This ends the proof.

Corollary 14. The words having infinitely many occurrences in $\times$ appear in $\times$ with bounded gaps.

Proof. Let $u$ be a word having infinitely many occurrences in x . We set $|u|=n$. To prove that $u$ appears with bounded gaps in x it suffices to prove that the letter 1 appears with bounded gaps in the sequence $t \in\{0,1\}^{\mathbb{N}}$ defined by

$$
\mathrm{t}_{i}=1 \quad \text { if } \quad \mathrm{x}_{[i, i+n-1]}=u
$$

and 0 otherwise. In the sequel we prove that t is $\alpha$ and $\beta$-substitutive.
The sequence $\mathrm{y}^{(n)}=\left(\left(\mathrm{y}_{i} \cdots \mathrm{y}_{i+n-1}\right) ; i \in \mathbb{N}\right)$ is a fixed point of the substitution $\sigma_{n}: A_{n} \rightarrow A_{n}^{*}$ where $A_{n}$ is the alphabet $A^{n}$, defined for all $\left(a_{1} \cdots a_{n}\right)$ in $A_{n}$ by

$$
\sigma_{n}\left(\left(a_{1} \cdots a_{n}\right)\right)=\left(b_{1} \cdots b_{n}\right)\left(b_{2} \cdots b_{n+1}\right) \cdots\left(b_{\left|\sigma\left(a_{1}\right)\right|} \cdots b_{\left|\sigma\left(a_{1}\right)\right|+n-1}\right)
$$

where $\sigma\left(a_{1} \cdots a_{n}\right)=b_{1} \cdots b_{k}$ (for more details see Section V. 4 in Qul for example).
Let $\rho: A_{n} \rightarrow A^{*}$ be the letter to letter morphism defined by $\rho\left(\left(b_{1} \cdots b_{n}\right)\right)=$ $b_{1}$ for all $\left(b_{1} \cdots b_{n}\right) \in A_{n}$. We have $\rho \circ \sigma_{n}=\sigma \circ \rho$, and then $M_{\rho} M_{\sigma_{n}}=M_{\sigma} M_{\rho}$. Consequently the dominant eigenvalue of $\sigma_{n}$ is $\alpha$ and $\mathrm{y}^{(n)}$ is $\alpha$-substitutive. Let $f: A_{n} \rightarrow\{0,1\}$ be the letter to letter morphism defined by

$$
f\left(\left(b_{1} \cdots b_{n}\right)\right)=1 \text { if } b_{1} \cdots b_{n}=u \text { and } 0 \text { otherwise. }
$$

It is easy to see that $f\left(\mathrm{y}^{(n)}\right)=\mathrm{t}$ hence t is $\alpha$-substitutive.
In the same way we show that t is $\beta$-substitutive and Theorem 13 concludes the proof.

## 6. Proof of Theorem 1.

6.1. Decomposition of a substitution into sub-substitutions. The following proposition is a consequence of Paragraph 4.4 and Proposition 4.5.6 in [LM].

Proposition 15. Let $M=\left(m_{i, j}\right)_{i, j \in A}$ be a matrix with non-negative coefficients and no column equal to 0 . There exist three positive integers $p \neq 0$, $q$, $l$, where $q \leq l-1$, and a partition $\left\{A_{i} ; 1 \leq i \leq l\right\}$ of $A$ such that the
matrix $M^{p}$ is equal to
where the matrices $M_{i}, 1 \leq i \leq q$ (resp. $q+1 \leq i \leq l$ ), are primitive or equal to zero (resp. primitive), and such that for all $1 \leq i \leq q$ there exists $i+1 \leq j \leq l$ such that the matrix $M_{i, j}$ is different from 0 .

In what follows we keep the notations of Proposition 15. We will say that $\left\{A_{i} ; 1 \leq i \leq l\right\}$ is a primitive component partition of $A$ (with respect to $M$ ). If $i$ belongs to $\{q+1, \cdots, l\}$ we will say that $A_{i}$ is a principal primitive component of $A$ (with respect to $M$ ).
Let $\tau: A \rightarrow A^{*}$ be a substitution and $M=\left(m_{i, j}\right)_{i, j \in A}$ its matrix. Let $i \in\{q+1, \cdots, l\}$. We denote $\tau_{i}$ the restriction $\left(\tau^{p}\right)_{\mid A_{i}}: A_{i} \rightarrow A^{*}$ of $\tau^{p}$ to $A_{i}$. Because $\tau_{i}\left(A_{i}\right)$ is included in $A_{i}^{*}$ we can consider that $\tau_{i}$ is a morphism from $A_{i}$ to $A_{i}^{*}$ whose matrix is $M_{i}$. Let $i \in\{1, \cdots, q\}$ such that $M_{i}$ is not equal to 0 . Let $\varphi_{i}$ be the morphism from $A$ to $A_{i}^{*}$ defined by $\varphi(b)=b$ if $b$ belongs to $A_{i}$ and the empty word otherwise. Let us consider the map $\tau_{i}: A_{i} \rightarrow A^{*}$ defined by $\tau_{i}(b)=\varphi_{i}\left(\tau^{p}(b)\right)$ for all $a \in A_{i}$. We remark as previously that $\tau_{i}\left(A_{i}\right)$ is included in $A_{i}^{*}$, consequently $\tau_{i}$ defines a morphism from $A_{i}$ to $A_{i}^{*}$ whose matrix is $M_{i}$.
We will say that the substitution $\tau: A \rightarrow A^{*}$ satisfies Condition (C) if:
C1. The matrix $M$, itself, is of the type (9) (i.e., $p=1$ );
C 2 . The matrices $M_{i}$ are equal to 0 or with positive coefficients if $1 \leq$ $i \leq q$ and with positive coefficients otherwise;
C3. For all matrices $M_{i}$ different from 0 , with $i \in\{1, \cdots, l\}$, there exists $a_{i} \in A_{i}$ such that $\tau_{i}\left(a_{i}\right)=a_{i} u_{i}$ where $u_{i}$ is a non-empty word of $A^{*}$ if $M_{i}$ is different from the $1 \times 1$ matrix [1] and empty otherwise.
From Proposition 15 every substitution $\tau: A \rightarrow A^{*}$ has a power $\tau^{k}$ satisfying condition (C). The definition of substitutions implies that for all $q+1 \leq$ $i \leq l$ we have $M_{i} \neq[1]$.
Let $\tau: A \rightarrow A^{*}$ be a substitution satisfying condition (C) (we keep the previous notations). For all $1 \leq i \leq l$ such that $M_{i}$ is different from 0 and the $1 \times 1$ matrix [1], the map $\tau_{i}: A_{i} \rightarrow A_{i}^{*}$ defines a substitution we
will call main sub-substitution of $\tau$ if $i \in\{q+1, \cdots, l\}$ and non-main subsubstitution of $\tau$ otherwise. Moreover the matrix $M_{i}$ has positive coefficients which implies that the substitution $\tau_{i}$ is primitive. We remark that there exists at least one main sub-substitution.
In Du3 the following results were obtained and will be used in the sequel.
Lemma 16. Let x be a proper fixed point of the substitution $\sigma$. Let $\bar{\sigma}: \bar{A} \rightarrow$ $\bar{A}^{*}$ be a main sub-substitution of $\sigma$. Then for all $n \in \mathbb{N}$ and all $a \in A$ the word $\sigma^{n}(a)$ appears infinitely many times in x .

Proof. The proof is left to the reader.
In Du3 the following result is obtained and will be used in the sequel.
Theorem 17. Let x and y be respectively a primitive $\alpha$-substitutive sequence and a primitive $\beta$-substitutive sequence such that $L(\mathrm{x})=L(\mathrm{y})$. Suppose that $\alpha$ and $\beta$ are multiplicatively independent, then x and y are periodic.
6.2. The conjecture for "good" substitutions. We do not succeed yet to prove the conjecture given in the introduction but we are able to prove it for a very large family of substitutions. Until we prove the whole conjecture we call them "good" substitutions. More precisely, let $\sigma: A \rightarrow A^{*}$ be a substitution whose dominant eigenvalue is $\alpha$. The substitution $\sigma$ is said to be a "good" substitution if there exists a main sub-substitution whose dominant eigenvalue is $\alpha$.
For example primitive substitutions and substitutions of constant length are "good" substitutions. Now consider the following substitution

$$
\begin{aligned}
\sigma:\{a, 0,1\} & \rightarrow\{a, 0,1\}^{*} \\
a & \mapsto a a 0 \\
0 & \mapsto 01 \\
1 & \mapsto 0 .
\end{aligned}
$$

Its dominant eigenvalue is 2 and it has only one main sub-substitution ( $0 \mapsto$ $01,1 \mapsto 0)$ which dominant eigenvalue is $(1+\sqrt{5}) / 2$, hence it is not a "good" substitution.
Theorem 18. Suppose that we only consider "good" substitutions. Then the conjecture is true.
Proof. We take the notations of the first lines of Section 5 .
Let $\bar{\sigma}: \bar{A} \rightarrow \bar{A}^{*}$ be a main sub-substitution of $\sigma$. The words of x appearing infinitely many times in $x$ appear with bounded gaps (Corollary (14). Hence using Lemma 16 we deduce that for all main sub-substitution $\bar{\sigma}$ of $\sigma$ and $\bar{\tau}$ of $\tau$ we have $\phi(L(\bar{\sigma}))=\psi(L(\bar{\tau}))=L$. From Theorem 17 it comes that $L$ is periodic, i.e., there exists a word $u$ such that $L=L\left(u^{\omega}\right)$ where $|u|$ is the least period. There exists an integer $N$ such that all the words of length $|u|$
appear infinitely many times in $\mathrm{x}_{N} \mathrm{x}_{N+1} \cdots$. We set $\mathrm{t}=\mathrm{x}_{N} \mathrm{x}_{N+1} \cdots$ and we will prove that t is periodic and consequently x will be ultimately periodic. The word $u$ appears infinitely many times, consequently it appears with bounded gaps. Let $\mathcal{R}_{u}$ be the set of return words to $u$ (a word $w$ is a return word to $u$ if $w u \in L(\mathrm{x}), u$ is a prefix of $w u$ and $u$ has exactly two occurrences in $w u$ ). It is finite. There exists an integer $N$ such that all the words $w \in \mathcal{R}_{u} \cap L\left(\mathrm{x}_{N} \mathrm{x}_{N+1} \cdots\right)$ appear infinitely many times in x . Hence these words appear with bounded gaps in x . We set $\mathrm{t}=\mathrm{x}_{N} \mathrm{x}_{N+1} \cdots$ and we will prove that t is periodic and consequently x will be ultimately periodic. We can suppose that $u$ is a prefix of t . Then t is a concatenation of return words to $u$. Let $w$ be a return word to $u$. It appears with bounded gaps hence it appears in some $\phi\left(\bar{\sigma}^{n}(a)\right)$ and there exist two words, $p$ and $q$, and an integer $i$ such that $w u=p u^{i} q$. As $|u|$ is the least period of $L$ it comes that $w u=u^{i}$. It follows that $\mathrm{t}=u^{\omega}$.

## The case of fixed points.

This part is devoted to the proof of Theorem [1] restricted to fixed points. More precisely we prove:

Corollary 19. Let $\times$ be a fixed point of the substitution $\sigma: A \rightarrow A^{*}$ whose dominant eigenvalue is $\alpha$. Suppose that x is also a fixed point of the substitution $\tau: A \rightarrow A^{*}$ whose dominant eigenvalue is $\beta$. Suppose that $\alpha$ and $\beta$ are multiplicatively independent. Then x is ultimately periodic.

Proof. The letters appearing infinitely often in x appear with bounded gaps (Proposition (13). Let $\bar{\sigma}: \bar{A} \rightarrow \bar{A}$ be a main sub-substitution of $\sigma$. Let $a \in \bar{A}$. Suppose that there exists a letter $b$, appearing infinitely many times in x, which does not belong to $\bar{A}$. Then the word $\sigma^{n}(a)$ does not contain $b$ and $b$ could not appear with bounded gaps. Consequently there exists only one main sub-substitution and the letters which appear with bounded gaps belong to $\bar{A}$. It comes that $\sigma$ is a "good" substitution. In the same way $\tau$ is a good substitution. Theorem 18 concludes the proof.
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