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Abstract

We study the problem of minimizing the second Dirichlet eigen-
value for the Laplacian operator among sets of given perimeter. In
two dimension, we prove that the optimum exists, is convex, regular,
symmetric and its boundary contains exactly two points where the cur-
vature vanishes. In N dimension, we prove existence of a minimizer
in a slightly different (relaxed) class and we prove, assuming enough
regularity, that this minimizer has cylindrical symmetry.

1 Introduction

Let © be a bounded open set in RY and let us denote by 0 < A\1(Q) <
A2(Q2) < A3(92) ... its eigenvalue for the Laplacian operator with homoge-
neous Dirichlet boundary condition. Problems linking the shape of a do-
main to the sequence of its eigenvalues, or some of them, are among the
most fascinating of mathematical analysis or differential geometry. In par-
ticular, problems of minimization of eigenvalues, or combination of eigenval-
ues, brought about many deep works since the early part of the twentieth
century. Actually, this question appears first in the famous book of Lord
Rayleigh ” The theory of sound”. Thanks to some explicit computations and
”physical evidence”, Lord Rayleigh conjectured that the disk should min-
imize the first Dirichlet eigenvalue A; of the Laplacian among plane open
sets of given area. This result has been proved later by Faber and Krahn
using a rearrangement technique. Then, many other similar ”isoperimetric
problems” have been considered. For a survey on these questions, we refer



to the papers [3], [5], [23], [26] or the recent book [17]. Usually, in these
minimization problems, one works in the class of sets with a given measure.
In this paper, we choose to look at a similar problem but with a constraint
on the perimeter of the sets. Apart the mathematical own interest of this
question, the reason which led us to consider this problem is the following.
Studying the famous gap problem (see [25]), we were interested in minimiz-
ing A2(2) — A1(§2), and more generally A2(2) — kA1(Q2), with 0 < k < 1,
among (convex) open sets of given diameter. Looking at the limiting case
k = 0, we realized that the optimal set (which does exist) is a body of con-
stant width. Since any body of constant width have the same perimeter in
dimension two, we were naturally led to consider the problem of minimizing
A2(€Q) among sets of given perimeter. In particular, if the solution was a
ball (or more generally a body of constant width), it would give the answer
to the previous problem. Unfortunately, as it is shown in Theorem 2.6, it is
not the case! The minimizer that we are able to identify and characterize
here (at least in two dimension) is a particular regular convex body, with (at
least) one axis of symmetry and two points on its boundary where the cur-
vature vanishes. It is worth observing that the four following minimization
problems for the second eigenvalue have different solutions:

e with a volume constraint: two identical disks (see [20] or [17]),

e with a volume and a convexity constraint: a stadium-like set (see [18]),
e with a perimeter constraint: the convex set described in this paper,
e with a diameter constraint: we conjecture that the solution is a disk.

Let us finally remark that the same problems for the first eigenvalue all
have the disk as the solution thanks to Faber-Krahn inequality and classical
isoperimetric inequality.

This paper is organized as follows: section 2 is devoted to the complete
study of the two-dimensional problem. We first prove existence of a mini-
mizer and its C*° regularity. Then, we prove that it has (at least) one axis
of symmetry. Note that the first author with E. Oudet was unable to prove
such a symmetry result for the same problem with convexity and area con-
straint in [18]! In the end of this section, we give some other qualitative and
geometric properties of the minimizer. In section 3, we consider the problem
in higher dimension. This one is much more complicated since we cannot
use here the trick of convexification. We first give an equivalent relaxed
formulation of the problem, then we prove existence of a minimizer for the
relaxed formulation. At last, we prove that the optimum (assuming some
regularity) has cylindrical symmetry.



2 The two-dimensional case

2.1 Existence, regularity

We want to solve the minimization problem
min{\(Q), Q C R?, P(Q) < ¢} (1)

where \2(2) is the second eigenvalue of the Laplacian with Dirichlet bound-
ary condition on the bounded open set 2 and P(Q2) denotes the perimeter
(e.g. in the sense of De Giorgi) of . The monotonicity of the eigenval-
ues of the Dirichlet-Laplacian with respect to the inclusion has two easy
consequences:

1. Let Q* denotes the convex hull of €2, since in two dimension, P(Q*) <
P(€), it is clear that one can restrict ourselves to look for minimizers
in the class of convex sets.

2. Obviously, it is equivalent to consider the constraint P(2) < ¢ or
P(Q) =c.

Of course, point 1. easily implies existence, see below, but is no longer
true in higher dimension which makes the existence proof much harder, see
Theorem 3.2.

Theorem 2.1 There exists a minimizer Q0 for problem (1) and Q2 is C°.

Proof :

Existence We use the direct method of calculus of variations. Let €2, be a
minimizing sequence, according to point 1. above, we can assume that €2,
is a sequence of convex sets. Moreover, it is a bounded sequence because of
the perimeter constraint. Therefore, there exists a convex domain {2 and a
subsequence still denoted by €2, such that:

e 2, converges to {2 for the Hausdorff metric or for the topology given
by characteristic functions (see e.g. [19, Theorem 2.4.10));

e P(Q) < ¢ (lower semi-continuity of the perimeter for the convergence
of characteristic functions, see [19, Proposition 2.3.6]);

o \2(02,) — A2(2) (continuity of the eigenvalues for the ~y-convergence,
see [9, Proposition 2.4.6] or [17, Theorem 2.3.17]).

Therefore, € is a solution of problem (1).

Regularity The proof of regularity is classical, see e.g. [10]. We refer also
to [6] and [7] for similar results in a more complicated context. First of all,
we need the simplicity of the second eigenvalue:

Lemma 2.2 Let Q be a minimizer of problem (1), then A\2(Q2) is simple.



For the proof of this lemma, see the end of this section. We go on with the
proof of regularity. Let us consider (locally) the boundary of 92 as the graph
of a (concave) function h(x), with z € (—a,a). We make a perturbation of
0N using a regular function 1) compactly supported in (—a, a), i.e. we look at
) whose boundary is h(z)+ty(z). The function t — P(2) is differentiable
at t =0 (see [15] or [19]) and its derivative dP(2,1) at ¢t = 0 is given by:

+a h/ dac

—a \/1+h’

In the same way, the function t — Ay(§2;) is differentiable (see [19, Theorem
5.7.1]) and since the second (normalized) eigenfunction ug belongs to the
Sobolev space H%(2) (due to the convexity of €2, see [16, Theorem 3.2.1.2]),
its derivative dA\2(2,1) at t =0 is

(2)

+a
Del@.0) =~ [ [Vusla,ha)) o) do 3)
—a
The optimality of €2 implies that there exists a Lagrange multiplier p such
that, for any ¢ € C§°(—a,a)

pda(,9) + dP(Q,) = 0

what implies, thanks to (2), (3) that h is a solution of the following o.d.e.
(in the sense of distribution):

S O B AT (4)
14 W(z)?

Since ug belongs to H?((2), its first derivatives %1;2 and %—122 have a trace on

09 which belong to H/?(9£2). Now, the Sobolev embedding in one dimen-
sion H'/2(9Q) — LP(ON) for any p > 1 shows that = — |Vug(z, h(z))[?
is in LP(—a,a) for any p > 1. Therefore, according to (4), the function
B'/A/14 W2 is in W'P(—a,a) for any p > 1 (we recall that &’ is bounded
because (2 is convex), so it belongs to some Hélder space C%%([—a,a]) (for
any «a < 1, according to Morrey-Sobolev embedding). Since h’ is bounded,
it follows immediately that h belongs to C*%([—a,a]). Now, we come back
to the partial differential equation and use an intermediate Schauder reg-
ularity result (see [13] or the remark after Lemma 6.18 in [14]) to claim
that if 9Q is C1®, then the eigenfunction ug is C1*(Q) and |Vug|? is C%°.
Then, looking again to the o.d.e. (4) and using the same kind of Schauder’s
regularity result yields that h € C*®. We iterate the process, thanks to a
classical bootstrap argument to conclude that h is C*°. O



Proof of Lemma 2.2 This result is similar to [17, Theorem 2.5.10]. The
new difficulties here are the perimeter constraint (instead of the volume) and
the fact that the domain 2 is convex, but not necessarily regular. Neverthe-
less, we know that any eigenfunction of a convex domain is in the Sobolev
space H%(Q), see [16]. Let us assume, for a contradiction, that Ao(€2) is not
simple, then it is double because () is a convex domain in the plane, see
[21]. Let us recall the result of derivability of eigenvalues in the multiple
case (see [11] or [24]). Assume that the domain € is modified by a regular
vector field z — x + tV(z) (and we will denote by €2; the image of Q by
this transformation) and let us denote by wuz, us two orthonormal eigenfunc-
tions associated to Ag, A3. Then, the first variation of Aa(€2¢), A3(€2;) are the
repeated eigenvalues of the 2 x 2 matrix

— <@)2 V.ndo —f (@ %) Vondo
o2 \ on ' o2\ In On '
-/ (M %> Vindo  — (MY Vindo .
o\ In 0On o\ on

Now, let us introduce the Lagrangian L(Q2) = A2(2) + pP(£2). As we have
seen in the proof of Theorem 2.1, the perimeter is differentiable and the
derivative is a linear form in V.n supported on 9 (see e.g. [19, Corollary
5.4.16]). We will denote by < dPsq, V.n > this derivative. So the Lagrangian
L(9:) has a derivative which is the smallest eigenvalue of the matrix M +
< dPsq,V.n > I where I is the identity matrix. Therefore, to reach a
contradiction (with the optimality of ), it suffices to prove that one can
always find a deformation field V' such that the smallest eigenvalue of this
matrix is negative. Let us consider two points A and B on 9df) and two small
neighborhoods 74 and ~p of these two points of same length, say 24. Let

us choose any regular function ¢(s) defined on (—d,+d) (vanishing at the
extremities of the interval) and a deformation field V' such that

M = (5)

Vin=+4¢ponvys, Vn=-—pon~yg, V.n=70elsewhere.

Then, the matrix M+ pu < dPsq, V.n > I splits into two matrices M 4— Mp
where M 4 is defined by (and a similar formulae for Mp):

<dPy,,p>— | 0\ gy Gur Qs )
var P ya\on ) POGO ya \On on ) PA0

2

1, (%2 %) pdo <dPyo>—[, (%2) pdo

(6)
In particular, it is clear that the exchange of A and B replace the matrix
My — Mp by its opposite. Therefore, the only case where one would be
unable to choose two points A, B and a deformation ¢ such that the matrix
has a negative eigenvalue is if My — M p is identically zero for any ¢. But
this implies, in particular

LG G) =] (5) (5e) e @

My =



and

81@)2 (8’&3)2 / <6UQ>2 (a’LLg)Q
/WA [ < on on } B [ on on ]
for any regular ¢ and any points A and B on 0f). This implies that the

2 2
product (%%) (%) and the difference (%) — (%) should be constant

a.e. on 0f). As a consequence (%) has to be constant. Since the nodal

line of the second eigenfunction touches the boundary in two points (see [22]
or [1]), % has to change sign. So we get a function belonging to H'/2(9Q)
taking values ¢ and —c on sets of positive measure, which is absurd,unless
¢ = 0. This last issue is impossible by the Holmgren uniqueness theorem. O

2.2 Symmetry
Theorem 2.3 The minimizer 2 has (at least) one axis of symmetry.

Proof :
Let u1, ug denote the two first normalized eigenfunctions of 2. For any angle
0 € [0,27), we divide © in two parts ©;(0) and Q,.(6) by a line D(0) (see

/
D(e)/ /

.

Figure 1: The line D(#) cuts the boundary in two parts of same perimeter

Figure 1) such that the two parts have the same perimeter. Let us denote
by I'y the right half of the unit circle:

D= {(ry) R, 19 =1, 220, y £ -1},



For any 6, we look at the following elementary variational problem:

Jowoy 1oV + BV uz|?
max 3
(@Bels  fo, () (qur + Buz)

9)

and the same problem with §2;(6) replaced by Q,.(6). Since we are looking at
the ratio of two positive quadratic forms in dimension two, this maximization
problems have a unique solution in I'; unless the ratio is constant (in which
case we can take any point in I'y). Let us denote by (aq(0),;(0)) and
(ar(0), Br(0)) these solutions. Since (ay(0 + m), 53;(0 + 7)) = (- (0), 5-(0)),
for continuity reasons, there exists an angle 6* such that (aqy(6%), 5;(0%)) =
(o (0%), 5r(6%)). Let us denote by (a*,3*) this common value. Now, we
have

2 * * 2
() = max Jo laVur + BV us| - Jo la*Vuy + 5*Vug|

(@@erz  [olaur + Pug)> o (arur + B*uz)? (10)

We decompose the numerator and the denominator in the right-hand side
of (10) in fﬂz(G*) —|—er(9*) and we take the smallest ratio. Let us assume
without loss of generality, that this smallest ratio is achieved with £;(6%).
We get,

> fﬂl(e*) \a*Vul + ﬁ*VUQP S le(H*) aVul + ﬁVUg‘Q

A2(82
2( ) h le(e*)<a*U1 + ,8*U2)2 - le(g*)(aul + ﬁu2)2

(11)

the second inequality being valid for any («, ) by definition of (o, 3*).
Now, let us introduce o the symmetry with respect to the line D(6*) and
the new set Q := Q;(0*) U o (£,(6%)), see Figure 1. Let us also introduce the
test functions (which belong to the Sobolev space H&(ﬁ))

— uy on ;(6%) . u2 on Q;(0%)
T woo ona((6Y)) 27 wpoo ona((6Y)).

Finally, we have, for any (a, 3):

le(g*) |OZVU1 + ﬂVU2|2 _ fﬁ \aVﬂI + ﬁV@P > )\Z(Q)
le(G*)(aul + 6“2)2 fﬁ(aa + /8@)2 -

the last inequality coming from the min-max formula for As. Now, since
) is a minimizer, we must have equality in all the above inequalities. In
particular, 77 and us are the two first eigenfunctions of Q.ABut, since 1] = uq
on 2;(0*), analyticity of the eigenfunctions implies that 2 =  what proves
the Theorem. O



Remark 2.4 A more careful analysis of the equalities in the chain of in-
equalities shows that the nodal line of uy cannot be on the line of symmetry
D(6*). Indeed, if the nodal line was on the axis of symmetry D, we would
have a first eigenvalue u; (resp. a second eigenvalue us) even (resp. odd)
with respect to D. In particular, denoting by €; = €;(6*) we would have

|Vul-|2:)\i/2, / u?:1/2 i:1,2

Q Q
and (without loss of generality) 2le urug = d < 0. Moreover, d < 1 by
Cauchy-Schwarz inequality. So, the variational problem (9) would consist
in maximizing
() = A1a22+ 20A 100 + 2262

a? + 2baf + 3

But it is straightforward to check that the maximum of J(a, 3) over 'y is
obtained for a, 3 such that & = —df and not for («, ) = (0, 1) which should
be the case since we have equality in (10). A consequence is the following
alternative:

e cither we have only one axis of symmetry, with the nodal line of wuo
crossing this axis of symmetry,

e or we have a second axis of symmetry which, necessarily, contains the
nodal line of us.

Numerical simulations seems to show that the second part of the previous
alternative occurs, see Figure 2.

2.3 Other qualitative properties

Since we know that the minimizer is C°°, we can now write rigorously the
optimality condition. Under variations of the boundary (replace 2 by €, =
(I +tV)(9)), the shape derivative of the perimeter is given by (see section
2.1 and [19, Corollary 5.4.16])

dP(Q; V) = CV.ndo
o0
where C is the curvature of the boundary and n the exterior normal vector.
Using the expression of the derivative of the eigenvalue given in (3) (see also
[19, Theorem 5.7.1]), the proportionality of these two derivatives through
some Lagrange multiplier yields existence of a constant u such that

|Vaug|? = uC  on 99. (12)

Multiplying the equality in (12) by X.n and integrating on 052 yields, thanks
to Gauss formulae ( [,,CX.ndo = P(Q)) and a classical application of the
Rellich formulae ([, [Vuz[?X.ndo = 2X3(R2)), the value of the Lagrange
multiplier. So, we have proved:
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Figure 2: A possible minimizer obtained numerically (by courtesy of

Edouard Oudet)

Proposition 2.5 Any minimizer satisfies

|Vug(z)]? = WC(I), x € 00 (13)

where C(x) is the curvature at point x.

As a consequence, we can state some qualitative properties of the optimal
domain(s):

Theorem 2.6 An optimal domain satisfies:
1. Its boundary does not contain any segment.
2. Its boundary does not contain any arc of circle.
3. Its boundary contains exactly two points where the curvature vanishes.

Proof : An easy consequence of Hopf’s lemma (applied to each nodal do-
main) is that the normal derivative of uy can only vanish on 9 at points
where the nodal line hits the boundary. Now, we know (see [22] or [1]) that
there are exactly two such points. Then, the first and third item follow
immediately from the ”over-determined” condition (13). The second item
has already been proved in a similar situation in [18]. We repeat the proof
here for sake of completeness. Let us assume that 02 contains a piece of
circle 7. According to (13), € satisfies the optimality condition

8’&2

- = tant . 14
o ¢ (constant) on vy (14)



We put the origin at the center of the corresponding disk and we introduce
the function

0’(@ 8’&2
w(z,y) = 9587 - y%.
Then, we easily verify that
—Aw = Xw in
w =0 on v
g—;‘; =0on 7.

Now we conclude, using Holmgren uniqueness theorem, that w must vanish
in a neighborhood of v, so in the whole domain by analyticity. Now, it is
classical that w = 0 imply that ug is radially symmetric in 2. Indeed, in
polar coordinates, w = 0 implies % = 0. Therefore €2 would be a disk which
is impossible since it would contradict point 3. O

3 The N-dimensional case
We start by considering the smooth version of the minimization problem
inf{A2(2) : Q bounded, open and smooth, P(2) < ¢} :=[,. (15)

Since in dimension N > 3, the perimeter P({2) is not anymore decreasing
upon convexification, we can not restrict the minimization problem only to
the family of convex sets. This is the reason for which we have to consider in
a first step a relaxed form or problem (15) and, in a second step, to prove the
regularity of the relaxed solution and get in this way a solution to problem
(15). In this section we prove only the existence of a relaxed solution.

Although it is classical to relax the problem on the family of quasi-open
sets (see for instance [9] or [19]), the constraint on the perimeter leads to a
natural relaxation of the optimization problem on the family of measurable
sets. If M C RY is a measurable set of finite measure, we define

HE(M) = {ue H'®RY) :u=0ae on RV \ M}. (16)

With this definition, one can define A1 (M), A2(M), ... thanks to the classical
min-max formulae. For an arbitrary open set M, this definition does not
coincide with the usual definition of H}(M). Nevertheless, we point out
that it is not restrictive to consider this definition since:

1. For every measurable set M C R there exists a quasi open set w (see
for instance [4]) such that

Hi(w) = HY(M);

10



2. Problem (15) is equivalent to problem
min{\o(M) : Mmeasurable, P(M) < ¢} := l,,, (17)
in the sense that I, = [,,.

We shall prove this equivalence in the sequel, but we point out first
the main reason for the equivalence. For a smooth set M, (e.g. Lipschitz,

see [19, Lemma 3.2.15]) the definition of the spaces H{(M) and H{(M)
coincide. For a non-smooth open set M (say with a crack), we have that

HE (M) contains strictly H} (M), which may lead to the idea that I, < l,. In
practice, when solving (15), the minimizing sequence will not develop cracks,
precisely because by erasing a crack the generalized perimeter is unchanged
and the eigenvalue decreases. This hint, is effective, and we can give the
following.

Theorem 3.1 Problems (15) and (17) are equivalent, in the sense that

lo=1m.

Proof :
Clearly, I, < lo, since for every smooth open set M we have the identity
Hg(M) = Hg(M).

In order to prove the converse inequality, let M be measurable, of finite
measure, such that P(M) < c. There exists a quasi open set w, w C M a.e.

and e
Hy(w) = Hg (M)

We point out that the measure of M \ w may be strictly positive, and that
P(w) may be greater that c.

Following the density result of smooth sets into the family of measurable
sets [2, Theorem 3.42], there exists a sequence of smooth sets €, such that

1 N
1o, "5 1, (18)
HN Y (89,) — P(M). (19)

Unfortunately, it is immediate to observe that this implies only

Ao (M) < liminf A2(Qy,),

n—oo

while we are seeking precisely the opposite inequality.

We consider the function w = R, (1) and a convolution kernel (pg)g.-
Here, and in the sequel, for every quasi open set of finite measure we denote
R, : L>(RYN) — L?(R") the operator defined by R, (f) = u, where u solves
in the variational sense (see for details [9, Chapter 4])

~Au=f in w, u€ Hj(w).

11



In the same way, for a positive Borel measure p, absolutely continuous with
respect to the capacity and with a regular set of finite Lebesgue measure,
we define R, (f) as being the solution of

—Au+pu=f in RN, ue H{(RY) N L*(p).

As in the proof of [2, Theorem 3.42], by the definition of the perimeter
and the coarea formula we have

P(M) = HV1M||meas = kli{{.lo /]RN IV(IM * pk)’dx

1 1
= lim P({1p % px, > t})dt > / lignian({lM % pp > t})dt.
0 — 00

k—o0 0

For every ¢t € (0,1) we have

1
s> \MI< 5 [ L s = Lulds
R

1
[M A\ {1 * pr >t} < 1/ [1ar * pr — 1as|dz,
-1 RN
so that 1, ., >¢} converges in L*(RY) to 1j; and

liminf P({1as * px, > t}) > P(M).

k—o0

The above inequalities imply that for almost every ¢ € (0, 1)
lignian({lM x pp > t}) = P(M).
— 00

For a subsequence (still denoted using the index k) we have

LY(RN)
1{1M*pk>t} —

and
klim P({1p % px > t}) = P(M).

We notice that up to a set of zero measure
{w >0} C M.

We may assume that w < 1. This is always true for a constant ¢ small
enough, and the isoperimetric problem being independent on ¢, we can
choose it as small as needed. So, we get that

w ok pg < 1 * pg

12



SO
{w = pr, >t} C {1y *pg >t}
and
)\2({1]\/[ * P > t}) < )\2({71) * pp > t})

Let us prove that

limsup Ao ({w * pr > t}) < Xa({w > t}).
k—o0
It is enough to show (see for instance [9, Chapters 4,5]) that one of the
Mosco conditions hold, namely for every ¢ € Hi({w > t}) there exists a
sequence @y, € H ({w * px > t}) such that o — ¢ strongly in H}.
Using the density result of [12], it is enough to choose ¢ > 0 such that
¢ < (w—1t)" and take

or = min{e, ((w* pp) — )"}

This being true for every t, from the convergence \o({w > t}) — Ao({w >
0}) for t — 0, by a diagonal procedure we can choose t; — 0 such that

lim sup Ao ({w # p, > t4}) < Aa({w > 0}) = Aa(w) = Aa(M),

k—o0

and
Ll
1{1M*Pk>tk} Lo,

leI&P({lM * P > tk}) = P(M)

This proves that [, < [,,. O
In the sequel, we prove the existence of a relaxed solution.

Theorem 3.2 Problem (17) has a solution.

Proof :
Let (M,,) be a minimizing sequence for problem (17). We shall use a con-
centration compactness argument for the resolvent operators (see [8, The-
orem 2.2]). Let w, be the quasi open sets such that w, C M, a.e. and
A2(wp) = A2(M,,). From the classical isoperimetric inequality, the measures
of wy, are uniformly bounded. Consequently, for a subsequence (still de-
noted using the same index) two situations may occur: compactness and
dichotomy.

If the compactness issue holds, there exists a measure p and a sequence
of vectors y,, € RN such that the resolvent operators

Ry +y, — By

converge strongly in £(L?(RY)). Since the perimeters of M, are uniformly
bounded, we can define (up to subsequences) sets M* as the limits of M,, N
B(0, k), and set M = Uy M*.
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Since w,,, 4y, converges strongly in L?(RY) to w,, we get that {w, >
0} € M ae. so that Ada(M) < Aa({wy, > 0}) < Aa(p) = limy—o0 A2 (wp).
On the other hand

P(M) = lim P(M 1 B(0,k), B(0, k) < liminf P(Mj),

so that M is a solution to problem (17) .
Let us assume that we are in the dichotomy issue. There exists two
sequences of quasi open sets such that

1 2
w, Uw;, Cw

wh =w, NB(0,RY),w? = w, N (RY\ B(0,R?)),R? — R} — 400
liminf |wi| >0, i=1,2
n—oo

Ry, — Ry — R,z — 0, in L(L*(RY))

1
n

Let us denote
M} = M, N B(0, Ry,), My = M, 0 (RV \ B(0, R2)).

Since the measures of M,, are uniformly bounded, one can suitably increase
Rl and decrease R2 such that

limsup P(M! U M?) < ¢
n—oo
and all other properties of the dichotomy issue remain valid.

We have that [Ao(w) — A2(wl Uw?)| — 0. Since w! and w? are discon-
nected, either \o(wy,) equals Ag(wl) or A\j(wl). The first situation is to be
excluded since this implies that M is a minimizing sequence with perime-
ter less than or equal to some constant a < ¢, which is absurd. The second
situation leads to an optimum consisting on two disjoint ball (this is a conse-
quence of the Faber-Krahn isoperimetric inequality for the first eigenvalue).
O

We now extend the symmetry result proved in Theorem 2.3. For that
purpose, we need to assume some (weak) regularity for the optimal domain
Q). We recall that an open set is said to be Caratheodory if it coincides with
the interior of its closure.

Theorem 3.3 Let Q C RN be a minimizer of Ay with a perimeter constraint
and assume that Q is a bounded Caratheodory open set. Then, £ has a
cylindrical symmetry (in the sense that it is invariant under all rotations
around some N — 2 vector space).
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Proof :
In order to keep an intuitive image, we make the proof in the case N = 3,
but it could be handled exactly in the same way in the general case.

First, let us fix a plane T" and consider all the planes orthogonal to T'
dividing the set 2 in two parts of equal perimeter. This is always possible
in any direction of T" provided that 2 does not have flat parts on its bound-
ary. Provided the second eigenvalue is simple, the same arguments as in
Theorem 2.6 are valid. Otherwise, the flat parts with positive H? measure
are contained in a countable family of planes, which we may ignore without
loosing the generality (as seen from the proof below).

Asin Theorem 2.3, there exists a position such that one side of €2 together
with its reflection with respect to the plane (call it T) is at least as good
as the optimum. By analyticity, the optimum is symmetric with respect to
this plane. Moreover, T has to contain the center of mass of €, which is
assumed to be the origin of the space.

Let us assume that Py = [z10z3] is plane of symmetry. For every unit
vector e there exists a plane Il such that e € I, and I, is plane of symmetry
(take T orthogonal to e). Let D, = II N Py. If we fix a sense on D, and
denote a, the angle between 11, and Py, the set (2 is invariant for the rotation
R(De,2a.) of angle 2c, and axis D..

Step 1. Assume that o, € (R\ Q)7. There exists a dense set M C R such
that Voo € M
R(De, ) (£2) = Q.

Using the fact that 2 is open, we get for every 6 € R
Q C R(D,.0)(9) C 9.

Since 2 is assumed to be Caratheodory, we find that D, is an axis of cylin-
drical symmetry.

Step 2. Following Step 1. every angle of any rotation should be a rational
number, otherwise the problem is solved. Assume that for a sequence of
unit vectors (ey), not belonging to Py, the angles «,, # 0 obtained in Step
1 (which are rational numbers) converge to zero. By compactness, we may
assume that D, converge to some line D. Since the set {k-a, :n €N, k €
Z} is dense in R, we get that for every compact set K C Q, for every € > 0
and for every 6§ € R

K C R(D,0)(Q) € | B(x,e),
€N
" QCR(D,H)(Q) CQ,

and we conclude as in Step 1.
Step 3. If R(D,0) is a rotation leaving invariant © and 6 is a rational
number of the form p/qm, with (p,q) = 1, then obviously R(D, 1/qr) leaves
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invariant 2. Following this remark and Step 2, one can find some ¢y € N
such that any angle of rotation about any line leaving invariant €2 is of the
form k/qm with k € N and ¢ < o (i.e. the family of possible angles is finite).
Let ¢ € [0,27). For N large enough, we consider the vectors
e = cos(% n %),sin(% 4 ZLN),O) i=0,1,...,2q.
We construct the symmetry planes II., ., associated to R(0x1, ¢)e;, and no-
tice that at least two of them have the same angle with Py. For N large, the
angle between these two planes is less than 7/q, so that is necessarily equal
to zero. Consequently, the plane R(0x1,p)[z10x2] is plane of symmetry.
Finally, the line [0z1] is a line of cylindrical symmetry. )

Remark 3.4 Assuming C? regularity (which seems harder to prove here),
one can find the same kind of optimality condition as in (13) with the mean
curvature instead of the curvature. Since, the gradient of wus still vanishes
where the nodal surface hits the boundary, the mean curvature has to vanish
and, according to the cylindrical symmetry, it is along a circle. In particular,
this shows that the optimal domain is not convex in dimension N > 3.
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