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Quantitative precipitation forecasting in the Alps: The
advances achieved by the Mesoscale Alpine Programme
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a Laboratoire d’Aérologie, CNRS/UPS, Toulouse, France

b ISAC-CNR, Bologna, Italy
c Meteorologisches Institut der Universität München, Germany

ABSTRACT: The improvement of Quantitative Precipitation Forecasting (QPF) in mountainous regions was a major

supporting objective of the Mesoscale Alpine Programme (MAP) project P1 devoted to the study of orographic precipitation.

This paper reviews the main MAP-related achievements regarding QPF improvement and highlights the MAP impact

on developing QPF research and planning future operational strategies. Recent results based on MAP case-studies, on

data analysis and assimilation, on quantification of model uncertainties, and on model intercomparison and verification

substantiate the progress made in recent years in improving model performance in relation to short-range, high-resolution

forecasting in complex topography regions, well represented by the European Alps. Copyright  2007 Royal Meteorological

Society

KEY WORDS high-resolution numerical modelling; orographically influenced precipitation

1. Introduction

While many aspects of numerical weather forecasting

have made great advances during the last two decades,

progress in quantitative precipitation forecasting (QPF)

has been comparatively slow (e.g. Fritsch et al., 1998).

One explanation is that precipitation is an end prod-

uct of a complex chain of physical processes, includ-

ing upward vertical air motion, condensation, formation

of precipitation through microphysical conversion pro-

cesses, and fallout and downstream advection of precipi-

tation particles. These processes extend over an extremely

large range of length-scales, from synoptic-scale lifting

(∼1000 km) to the scale of cloud droplets (∼10 µm). The

microphysical processes cannot be directly resolved in

an atmospheric model and thus need to be parametrized,

introducing a wide spectrum of model uncertainties.

Moreover, even the dynamical part of the scale range,

reaching down to ∼100 m for convective motions and a

few cm for important turbulent motions within clouds,

is only partly resolved in current forecasting models. In

this range of scales, the atmospheric flow is subject to

important dynamical instability processes, namely baro-

clinic instability, around 1000 km, and the moist con-

ditional instability, around 1–10 km. The forecast error

growth at such different scales is mainly a manifesta-

tion of the aforementioned instabilities. The relatively

coarse resolution of global, but also regional limited-area,
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models entails the long-standing problem of parametriz-

ing cumulus convection, which is known to add further

uncertainties to QPF. Another crucial aspect is the large

sensitivity of precipitation to uncertainties in the initial

and, for limited-area models, boundary conditions. On

the other hand, there is a growing public interest in accu-

rate precipitation forecasts because of the large impact

of precipitation on agriculture, outdoor activities, traffic,

hydroelectric power generation, or flooding preparedness.

Reliable precipitation forecasts are particularly impor-

tant in mountainous regions because of the increased like-

lihood of heavy precipitation, entailing the risk of flash

floods over sloping terrain. However, the presence of

mountainous orography is very demanding to the numer-

ics and physical parametrizations of a numerical model,

implying that a fine model resolution alone is not suffi-

cient to obtain reliable forecasts. Thus, it was natural to

define orographic precipitation as the subject of project

P1 of the Mesoscale Alpine Programme (MAP), which

culminated with a Special Observing Period (SOP), held

in the European Alps in autumn 1999 (Bougeault et al.,

2001; Volkert and Gutermann, 2007). The target area

selected for P1 was the Swiss/Italian Lago Maggiore

region, which is known to be frequently affected by

heavy precipitation in autumn. The primary goals of P1

were (i) to improve the dynamical understanding of oro-

graphic precipitation enhancement, (ii) to investigate the

related cloud microphysical processes, and (iii) to pro-

vide a dataset of unprecedented spatial and temporal

resolution for the validation of high-resolution numerical
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weather prediction models. Weather conditions permit-

ted these goals to be fully reached, with nearly 40% of

the 70 SOP days being relevant for QPF. Compared to

other recent field experiments dealing with orographic

precipitation (see below), MAP exhibits some special fea-

tures that make it unique for QPF purposes. The MAP

SOP was the first major European field experiment for

which quasi-operational forecasts were made with a high-

resolution (3 km) non-hydrostatic model working without

parametrization for cumulus convection. The forecasts

were obtained with the numerically innovative and effi-

cient Canadian MC2 model (Benoit et al., 1997). At

the same time, operational regional and global weather

forecasts were available from several numerical weather

prediction centres (Table I, models with an asterisk), pro-

viding an excellent opportunity to assess the performance

of MC2 in comparison with lower-resolution hydrostatic

models using parametrized convection. The operational

forecasts also provided a reference for case-study simula-

tions conducted after the MAP SOP with high-resolution

non-hydrostatic models (Table I). Some of these mod-

els, such as the fifth-generation PSU/NCAR mesoscale

model MM5 (Dudhia, 1993) or the French MESO-NH

(Lafore et al., 1998), are primarily used for research pur-

poses, whereas others have become operational, e.g. the

German Lokal-Modell (LM, Doms and Schättler, 2002),

or are in a pre-operational testing stage, like the Italian

model MOLOCH (Drofa and Malguzzi, 2004; Zampieri

et al., 2005). Another unique feature of the MAP SOP

is the availability of a complete re-analysis, conducted

at ECMWF and making use of a large fraction of the

special data collected during the SOP (Keil and Cardi-

nali, 2004). Thus, MAP also provides a good opportunity

for assessing the impact of the quality of the large-

scale analysis on the results of high-resolution simula-

tions.

MAP was preceded by a number of other field exper-

iments addressing the problem of mesoscale orographic

flows and orographic precipitation, including microphys-

ical aspects. Starting from the 1990s, the SALPEX

project (New Zealand Southern Alps Experiment, Ryan

and Gayet, 1996) investigated dynamical and precipita-

tion processes associated with the flow over the South-

ern Alps (Revell et al., 2002). The COAST campaign

(Coastal Observation and Simulation with Topography,

Bond et al., 1997), conducted in the area of the United

States close to the Pacific coast, utilized for the first

time an airborne Doppler radar to monitor wind flows

over the Olympic Mountains. Simulations with 3 km

resolution using MM5 were verified in the same area

(Colle et al., 1999). High-resolution (4 km) real-time

forecasts using MM5 were initiated in 1998 (Mass and

Kuo, 1998) and the results were reported in Colle et al.

(2001) and Mass et al. (2002). Meanwhile, a number

of field projects were designed and conducted, either

immediately before or after MAP, to better understand

precipitation over complex terrain, such as CALJET (Cal-

ifornia Land-falling Jets experiment, Ralph et al., 1999),

PACJET (Pacific Land-falling Jets experiment, Neiman

et al., 2002), IPEX (Intermountain Precipitation Experi-

ment, Schultz et al., 2002) and IMPROVE (Improvement

of Microphysical Parameterization through Observational

Verification Experiment, Stoelinga et al., 2003). In CAL-

JET, orographically modified precipitation was studied

in connection with the ‘landfall’ of oceanic cyclones and

associated fronts (Kingsmill et al., 2006). The dynamical

and microphysical data obtained in IPEX allowed detailed

observational and numerical studies of precipitation over

and upstream of the Wasatch Mountains in Utah (Colle

et al., 2005; Shafer et al., 2006). IPEX and, to a larger

extent, IMPROVE were more specifically targeted than

MAP-P1 at measuring cloud microphysical properties

related to orographic precipitation. However, some of the

radar and aircraft observations of IMPROVE-2, obtained

in the Oregon Cascade Mountains, were compared with

those of MAP for what concerns the microphysical and

turbulence properties in updraught cells enhancing pre-

cipitation in the weakly stable and sheared upslope flow

(Houze and Medina, 2005; Medina et al., 2005; Rotunno

and Houze, 2007).

In 2007, another major field experiment focusing on

summertime convection in mountainous terrain will be

conducted in south-western Germany (COPS, Convective

Table I. Characteristics of the different models used in this study.

Model Equation system Resolution (km) Driving model Developing centre

ECMWF∗ Hydrostatic 40–60 – ECMWF

ARPEGE∗ Hydrostatic 30 – Météo-France

ALADIN∗ Hydrostatic 10–15 ARPEGE Météo-France

SM∗ Hydrostatic 14 EM MeteoSwiss

BOLAM∗ Hydrostatic 30–7 ECMWF ISAC (Italy)

LM∗ Compressible 7 GME DWD (Germany)

MC2∗ Compressible 3 SM Environment Canada

MM5∗ Compressible 50–1 ECMWF or NCEP NCAR/PSU (USA)

MESO-NH Anelastic 50–1 ECMWF or ARPEGE Météo-France/LA

MOLOCH Compressible 2 BOLAM ISAC (Italy)

WRF Compressible 18–2 ECMWF NCAR/NOAA (USA)

∗ Run operationally during MAP.

2



and Orographically-induced Precipitation Study). This

sequence of QPF-related field experiments underlines the

high priority given to QPF in the scientific community

and highlights the need to exchange research results

between different working groups.

For a deeper discussion of the scientific results con-

cerning orographic precipitation obtained in MAP, in

comparison also with other similar field experiments, the

reader is referred to the paper by Rotunno and Houze

(2007). Progress in numerical models and forecasting

should be, and is, in principle, related to improvements

in observations and understanding of the basic processes.

However, due to the a number of reasons (for example,

difficulties in observing, simulating and/or parametriz-

ing small-scale processes like those related to convec-

tion, microphysics and turbulence; difficulties in obtain-

ing accurate precipitation measurements except for very

limited areas and time spans; problems in assimilation

of mesoscale fields, etc.), modelling advances often pro-

ceed at their own pace and along their own guidelines and

therefore are worthy of specific investigation and discus-

sion. Hence, the main goal of this paper is to summarize

how MAP helped to improve QPF in mountainous terrain.

Section 2 reviews the studies carried out to verify the

simulated precipitation. Model improvements triggered

by MAP are described in Section 3. The impact of the

initial conditions and predictability issues are discussed

in Sections 4 and 5 respectively. In addition, results of a

new model intercomparison project are presented in Sec-

tion 6. Conclusions and the current outlook are given in

Section 7.

2. Verification of simulated precipitation

We first summarize findings from studies which cover

the full SOP period (from 7 September to 15 November

1999) and afterwards review the main results of case

studies based on different Intensive Observation Periods

(IOPs).

2.1. Studies covering the entire SOP

The community has put much effort into the evaluation

of precipitation forecasts. Some of the studies have

aimed at a systematic evaluation over the whole SOP.

Keil and Cardinali (2004) compared ECMWF 24 h areal

precipitation forecasts with the observations over the

entire catchment of the river Po and its tributaries. The

agreement was remarkable for the operational runs and

was even slightly improved for the repeated integrations

based upon the MAP re-analyses mentioned above.

Figure 1 illustrates the quality of the results. Events of

interest for precipitation studies are labelled according to

the number of the IOP during which they occurred. Both

peak values and timing of the precipitating events are

well captured.

However, the real challenge for QPF was the assess-

ment of higher-resolution precipitation forecasts. In a
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Figure 1. Time series of daily precipitation averaged over the Po

catchment. Comparison between observations, operational and different

experimental ECMWF forecasts initialized at 12 UTC and for a

forecast range of +18 to +42 h (from Keil and Cardinali, 2004).

very pioneering experiment in Europe, the Canadian MC2

model (Benoit et al., 1997) was run operationally dur-

ing the whole MAP SOP at a resolution of 3 km over

the entire Alpine domain. The main goal was to pro-

vide high-resolution forecasts in support of the field phase

but also to gain early experience with a next-generation

non-hydrostatic model. Benoit et al. (2002) show that

the MC2 real-time forecasts captured the timing and the

structure of the precipitation events quite well but under-

predicted the magnitude of the precipitation by a factor

of 2. The systematic underprediction was subsequently

attributed to an error in the cloud microphysical scheme,

leading to an excessive residence time of cloud water in

the model (Smith et al., 2003). Unfortunately, due to the

early development stage of the MC2, no final conclusion

could be drawn regarding the merit of high-resolution

models that work without parametrization for cumulus

convection. Still, this unique experiment motivated much

research activity and provided a strong stimulus to the

development of non-hydrostatic models including those

in several operational weather services.

More recently, Pedemonte et al. (2005) performed a

broad comparison of meteorological models that issued

real-time forecasts, at different centres, during the SOP.

Only operational model outputs were used, and the evalu-

ation was made against 6- and 12-hour accumulated pre-

cipitation data extracted from the MAP database. For all

models, the verification was restricted to a fixed domain

bounded by 43.5° –47 °N and 6.5° –12.5 °E. A total of 512

stations were retained after the application of a quality-

control procedure. Four hydrostatic models (ECMWF,

BOLAM, SM, ALADIN) and two non-hydrostatic mod-

els (MC2 and LM) were considered. The BOLAM and

MC2 models were set up specifically for the MAP cam-

paign. The ECMWF model was taken as a reference, with

precipitation data sampled at 0.5° resolution. BOLAM

was run in Genoa (Department of Physics) and operated

with two nested grids, one at 21 km and the other at

7 km resolution. The Swiss Model (SM) was operated

at 14 km resolution at MeteoSwiss. The French model

ALADIN was run in Vienna at 12 km resolution. The

MC2 set-up has been already described above, and the

LM was run with a pre-operational version at 7 km reso-

lution. (For more details on the above models, including
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references and input data, see Pedemonte et al., 2005).

Figure 2 shows the frequency bias and Heidke skill

score of precipitation accumulated over 6-hour intervals

and evaluated for the four intervals spanning the first 24-

hour forecast period (day 1). Only day 1 forecasts are

considered here, since not all the above models operated

for longer (e.g. MC2). A relatively short accumulation

period of 6 hours was chosen because this was more

demanding on the model timing performance than a

daily accumulation and also more appropriate for the

mesoscale. The evaluation is made against precipitation

thresholds up to 50 mm (6 hours)−1, for which about 200

occurrences were observed.

The bias (Figure 2(a)) indicates that, as expected, low-

resolution models (especially ECMWF) tend to have

values that quickly fall below 1 (the optimum) as the

threshold increases. This reflects the inability of such

models to represent sharp precipitation peaks. However,

the largest negative bias was obtained for the finest-

resolution model (MC2), related to the above-mentioned

error in the microphysical scheme. In contrast, some

models (LM and especially SM) tend to overestimate

the spatial frequency of precipitation peaks. The effect

of resolution on the bias score is exemplified by the two

BOLAM scores: while at 21 km the bias approaches 0.5,

at 7 km it remains closer to 1. ALADIN showed the most

balanced behaviour in this score.

Regarding the Heidke skill score (Figure 2(b)), the

spread among the different models is not as large, and

values continuously decrease from about 0.5 to about

0.2 as the threshold increases. ALADIN again performs

well, as does BOLAM at both resolutions (recall that
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Figure 2. (a) Relative bias and (b) Heidke skill score for different

operational models (ECMWF, ALADIN, BOLAM 7 km, BOLAM

21 km, Lokal Modell, Swiss Model, MC2 – see also Section 2(a)),

operating during the MAP SOP. The abscissa indicates the observed

6-hour accumulated precipitation.

there is a double penalty implied at higher resolution,

see e.g. Bougeault, 2003). Note also that the ECMWF

model gives the best result at low thresholds, below

7 mm (6 h)−1. In summary, at the meso-β-scale, an

increase in the resolution yields an increase of the pre-

cipitation and better performance for intense precipitation

(i.e. above 25 mm (6 h)−1). However, higher-resolution

hydrostatic models outperformed the few non-hydrostatic

models, probably also because the latter models involved

in this comparison were not mature enough at the time

of the MAP SOP.

Another comprehensive evaluation of model (MM5)

performance based on MAP SOP is presented by Ferretti

et al. (2003). Different model variables near the surface

(temperature, wind, humidity) and precipitation were

compared with the observations of the MAP dataset.

Equitable threat scores of precipitation proved to be

consistent with those of the other models discussed

above.

Because of the great amount of precipitation recorded,

the SOP period was also chosen as the test period for the

objective verification of the probabilistic mesoscale sys-

tem LEPS (developed by ARPA-SIM). Results (Tibaldi

et al., 2003) indicate that LEPS scores better than the

global ensemble for high precipitation thresholds.

2.2. Case-studies

Most of the MAP IOPs were the subject of detailed high-

resolution numerical studies which generally reported

fairly good results in simulating precipitation.

Ferretti et al. (2003) analyzing the MM5 results

obtained for IOPs 2b, 3, 5, 8, 10 and 15 (with a 3 km

grid spacing) conclude on good model precipitation skill

with a better performance in mountain areas than in the

Po Valley. As they were the most intense precipitating

events of the SOP, IOPs 2b and 8 were most extensively

studied. For IOP 2b (the major convective rain event of

the SOP), Asencio et al. (2003, MESO-NH simulations

with a grid spacing of 2.5 km) or Rotunno and Ferretti

(2003, MM5 simulations with a grid spacing of 3 km)

present quite satisfactory results, whereas Chiao et al.

(2004, MM5 simulations with a grid spacing of 5 km)

mention good timing and location of the precipitation but

an overprediction of 30%, getting worse when the grid

spacing was refined to 1.67 km. However, as these three

experiments were carried out with different initial con-

ditions, and different model set-ups, no clear conclusion

can be drawn regarding the benefit of the high resolution

or the respective performance of the different models. In

the case of IOP 8 (a long-lasting episode of widespread

stratiform rain), the various simulations carried out by

Rotunno and Ferretti (2003, MM5), Lin et al. (2005,

MM5) or Asencio and Stein (2006, MESO-NH) have in

common that they are less accurate than the IOP 2b sim-

ulations and overestimate precipitation, particularly over

the Apennines. Regarding the other MAP events, some

very encouraging results were obtained for the IOP 2a

(Richard et al., 2003), IOP 3 (Asencio and Stein, 2006)
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and IOP 5 (Pradier et al., 2002). All these three success-

fully simulated cases were associated with very narrow

convective lines which cannot be resolved unless a very

high resolution is used, as is evidenced by for instance

Figure 14 of Pradier et al. (2002). A few other cases

like IOP 15 (Buzzi et al., 2003, BOLAM simulations)

or IOP 14 (Stein and Asencio, personal communication,

MESO-NH simulations), both associated with a cut-off

low over the Mediterranean, were not so successful and

showed some substantial errors in the positioning of the

precipitation already present at the large scale. However,

further studies (Buzzi et al., 2004; Nuret et al., 2005),

performed with refined initial conditions, showed a sig-

nificant improvement in the precipitation forecasts (see

Section 4.2).

In spite of the abundant activity deployed by the

modelling community, no real effort has been made to

systematically compare the results of the high-resolution

experiments with the operational forecasts conducted

during MAP and to objectively assess the potential

improvement in terms of QPF. This was an additional

motivation for undertaking the model intercomparison

study presented in Section 6.

3. Model improvements triggered by MAP

The operational MC2 forecasts conducted during the

MAP SOP revealed several model weaknesses which

were thoroughly analyzed during the post-SOP period

and triggered substantial efforts to improve the model.

Besides the above-mentioned deficiency in the cloud

microphysical scheme (Smith et al., 2003), the free-

atmosphere temperature and wind fields were found to be

heavily disturbed by grid-scale numerical noise over the

Alps despite heavy smoothing of the model topography.

Schär et al. (2002) suggested that numerical errors related

to the terrain-following coordinate system (Gal-Chen and

Somerville, 1975) were responsible for these undesirable

noisy structures. These numerical errors were found to

be roughly proportional to the steepness of the coordinate

surfaces and to severely reduce the numerical accuracy of

horizontal advection. To remedy these deficiencies, Schär

et al. (2002) have developed a generalized coordinate

transformation that allows for a rapid decay with height

of small-scale topographic structures in the coordinate

surfaces. Their so-called SLEVE (Smooth-LEvel VErti-

cal) coordinate has been demonstrated to greatly improve

the accuracy of advection over steep topography and to

reduce the noisy behaviour of the MC2. Subsequently,

a similar generalized coordinate system has also been

developed for the pressure-based coordinate system of

MM5 (Zängl, 2003), showing substantial improvements

as well. Klemp et al. (2003) demonstrated that a numer-

ically consistent implementation of the metric terms is

crucial for obtaining accurate results over steep topog-

raphy. In particular, they found that inconsistent met-

rics in the MC2 also contributed to the unsatisfactory

flow behaviour. After these problems had been fixed,

it also became possible to relax the excessive topog-

raphy smoothing used in the operational MC2 set-up,

which further improved the representation of mountain-

flow dynamics in the model. The need to reduce the

topography smoothing and better preserve the mountain

crest height was also identified for BOLAM by studying

MAP episodes and, in particular, the lee cyclogenesis

event of IOP 15 (Buzzi et al., 2003).

Another important model improvement concerns the

implementation of numerical diffusion. In the majority of

mesoscale models, numerical diffusion is specified as a

fourth-order smoothing operator acting quasi-horizontally

on the terrain-following coordinate surfaces. As was first

recognized in high-resolution simulations investigating

the interaction between föhn and cold-air pools, comput-

ing numerical diffusion in this way induces pronounced

systematic errors over steep topography (Zängl, 2002;

Zängl et al., 2004). The errors are particularly evident

for temperature and moisture because these variables

tend to have a strong vertical stratification. Zängl (2002)

has therefore developed an improved diffusion scheme

in which the numerical diffusion of temperature and

moisture is evaluated truly horizontally via vertical inter-

polation between the adjacent coordinate surfaces. Near

the surface, where a horizontal computation might inter-

sect the ground, diffusion is still evaluated along model

surfaces. However the diffusion coefficient is strongly

reduced when the model grid points entering into the dif-

fusion calculation lie at a significantly different height.

The improved diffusion scheme was first implemented in

MM5 and, later on, in MESO-NH. In a sensitivity study

for IOP 10, Zängl (2004) demonstrated that the truly hor-

izontal diffusion scheme could also have a significant

positive impact on simulations of orographic precipita-

tion. Indications for a beneficial impact were also found

for the SLEVE coordinate, but the results were less clear

than for diffusion. Finally, the MAP data were used to

tune or improve the explicit microphysical schemes of

some models. For example, Richard et al. (2003) and

Lascaux et al. (2006) demonstrated that implementing a

separate prognostic variable for hail (in addition to grau-

pel) could be beneficial in cases of strong convection

(IOP 2a).

4. Impact of the initial and boundary conditions

4.1. MAP reanalysis

A reanalysis of the entire MAP SOP was performed at

ECMWF and is comprehensively described in Keil and

Cardinali (2004). Compared with the ECMWF opera-

tional analysis (OPER hereafter), the MAP re-analysis

(MAPRA hereafter) includes many additional data col-

lected during the field experiment, in particular wind

profiler measurements, radiosonde ascents, and numer-

ous surface observations. It also benefits from substantial

upgrades in the 4D-Var assimilation system, including an

increase in the horizontal resolution (from an approxi-

mately 60 km mesh-size to a 40 km mesh size) and a
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more thorough use of satellite products. To distinguish the

effects of model upgrades from those related to the use of

the MAP data, a control reanalysis (CNTRL hereafter),

containing only the model upgrades but no additional

MAP SOP data, was simultaneously carried out.

Keil and Cardinali (2004) assessed the impact of the

reanalyses on the ECMWF precipitation forecast over the

whole SOP. As shown in Figure 1, the forecasts based

on MAPRA show a better agreement with observations.

For instance on days 8 and 40 some spurious rain present

in the operational forecasts is no longer present. In the

first month, forecasts from CNTRL and MAPRA are

similar but, in the second half of the SOP, the impact

of the additional MAP data is decisive in reducing the

overestimation of the peak values of IOPs 8, 9, 10, and

14. Although the impact of the MAP reanalysis on the

ECMWF precipitation forecast is not very large, it was

found to be generally positive.

Compared to its availability in other large field cam-

paigns (e.g. TOGA, FASTEX), the MAP reanalysis was

available relatively shortly after the experiment and there-

fore was extensively used by the high-resolution mod-

elling community, who could explore the benefit of a

new and improved dataset of initial and boundary con-

ditions. Different case-studies carried out with higher-

resolution models led to conclusions less definite than

those obtained with the ECMWF model. The impact

of MAPRA on high-resolution precipitation forecasts or

hindcasts was found to be mostly weak – positive or

negative – in the case of IOPs 2b, 8, 14 (MESO-NH

simulations) and IOP 10 (MM5 simulations), but very

positive in the case of IOP 15 (BOLAM and MOLOCH

simulations), and very negative in the case of IOP 2a

(MESO-NH simulations).

Figures 3 and 4 illustrate the impact of the reanalysis

for the latter two cases. IOP 15 is characterized by the

rapid development of an orographic cyclone south of the

Alps and was associated with brief but intense precipita-

tion over northern Italy (Buzzi et al., 2003; Hoinka et al.,

2003). Figure 3 compares a gridded analysis of the 24 h

accumulated rainfall at 06 UTC, 7 November 1999 with

the precipitation results of two MOLOCH simulations

(2.2 km resolution), nested in BOLAM and initialized

and forced at the boundary either with OPER or MAPRA

analyses. Large deviations appear between the two model

fields, due solely to the different analyses. The MOLOCH

run starting with MAPRA shows a much better agreement

with the observations in the area close to the Adriatic

coast, in the eastern portion of the domain, where rain-

fall in the OPER run was clearly underestimated. The

model, however, in both cases overestimates precipita-

tion in an area in the western half of the domain. The

marked improvement in the MAPRA-based experiment

was ascribed to a better representation of the condition-

ally unstable southerly flow over the Adriatic preceding

the onset of the Bora wind and the subsequent strength-

ening of the low-level convergence over the area (Buzzi

et al., 2004).

Figure 4 presents results which were obtained with

MESO-NH for the case of IOP 2a, a convective line that

developed over the Alpine foothills and swept over the

Lago Maggiore area (Richard et al., 2003). This event

was not very intense in terms of accumulated precipi-

tation (70 mm maximum), but was the most convective

event observed during the whole SOP. The observations

of the 12 h accumulated precipitation (radar-derived pre-

cipitation and rain gauge measurements) at 00 UTC 18

September 1999 are shown in Figure 4(a) and can be

compared with the model results obtained from three

MESO-NH simulations (2 km resolution) based upon

OPER, MAPRA, and CNTRL analyses. The reference

experiment initialized with OPER analysis succeeds rea-

sonably well in reproducing the observed precipitation

pattern (Figure 4(b)). However, initializing the model

with MAPRA, convection is almost entirely inhibited in

the simulation (Figure 4(c)). The failure of convection

in this mesoscale simulation could be partly ascribed

to an excessive dryness of the MAP reanalysis over

the Lago Maggiore area caused by the assimilation of

the wind profiler located in Lonate (via the computa-

tion of background-error standard deviation of the spe-

cific humidity; see Keil and Cardinali (2004) for fur-

ther details). The use of CTRL instead of MAPRA

should have palliated the problem but, as can be seen

in Figure 4(d), this simulation is not as good as the ref-

erence experiment. Lascaux et al., (2004) hypothesized

that a better description of the model orography in the

reanalysis enhanced the blocking effect of the Apennines

and weakened the convergence of the Ligurian and Adri-

atic flows, which sustained the convective system in the

OPER-based simulation. This argument can explain the

differences between the two simulations but of course

does not clarify why the best results were not obtained

with the supposedly best initial conditions. It is likely that

the spread of the numerical simulations mainly reflects

the low predictability of the IOP 2a event (see Section 5).

4.2. High-resolution data assimilation

The strong sensitivity to initial conditions together with

the mixed results obtained with the MAP reanalysis

triggered a series of experiments aiming to assimilate

mesoscale structures instead of relying entirely on the

global-scale analysis to initialize high-resolution models.

These experiments were based upon different methods

ranging from nudging (BOLAM) to optimal interpolation

(MM5, BOLAM, MESO-NH) or 3D-Var methods (MM5,

MESO-NH).

In the case of IOP 2b, Faccani and Ferretti (2005)

obtained a very significant improvement of the MM5 ini-

tial fields when assimilating 3-hourly surface and upper-

air data with a multiquadratic objective analysis. How-

ever, the impact on the precipitation forecast was weak

(Ferretti and Faccani, 2005). In the case of IOP 14,

Nuret et al. (2005) refined the MESO-NH initial fields

by assimilating the data from the dense French sur-

face network and obtained an improvement in the 6 h
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(a) (b)

(c)

Figure 3. 24-hour accumulated rainfall (mm) at 06 UTC on 7 November 1999 (IOP 15). (a) Gridded analysis of the raingauge measurements,

(b) and (c) MOLOCH simulations with a model suite based upon OPER and MAPRA analyses, respectively (from Buzzi et al., 2004).

precipitation forecast scores, persisting for at least 6 h

and up to 18 h. Buzzi et al. (2003) used the IOP 15 to test

the impact of an optimal interpolation reanalysis, aim-

ing at assimilating mesoscale structures. They obtained

a significant overall reduction of the forecast error and a

slight improvement in the precipitation fields over north-

ern Italy.

The experiments carried out so far with 3D-Var assim-

ilation systems either with MM5 or MESO-NH have

not been completely satisfactory (e.g. Ferretti and Fac-

cani, 2005). However, the use of these methods at the

mesoscale is rather new and is probably still not well

controlled. In a more experimental attempt, Davolio and

Buzzi (2004) developed a nudging scheme for the assim-

ilation of precipitation data. On the basis of an Observing

System Simulation Experiment, they showed that for the

IOP 2b, the improvement in the forecast could potentially

persist up to 12 h after the end of the assimilation period.

Numerous studies are still ongoing and the MAP database

is very valuable to test the new assimilation systems,

which are currently being developed in different mete-

orological centres (e.g. the AROME system of Météo-

France).

5. Forecast uncertainties, predictability, and

ensemble forecasts

Simulated precipitation sometimes appeared to be at least

as sensitive to the numerical set-up of the models as

to the details of their physical parametrizations. Experi-

ments carried out with different microphysical schemes

and PBL formulations available in MM5 showed only

a moderate sensitivity to the physics parametrizations

whereas a better numerical diffusion had a larger impact

(Zängl, 2004, IOP 10). On the other hand, an ongo-

ing study for IOP 2b showed only a low sensitivity to

diffusion, possibly due to stronger ambient winds and

less complex topography. Another puzzling result, not
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Figure 4. 12-hour accumulated rainfall (mm) at 00 UTC on 18 September 1999 (IOP 2a): (a) Radar-derived precipitation superimposed with

raingauge observations (diamonds). (b), (c) and (d) MESO-NH computations with a model suite based upon OPER, MAPRA, and CNTRL

analyses, respectively. The thin black lines indicate the Toce-Ticino watershed location, and the political borders between France, Switzerland,

and Italy.

fully understood but reported in different MM5 stud-

ies, is a high sensitivity of the precipitation field in the

fine-resolution domain to the choice of the convection

scheme in the coarse-resolution domain(s) (Warner and

Hsu, 2000; Zängl, 2004).

For some specific cases (IOPs 2a, 3, 15), precipita-

tion fields were found to be extremely sensitive to the

initial conditions. This was shown first by using differ-

ent operational analysis systems (e.g. ECMWF versus

ARPEGE) and/or confirmed later on with the use of

the MAP reanalyses performed at ECMWF (MESO-NH,

Asencio and Stein, personal communication; Lascaux

et al., 2004; BOLAM and MOLOCH, Buzzi et al., 2004).

These results can be linked to the findings by Walser

et al. (2004) or Hohenegger et al. (2006) regarding the

low predictability of the IOP 2a, 3 and 15 events. For

these events, larger-scale (synoptic) errors remain very

large, have a strong impact on the chronology of the

precipitating event and cannot be corrected by fine-scale

modelling.

Using MAP cases, two kinds of predictability study

were conducted. The first one aimed at downscaling

the global ECMWF ensemble prediction system (EPS),

using the limited-area (LEPS) methodology. Results on

four MAP cases (Marsigli et al., 2001; Molteni et al.,

2001) showed the usefulness of this mesoscale ensemble
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system in the forecasting of intense precipitation events

in the short-to-medium range. This led to the quasi-

operational implementation of the COSMO-LEPS system

at ECMWF, where the LM model of the COSMO

consortium is used at a resolution of 10 km.

The second approach assumed perfect predictability

on the synoptic scale to isolate the role of small-scale

error growth (Walser et al., 2004; Walser and Schär,

2004). Here a convection-resolving limited-area model

(the MC2 in the same set-up as in Benoit et al., 2002)

was used to address the role of small-scale perturba-

tions that may grow within the model limited domain. It

was found that small-scale predictability differed strongly

from case to case. The occurrence of convection alone

did not necessarily limit predictability. In IOP 2b, indi-

vidual convective cells (or the model’s representation

thereof) were found to be rather predictable. In con-

trast, for IOP 3 uncertainties (due to growth of model

internal errors) prohibited the application of determin-

istic QPF-based approaches to hydrological forecasting

(Walser and Schär, 2004), even for intermediate-size

catchments. A comparison of the MC2 and LM models

in convection-resolving ensemble mode further indicated

that normalized spread measures were less model depen-

dent than simulated precipitation amounts (Hohenegger

et al., 2004).

6. Model intercomparison

Among the different precipitating events that were

observed during the MAP SOP, the case of IOP 2b

(19–20 September 1999) was the most intense, produc-

ing local precipitation maxima exceeding 300 mm in

less than 30 h in the Lago Maggiore area. Classically,

the rainfall event was related to a baroclinic trough,

associated with an upper-tropospheric potential vorticity

anomaly, approaching the Alps from the west. Concur-

rently, low-level moist Mediterranean air was advected

toward the Ligurian Sea and the southern flank of the

Alps, the region of the Lago Maggiore target area.

Due to its strong intensity and hydrological conse-

quences, this case was selected to intercompare the results

of four different non-hydrostatic models: MM5, WRF,

MOLOCH and MESO-NH. The four models were run

using the same numerical protocol as far as possible.

Three interactively nested domains were used with hor-

izontal mesh sizes of 18, 6 and 2 km, respectively. The

area covered by the coarsest domain (D1) is displayed

in Figure 5(a), together with the location of the nested

domains (D2 and D3). The model orography of D3

(shown in Figure 5(b)) was interpolated from USGS ter-

rain data with a 30′′ resolution and filtered such that

the 2�x signal was entirely removed whereas 75% of

the 6�x signal was retained, consistent with the recom-

mendation of Davies and Brown (2001). Due to different

numerical constraints, the grids of the four models were

not strictly identical but differed from each other by

no more than one or two grid points. The initial and

boundary conditions were taken from the MAP ECMWF

reanalyses (Keil and Cardinali, 2004). The initialization

date was 12 UTC 19 September 1999 and the integrations

were performed for 30 hours until 18 UTC 20 September

1999. In all four models, subgrid-scale convection was

parametrized for horizontal resolutions of 18 and 6 km,

whereas convection was explicitly resolved in the inner-

most grid with a horizontal resolution of 2 km. Cloud

microphysics was treated with the Reisner–Thompson

scheme in MM5 and WRF (Reisner et al., 1998; Thomp-

son et al., 2004), which has five hydrometeor classes

(cloud water and ice, rain, snow and graupel) and a

two-moment scheme for cloud ice. The MOLOCH micro-

physics scheme is described in Drofa and Malguzzi

(2004) but has recently been updated to include sepa-

rate prognostic variables for graupel and hail. Information

regarding the MESO-NH microphysical scheme can be

found in Lascaux et al. (2006).

Lago Maggiore

Apennines

Western Po Valley

3000.

2500.

2000.

1500.

1000.

500.0

GM

1812142

(a) (b)

Figure 5. (a) Geographical domains used for the nested simulation. The outer frame shows the 18 km grid-mesh domain and its topography, and

the location of the 6 km (2 km) grid-mesh domain is indicated by a solid (dotted) box. (b) Topography (m) of the 2 km grid-mesh domain.

9



Figure 6 compares the accumulated precipitation fields

computed with the different models. The available sur-

face observations (from 218 raingauges) are superim-

posed on each plot. The 27 h accumulation period spans

from 15 UTC 19 September to 18 UTC 20 September

and excludes the first 3 hours of simulation, which could

be affected by model spin-up problems. There is fairly

good consistency in the precipitation pattern among the

four experiments. All the computations show heavy pre-

cipitation over the south-facing slopes of the Alps and

of the Apennines with a pronounced maximum over the

western Toce-Ticino watershed. In the western Po Val-

ley, a comparatively dry area is clear in all simulations,

reflecting a rain shadow in the lee of the Alpine arc.

Moderate precipitation is found over the eastern part of

the Po Valley. Significant differences occur in the inten-

sity of simulated precipitation, ranging around 10% for

the domain average and reaching up to 30% for the peak

intensity. The corresponding surface observations indi-

cate that the overall pattern of simulated precipitation

is quite realistic in all simulations. However, the small-

scale variability in the mountainous regions is only partly

reproduced in the simulations. All models but MOLOCH

miss a line of heavy convective rainfall in the eastern Po

Valley. North of the Alpine crest, model and observations

consistently indicate a rapid decay of the rainfall.

Figure 7 provides a comparison with some operational

products: the ECMWF operational forecast of 1999, the

Figure 6. Accumulated precipitation (mm) from 15 UTC on 19 September to 18 UTC on 20 September computed with (a) MM5, (b) WRF, (c)

MOLOCH, and (d) MESO-NH. The maximum and domain-average values of each field are shown to the top right of each plot. The available

raingauge measurements (small diamonds) are superimposed with the same colour coding. The thin black lines indicate the Toce-Ticino watershed

location, and the political borders between France, Switzerland, and Italy.
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ECMWF experimental forecast initialized with the MAP

reanalysis and based upon the operational model of 2002,

and the French operational forecasts of 1999 from the

ARPEGE global model and the ALADIN limited-area

model. The horizontal resolution of the various models

can be roughly estimated to be 60, 40, 20 and 10 km,

respectively. Comparing Figure 6 with Figure 7, one can

observe that all the operational models locate the pre-

cipitation maximum south-west of the observed maxi-

mum in the Toce-Ticino watershed. Precipitation in the

Toce-Ticino area is greatly underestimated, particularly

for the coarsest model resolutions. On the other hand,

the coarse-resolution models tend to overestimate precip-

itation over most of the Po Valley. A number of reasons

can be suggested for these discrepancies. When the reso-

lution is coarse, simulated orographic lifting tends to start

too far upstream because of the inevitable topography

smoothing. Moreover, a large fraction of the rain is

usually produced by the convection parametrization in

coarse-resolution models, which releases precipitation

at the location where convection is triggered because

parametrized convection cannot account for any drift of

convective cells. Thus, a systematic windward shift can

be expected even when convection is triggered at the

right location. A remarkable feature is the impact of the

resolution on the precipitation intensity. As expected, the

maximum values become stronger when the resolution

increases but this is not true for the spatial average over

25 50 75 100 125 150 175 200

25 50 75 100 125 150 175 200

25 50 75 100 125 150 175 200

25 50 75 100 125 150 175 200

ECMWF OPER MAX = 98 mm
MEAN = 48 mm

ECMWF MAPRA MAX  = 162 mm
MEAN = 47 mm

ARPEGE MAX  = 260 mm
MEAN = 65 mm

ALADIN MAX  = 321 mm
MEAN = 57 mm

(a) (b)

(c) (d)

Figure 7. As Figure 6, but produced from (a) the operational ECMWF forecast, (b) the experimental ECMWF forecast, and the operational (c)

ARPEGE and (d) ALADIN forecasts.
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the domain. In particular, the ARPEGE average greatly

exceeds the averages of all other models, including the

non-hydrostatic ones.

The visual comparison of the different precipitation

plots clearly indicates that the forecasted precipitation

pattern becomes more realistic as the model resolution

increases. However, it does not allow the quality of

the different forecasts to be evaluated quantitatively and

does not support the claim that the very-high-resolution

models significantly outperform the operational models.

To obtain a more quantitative assessment and to score

the different forecasts, standard statistics were computed

after interpolating model results to the location of the

observations. Figure 8 shows the different models’ per-

formance in terms of bias, root-mean-square error and

correlation coefficient. All these parameters carry differ-

ent information. The bias characterizes the mean error

(a crucial parameter for flood forecasting) but does not

measure the magnitude of the errors. The root-mean-

square error (RMSE) does, but emphasizes the largest

errors. Finally, the correlation measures the spatial cor-

respondence or phase difference between the forecasts

and observations without being sensitive to their absolute

value.

Figure 8 reveals a number of interesting features. The

bias of the different models ranges from −15 to 20 mm

(or from −22% to +30% in terms of relative bias; the

station-average precipitation is 69 mm) and does not

seem to depend in a systematic way on the model res-

olution. ARPEGE has the largest bias and MESO-NH

the smallest one (in terms of absolute value), but the

non-hydrostatic models do not necessarily have a smaller

bias than the coarse-resolution operational models. How-

ever, the RMSE and particularly the correlation coeffi-

cient indicate a clear superiority of the non-hydrostatic

models over the coarse-grid operational models. The non-

hydrostatic models (especially MM5) have a better accu-

racy and a higher pattern correlation with the observed

values. These results deserve to be highlighted. Most of

the time, the use of standard statistics based on sim-

ple interpolation of model output to station points (as

opposed to upscaling the data, as suggested for instance

by Cherubini et al., 2002) is known to give lower per-

formance for detailed high-resolution forecasts, although

the fields look more realistic than for low-resolution mod-

els. This is usually explained by the fact that simulated

small-scale variability matches the observed one only in

a statistical sense, particularly when related to convec-

tive motion. In the present case, however, the orographic

influence exerts strong control on the small-scale rain-

fall variability, which can be captured in a model only if

the orography is sufficiently well resolved. Although the

results obtained in this study are based on a small data

sample, they are very encouraging for high-resolution

modelling.

To better assess the differences among the non-

hydrostatic models, Figure 9 presents additional sensitiv-

ity tests generated by changing parametrizations within

MM5 and WRF. For MM5, the Reisner–Thompson

microphysics scheme was replaced with either the simpler

Reisner1 scheme (single-moment cloud ice without grau-

pel), the Goddard scheme (includes graupel but single-

moment cloud ice; Lin et al., 1983; Tao and Simpson,

1993) or an older version of the Reisner–Thompson
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Figure 8. Bias, root-mean-square errors, and correlation coefficients between modelled and observed precipitation. The numbers on the x axis

refer to the different models: 1 MM5, 2 WRF, 3 MOLOCH, 4 MESO-NH, 5 ALADIN, 6 ARPEGE, 7 (operational) and 8 (experimental)

ECMWF forecasts. The shading distinguishes the high-resolution research models (dark) from the low-resolution operational models (light).
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Figure 9. As Figure 8, but for MM5 and WRF sensitivity experiments with different physics parametrizations. The numbers on the x axis refer

to the different models: 1 MM5 reference, 2 Reisner1, 3 Goddard and 4 old Reisner2 microphysics, (5, 6) MM5 with Eta and MRF PBL scheme,

respectively, and (7, 8) WRF reference and WSM6 microphysics (see text for further explanation).

scheme (runs 2–4 in Figure 9). Moreover, the impact of

replacing the Blackadar PBL scheme (Zhang and Anthes,

1982) by the ETA scheme (Janjic, 1994) of the MRF

scheme (Hong and Pan, 1996) was tested (runs 5 and 6).

For WRF, the Reisner–Thompson scheme was replaced

by the WSM6 scheme (Lin et al., 1983; Hong et al.,

2004), which has some similarity with the MM5 Goddard

scheme (runs 7 and 8). Figure 9 reveals that the impact of

the microphysics scheme on the bias is at least as large as

the spread between the non-hydrostatic reference experi-

ments. In particular, the marked negative bias of the MM5

and WRF reference experiments appears to be a specific

property of the Reisner–Thompson scheme, indicating

that considering only one model set-up can result in mis-

leading conclusions. This also stresses the large uncer-

tainty still inherent in state-of-the-art cloud microphysics

schemes. The RMSE and the correlation coefficient are

not as good in the sensitivity tests as in the MM5 and

WRF reference runs, but they remain consistently bet-

ter than for Meso-NH and MOLOCH, particularly for

the RMSE. The impact of the PBL scheme proved to

be quite small in the case considered here, contrasting

with another MAP case investigated by Zängl (2004).

Also, the side effect from the vertical coordinate and the

numerical diffusion scheme (not shown) turned out to be

much smaller than found by Zängl (2004), which seems

to be related to a higher large-scale wind speed com-

bined with a different area of investigation that has a

less complex topography. Thus, the possible impact of

numerical errors appears to be comparatively small in

the present case, highlighting the importance of cloud

microphysics.

7. Conclusion

The MAP, particularly its project P1 devoted to studying

orographic precipitation processes in the Alpine area, pro-

vided an ideal test-bed for assessing the performance of

operational and research numerical models with respect

to QPF in complex mountain areas. Forecasting precip-

itation is generally a highly complex task because the

formation of precipitation involves interactions between

many different types of processes, as synoptic-scale and

mesoscale dynamics, boundary-layer processes, cloud

microphysical processes etc. QPF thus depends crucially

on the interplay between many different components of

NWP models. Further complexity arises in mountainous

topography because the dynamical forcing of precipi-

tation needs to be adequately resolved in a model in

order to obtain an accurate forecast. Moreover, orography

affects dynamics and precipitation microphysics not only

over the mountain slopes themselves but also at consider-

able distances both upstream and downstream, implying

that the dynamical forcing embraces a very large scale

range. This enormous complexity also renders isolating

and understanding specific phenomena very difficult, so

that improvements in precipitation forecasting skills have

proceeded at a relatively slow pace.

The MAP dataset, comprising high-resolution rain-

gauge data, multi-radar data, satellite data, instrumented

aircraft data etc. for a variety of important weather situa-

tions, has provided a reference tool for QPF verification

in recent years. The QPF evaluation of the mesoscale

models operating during the MAP field phase proved

to be useful in assessing the model capabilities at that

time and has provided benchmarks and guidelines for
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further model development and improvements, especially

for non-hydrostatic, convection-resolving models with a

mesh size of a few kilometres. Progress in the formu-

lation of a number of such models, developed at dif-

ferent research centres and meteorological services, was

triggered by the results of MAP-related studies. The

availability of global analyses assimilating MAP data,

namely the MAP-Reanalysis prepared at the ECMWF,

has facilitated the exploitation of MAP observations by

numerical modellers.

Several findings provided by MAP case-studies and,

more generally, by numerical integrations based on the

MAP period and using MAP data for verification, have

concerned the identification of specific relevant phenom-

ena. These include the existence of different flow regimes

associated with orographic and convective precipitation,

the effects of the upstream stratification and the relative

importance of the humidity distribution, interactions of

cyclones and fronts with the Alpine orography, the pres-

ence of lee wave phenomena, effects of low-level wind

channelling and downslope acceleration, the formation

and dynamical role of potential vorticity ‘streamers’, at

high levels, and ‘banners’, at low levels, etc. Such phe-

nomena may determine the distribution and intensity of

precipitation over mountains and adjacent plains. Diffi-

culties have emerged, in particular, related to low pre-

dictability in episodes when moist convection is dominant

and the sensitivity to uncertainties in the initial analyses

becomes very high.

More technical aspects have been studied in relation

with MAP modelling results, regarding, among others,

the representation of orography, especially with respect to

subgrid effects, the definition of different terrain-related

coordinates, the application of diffusion operators, and

the refinement of microphysical parametrizations.

Another sector of advanced research effort, aimed

at improving QPF, has concerned data assimilation at

different scales, but especially at high resolution, where

the existing methods are more uncertain, observations are

less representative (with respect to model state) and hence

the impact on forecast quality is more problematic. The

determination of forecast uncertainties, in this respect,

has been tackled in a number of studies based on

extensive tests using MAP data. Probabilistic forecast

approaches have been based, for example, on LEPS

methodology, on convection-resolving ensembles, based

on perturbing the initial conditions on the mesoscale,

and on a multimodel approach. Predictability evaluations

considering the sensitivity to model characteristics and

to initial conditions indicate that low predictability is

usually related to the presence of convective instability.

However, convective instability does not necessarily

preclude predictability on temporal and spatial scales

much larger than those of a convection cell when the

large-scale conditions force some organization.

Finally, the results of a controlled model intercompar-

ison, based on the MAP episode of most intense oro-

graphic precipitation on the southern flank of the Alps,

have been reported. We tested four non-hydrostatic mod-

els running on the same domain and with the same hor-

izontal (2 km) mesh size. The results have also been

compared with those of coarser-resolution hydrostatic

models. Both subjective evaluation and objective scores

indicate that high-resolution models give an overall supe-

rior performance, although the scatter of results among

the non-hydrostatic models is still large and proves to

depend even on relatively subtle changes in dynamics

and microphysics. It should be considered that all such

models have undergone continuous development in recent

years. Although the research effort is far from being com-

pleted, especially in the realm of data assimilation, it is

possible to conclude that convective-resolving models are

nowadays (almost) mature and ready to substitute or com-

plement more traditional models for QPF forecasts on

complex terrain areas. A trial effort in this respect is fore-

seen, on the same area of MAP (namely the large Alpine

area), in the context of the MAP D-PHASE project, dur-

ing summer and autumn 2007. In this project, the impact

of multi-model QPF will be tested in relation to hydro-

logical model impact and, more generally, to potential

benefits for end users and society in general.
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Benoit R, Desgagné M, Pellerin P, Chartier Y, Desjardins S.
1997. The Canadian MC2: A semi-Lagrangian, semi-implicit
wideband atmospheric model suited for finescale process studies and
simulations. Mon. Weather Rev. 125: 2382–2415.

Benoit R, Schär C, Binder P, Chamberland S, Davies HC, Desgagné M,
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