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Abstract. We propose a flexible model and several integer linear pro-
gramming and constraint programming formulations for integrated em-
ployee timetabling and production scheduling problems. A hybrid con-
straint and linear programming exact method is designed to solve a ba-
sic integrated employee timetabling and job-shop scheduling problem for
lexicographic minimization of makespan and labor costs. Preliminary
computational experiments show the potential of hybrid methods.

1 Introduction

In production systems, the decisions related to scheduling jobs on the machines
and the decisions related to employee timetabling are often made in a sequen-
tial process. The objective of job scheduling is to minimize the production costs
whereas the objective of employee timetabling is to maximize employee satis-
faction (or to minimize labor costs). Either the employee timetabling is first
established and then the scheduling of jobs must take employee availability con-
straints into account or the scheduling of jobs is done first and the employees
must then adapt to cover the machine loads. It is well known that optimizing effi-
ciently an integrated process would both improve production costs and employee
satisfaction. However, the resulting problem has generally been considered as too
complex to be used in practical situations. Some attempts have been made [1,
3,7,9-11,21] but mostly considering an oversimplified version of the employee
timetabling problem. Nevertheless the integration of task scheduling and em-
ployee timetabling has been successfully developed in complex transportation
systems [6,8,13,17,19,22,23]. In this paper we propose a model of integrated
production and employee scheduling that takes account of the following possible
specific characteristics of the production context:

A) An employee that has started a task may be replaced at any moment by
another employee (of the same skill) with no notable effect nor interruption
of the processed task.
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B) An employee is not necessarily needed during all the processing time of a
task but only at some time periods that can occur before, during and after
the processed task (setups, removals, transportation).

C) Because of the automated production process, or the nature of the tasks
performed by the employee (e.g. supervision), an employee may perform
several tasks simultaneously during a shift.

D) The production process can be quasi-continuous (on a 24 h basis) whereas
the employee timetabling has to be discretized in periods (on an 8-hour basis
for instance).

E) The duration of a task may change depending on the number or on the skill
of the assigned workers.

In Section 2, we review the related work dealing with the integration of task
and employee scheduling and we give the position of the considered problem
among the various production scheduling and employee timetabling problems.
In Section 3, we propose different ILP formulations of the considered problem.
A constraint programming formulation is proposed in Section 4. In Section 5, we
propose a hybrid framework to solve the lexicographic minimization of makespan
and labor costs. In Section 6, we provide the results of a preliminary computa-
tional experiment carried out on a set of employee timetabling and job-shop
scheduling instances. Concluding remarks are drawn in Section 7.

2 Literature Review and Position of the Considered
Problem

We review some of the integrated vehicle and crew scheduling methods in Section
2.1 and the previous work on integrated production scheduling and employee
timetabling in Section 2.2. We give the position of the considered problem in
Section 2.3.

2.1 Vehicle and Crew Scheduling

Integrated vehicle and crew scheduling is an active research area in transporta-
tion systems, see [6,8,13,17,19, 22,23, 28] among others.

We focus hereafter on some recent papers presenting different models and
solution methods. Cordeau et al. [8] propose a Benders decomposition scheme
to solve aircraft routing and crew scheduling problems. They use a set parti-
tioning formulation for both the aircraft routing and the crew scheduling. In the
first scheme, the primal subproblem involves only crew scheduling variables and
the master problem involves only aircraft routing variables. Both the primal sub-
problem and master problem relaxation are solved by column generation. Integer
solutions are found by a three-phase method, adding progressively the integrity
constraints. More recently, Mercier et al. [23] have improved the robustness of
the proposed model. Their method reverses the Benders decomposition proposed
in [8] by considering the crew scheduling problem as the master problem.



Integrated Employee Timetabling and Production Scheduling 71

Haase and Fridberg [19] propose a method to solve bus and driver scheduling
problems. The problem is formulated as a set partitioning problem with addi-
tional constraints in which a column represents either a schedule for a crew or
for a vehicle. The additional constraints are introduced to connect both schedule
types. A branch-and-price-and-cut algorithm is proposed in which column gen-
eration is performed to generate both vehicle and crew schedules. The method is
improved in [18] with a set partitioning formulation only for the driver schedul-
ing problem that incorporates side constraints for the bus itineraries. These side
constraints guarantee that a feasible vehicle schedule can be derived afterwards
in polynomial time. Furthermore, the inclusion of vehicle costs in this extended
crew scheduling formulation ensures the overall optimality of the proposed two-
phase crew-first, vehicle-second approach.

Freling et al. [17] propose a method to solve bus and driver scheduling prob-
lems on individual bus lines. They propose a formulation that mixes the set
partitioning formulation for crew scheduling and the assignment formulation
for the vehicle scheduling problem. They compute lower bound and feasible so-
lutions by combining Lagrangian relaxation and column generation. Columns
correspond to crew scheduling variables. The constraints involving the current
columns are relaxed in a Lagrangian way. The obtained Lagrangian dual problem
is a single-depot vehicle scheduling problem (SDVSP). Once the Lagrangian re-
laxation is solved a new set of columns with negative reduced costs is generated.
The method is iterated until the gap between the so-computed lower bound and
an estimated lower bound is small enough. Feasible solutions are generated from
the last feasible SDVSP and the current set of columns.

2.2 Production and Employee Scheduling

Specific employee scheduling problems involved in production scheduling are of-
ten tackled considering the job schedule is fixed. As a representative work in
this area, Valls et al. [27] consider a fixed schedule in a multi-machine environ-
ment and consider the problem of finding the minimal number of workers. The
problem is formulated as a restricted vertex coloring problem and a branch and
bound algorithm is presented.

A large part of work involving both job scheduling and employee timetabling
aims at keeping the number of required employees at each time period under a
threshold, without considering the regulation constraints of employee schedules
nor the individual preferences and skills of employees. Daniels and Mazzola [10]
consider a flow-shop problem in which the duration of an operation depends on
the selected mode to process an operation. Each mode defines a number of re-
sources (workers) needed during the processing of the operation. The scheduling
horizon is discretized in periods and at each time period, the number of workers
cannot exceed a fixed number. Optimal and heuristics approaches are proposed.
Daniels et al. [9] propose the same approach in a parallel machine context. Bailey
et al. [3] and Alfares and Bailey [1] propose an integrated model and a heuristic
for project task and manpower scheduling where the objective is to find a trade-
off between labor cost and daily overhead project cost. The labor cost depends
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on the number of employed workers at each time period. The daily overhead
cost depends on the project duration. There are no machine constraints and the
labor restrictions consist in setting a maximal number of workers per period.
In [21], the authors propose a MILP to minimize the makespan in a flow-shop
with multi-processor workstation as a primary objective and to determine the
optimal number of workers assigned to each machine as a secondary objective.
The sequence of jobs is fixed on each machine and the makespan is minimized
through lot-streaming.

Faaland and Schmitt [16] consider an assembly shop with multiple worksta-
tions. Each task must be performed on a given workstation by a worker. There
are production and late-delivery costs on one hand and labor cost linked to
the total number of employees on the other hand. The authors study the ben-
efits of cross-training which allows employees to have requisite skills for several
work-centers. A heuristic based on a priority rule and on the shifting bottleneck
procedure is proposed.

A more general problem (w.r.t. the timetabling problem) is studied by Daniels
et al. [11]. They extend the model proposed in [10] to an individual representa-
tion of employees in a flow-shop environment. Each employee has the requisite
skills for only a subset of machines and can be assigned to a single machine at
each time period. The duration of a job operation depends on the number of
employees assigned to its machine during its processing. The employees assigned
to an operation are required during all its processing time. No schedule regula-
tions are considered except unavailability periods. A branch and bound method
is developed and the benefits of the level of worker flexibility for makespan min-
imization is studied.

In [20], Halt et al. propose a general model for integrating production schedul-
ing and employee timetabling, based on the concepts of load center, configura-
tion, employee assignment and sequence. A so-called load center is a subset of
machines that can be managed simultaneously by a single employee. A config-
uration is a set of load centers defining a partition of a subset of machines. At
each scheduling time period a single configuration is active. Hence, the number
of load centers in a configuration gives the number of active employees. An em-
ployee assignment is an assignment of each load center of a configuration to a
different employee. The authors define the configuration graph each node corre-
spond to a possible configuration and there is an arc between two configurations
that can be consecutive in time with a weight giving the cost of the configu-
ration changeover. This model allows one to represent the simultaneous work
of an employee on several machines. However, the computation method of the
job durations performed simultaneously by the same operator is not provided.
An example with two machines provided by the authors shows that the com-
putation of this duration of a job amounts to solving a scheduling problem of
the elementary tasks performed by the operator. Furthermore, it can happen in
practice that more than one operator is needed during the processing of a job
on a machine, which is not covered by the proposed model. In this model, a
schedule is defined by the start time of the jobs and by a path (with possible
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loops and cycles) in the graph of configurations with the employee assignment for
each configuration of this path. The authors provide two examples of integrated
resolution in a flow-shop context. In the first example, they propose a dynamic
programming algorithm to find a feasible path in the configuration graph with
a fixed number of equivalent operators and a fixed sequence of jobs. In the sec-
ond example they propose a heuristic and a lower bound of the makespan in
a flow-shop where the timetabling problem is reduced to the assignment of an
employee to each machine, the duration of the jobs depending of the employee
performance.

Drezet and Billaut [14] consider a project scheduling problem with human
resources and time-dependent activities requirements. Furthermore, employees
have different skills and the main legal constraints dictated by the workforce
legislation have to be respected. The model is quite general. However, only hu-
man resources are considered since the considered context is not a production
scheduling problem where machines are critical resources. A tabu search method
is proposed as well as proactive scheduling techniques to deal with the uncer-
tainty of the problem.

This brief summary of the state of the art reveals that, compared to the
transportation domain, the integration of production scheduling and employee
timetabling is in its earliest phase. Almost no existing approach tackles the
complex regulation constraints of work nor the diversity of employee activities
in modern production systems. Recently, more sophisticated models have been
proposed but independently of the relevant literature in staff scheduling in other
areas and without proposing a general solution methodology.

2.3 Position of the Considered Problem

There are several variants of the employee timetabling problem, see for instance
the recent surveys [15,26]. In this paper we focus on only one of the problems
presented in [12] called individual shift scheduling where each employee (or team
of employees) is considered individually with its own skills and preferences. The
time horizon is discretized in elementary time periods (shifts). At each period, a
set of activities has to be performed and each activity requires a specific number
of workers. The objective of the employee timetabling problem is to assign a
single activity to each employee at each time period (‘rest’ activity included)
in order to cover the demand for all activities. Such an assignment is called
a schedule. There are restrictions on the possible schedules due to regulation
constraints and employee profiles. The objective of the timetabling problem is
to maximize the employee satisfaction.

There is also a large number of different production scheduling problems [25].
In this paper we consider a rather general problem where a set of jobs linked by
precedence constraints has to be scheduled on a set of machines. Each job has a
processing time, a release date, a due date and is assigned to a unique machine.
A job cannot be interrupted once started and each machine can process at most
one job simultaneously. The job scheduling problem lies in assigning a start time
to each job with the objective to minimize the production costs.
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We propose to integrate the two problems by associating to each job (pro-
cessed on a machine) a set of activities (performed by the employees) such that
assigning a start time to a job determines the period of each associated activity.
From the employee timetabling point of view, the demand profile is not known
in advance but is determined by the job schedule. From the job scheduling point
of view, the possibility to start a job is subject to the presence of the employees
able to perform the activities generated by this job. The employee profile is de-
termined by the selected employee schedules. We will give several mathematical
formulations of variants of this problem in Section 3.

3 ILP Models of Integrated Employee Timetabling and
Machine Scheduling Problems

The model of integration proposed by [20] is centered on the concept of configu-
ration which is a partition of the machines at a given time period such that each
subset is managed by a single operator. In this paper we propose to perform the
integration through the concept of activity which is widely used in the employee
timetabling literature. We first provide a model with a common time represen-
tation for timetabling and scheduling (Section 3.1). Then we extend this model
to the case where there is a time representation for employee timetabling and
another time representation for job scheduling (Section 3.2). We show how these
models can be extended to tackle the variability in job durations and machine
assignment through the concept of modes (Section 3.3). The three latter models
are based on time indexed and assignment variable formulations. In Section 3.4
we show how the set covering formulation usually used in efficient employee
scheduling methods can also be used in the production scheduling context.

3.1 Common Time Representation for Timetabling and Scheduling
and Single-Mode Jobs

We consider the following employee timetabling and machine scheduling prob-
lem.

Let T denote a time horizon, discretized in a set of elementary time periods
t=0,...,7 — 1. We consider an organization comprising a set of F employees
& ={1,...,E} and a set of m machines M = {1,...,m}. There is set of A
activities A = {1,..., A} where each activity may be required by a job and has
to be performed by one or several employees. A, is the set of activities employee
e is able to perform.

The organization has to process a set of n jobs 7 = {1,...,n} during the time
horizon. Each job j has a known duration p; > 0 and requires for its execution
a precise machine m;. A binary matrix (bjr)1<;<n,1<k<m states if job j requires
machine &, i.e. bj,,, = 1 and bjr = 0, V& # my. A matrix (Rja)1<j<n,1<a<A
is given where Rj, is the number of employees that have to perform activity a
during the processing of job j. Each job j has a release date r; and a due date d;.
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There are precedence constraints linking the jobs, represented by a directed
graph G = (V,U) where V is the set of nodes including one node per job plus a
dummy start node denoted 0 and a dummy end node denoted n+ 1. U is the set
of arcs representing the precedence constraints. Each arc (7, 7) of U is valuated
by a (positive or negative) time lag d;;.

There are also specific constraints on the activities that can be assigned to
a given employee over time which will be described below. The objective of the
considered employee timetabling and machine scheduling problem is to assign a
start time to each activity and to assign exactly one activity to each employee
at each time period.

We assume that there is a production cost Wj; if job j starts at time ¢ and an
employee satisfaction cost C.q; if employee e is assigned to activity a at time ¢.

xj¢ is a binary decision variable where x;; = 1 if job j starts at time ¢ and
xj+ = 0 otherwise. yeq¢ is a binary decision variable such that yeq: = 1 if employee
e is assigned to activity a at time ¢ and y.q; = 0 otherwise. The problem can be
formulated as follows:

n T-1 E A T-1
minz Z tha:jt + Z Z Ceatyeat (1)
7j=1 t=0 e=1a=1 t=
T—-1
Y owpe=1YjeJ (2)
t=0
J)jtZO VjEJ,vtg{Tj,...,dj—pj} (3)
n t
S>> bz <1Vte{0,...,T -1} =Vke M (4)
j=1l71=t—p;+1
T—-1 T—-1
Z tej — Z twy > dij Y(i,5) €U (5)
t=0 t=0

E n t
Zyeatzz Z Rjqzjr Yae ANVte{0,...,T —1} (6)
e=1

j=171=t—p;+1

> Year=1VecEVtef0,... . T—1} (7)
a€A.

Fy<f (8)
zj €{0,1} Vje F vt €{0,...,T -1} (9)

Yeat € {0,1} Ve € E,Va € AVt € {0,..., T —1}. (10)

The objective of the problem is to minimize the total cost (1) subject to
the following constraints. Each job has to be started exactly once: (2). Each
job must be started a way that it is started and finished within its time win-
dow: (3). At most one job can be processed by a machine at each time period: (4).
The precedence constraint must be satisfied: (5). The number of employees as-
signed to each activity at each time period has to cover the total demand of



76 Artigues, Gendreau and Rousseau

My | ==

Ey

Ey

Fig.1. A 1-machine and 2-employee example.

all jobs in process: (6). Each employee has to be assigned to exactly one ac-
tivity (in set A.) at each time period: (7). We assume .4 contains also non
working activities representing employee inactivity (break, lunch, etc.) gath-
ered in set P. Constraints (8) are specific constraints for each employee e of
the form ) ., tT:_Ol FotqYeat < fq., with Fuq € {—1,0,1}, which allow for
instance the taking into account of minimum or maximum consecutive peri-
ods of work, and other complex regulation constraints. For instance, if no em-
ployee can work more than two consecutive shifts, the constraints of the form
EaeA\?(yea(t—l) + Yeat + Yea(t+1)) < 2 can be defined for each time period
t € [1,T — 2] for each employee e. The main drawback of this formulation is
that the number of these constraints can be huge in practical situations and in
general a set covering formulation is preferred (see Section 3.4).

The main difference between the machines and the employee resource is that
employee timetables are more flexible, as illustrated in the example displayed in
Figure 1. In this example, the two jobs generate a single activity during their
processing. If we suppose that the first employee Fp allocated to this activity
has to take a break while Jj is in process, another employee can perform the
activity until the break of E; is over which occurs in this example while J5 is in
process.

3.2 Different Time Representations for Timetabling and Scheduling
and Single-Mode Jobs

We assume that, for practical reasons, there may be a different time represen-
tation for the machine scheduling problem and for the employee timetabling
problem. Let T denote the time horizon for the scheduling problem and let ©
denote the time horizon for the timetabling problem. Furthermore, we assume
that if a job j starts at time ¢, 0 < ¢ < T then a number of employees Rjqi6 > 0
is required to perform activity a at each period 6, 0 < 6 < 6.
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Fig. 2. A 1-machine and 3-employee example.

It follows that demand covering constraints (6) can be generalized with con-
straints (16) below and the new model is

n T-1 E A 6-1
Inillz Z thfﬁjt + Z Z Ceat9yea9 (11)
j=1 t=0 e=1a=1 6=0
T—1
t=0
a:jt:O Vjej,Vt&{rj,...,dj—pj} (13)
n t
S>> bz <1Vte{0,..., T -1} =Vke M (14)

j=171=t—p;+1

T
Z txje — Z tay > dij V(i,j) e U (15)

n T-—1

Zyeae >3 Rjuwzje Vae AV9 € {0,...0 — 1} (16)
7j=1 t=0

D> Yeas =1 Ve € E,Y0 €{0,...,0 — 1} (17)
acA.

Fy<f (18)

zj; € {0,1} Vj € J, ¥t €{0,...,T -1} (19)

Yeap € {0,1} Ve € E,Va € A,V €{0,...,0—1}.  (20)

Such constraints allow one to consider the cases where the employees need
not be present during all the processing of a job on its machine, or when the
employee activity generated by the job is not simultaneous with the processing
of the jobs. This feature takes place when employees have to perform setup or
removal activities before and after the job processing, or when a control operation



please check caption
fig 3

78 Artigues, Gendreau and Rousseau

o SR

r T T
|

v NEY G NRY

T
|
|
|
|
1
| |
|

scheduling period 0 1 2 3 4 5 6 7 8 9 10

R S ——
demand 2—f+---------
1

timetabling period 0

Fig. 3. A 1-machine and 2-employee example.

has to be carried out during a limited time while the job is in process. In Figure 2,
a third employee is necessary only right before the start and right after the end
of jobs J; and Js.

This type of model allows one also to take account of a different time scale
between the time horizon of the scheduling problem, with the time periods con-
sidered in the timetabling problem. Suppose the scheduling time period is one
hour and the timetabling period is four hours, then an aggregated information
of the activities to perform during each four-hour period has to be provided. For
this purpose, values R;qi9 need not be integers if the activity a generated by job
j in timetabling period 6 occupies only a portion of an employee’s work capacity.
In Figure 3, each job is assumed to require 0.25 employees per time unit and
generate a single activity. Then, the demand for employees able to perform this
activity is displayed for each timetable period.

3.3 Multi-mode Jobs

We consider the case where for each job j there is a number Q); of different pro-
cessing modes corresponding to different ways (durations, machine and activity
requirements) to perform job j. Let pg- denote the duration of job j in mode q.
Let 0%, = 1if job j uses machine & in mode ¢ and bf, = 0 otherwise. z, is a
binary decision variable such that x?t =1 if job j is started at time ¢ in mode
q and m?t = 0 otherwise. R?aw now denotes the number of employees that must
perform activity a at period 6 if job j is started at time ¢ in mode g. The model
can be adapted as follows:

n Q; T-1 -1

E A
minzz Z th.ﬁgt + ZZ Z CeatYead (21)

j=1qg=1 t=0 e=1a=1 60=0

0]
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Qj T—1

>N i =1Vjeg
g=1 t=

af, =0 VjeJ,Vge{l,...,Q;}
Vtg{rj,...,dj—pj}

n Qj ¢
3 bl <1 Vie{0,...,T -1} =Yk e M
Jj=la=lr=t—pj+1
Q;j T—-1 Q: T—1
DD bl =Dty > diy V(i g) €U
g=1 t=0 s=1 t=0
E n Qj T—1

Zyeae > ZZ Z Rjatémg't Va € A,V0 € {0,@ — 1}
e=1

j=1g=1 t=0

3 Yeaw=1VeecE VI (0,...,0 ~ 1}
ac€A.
Fy<f

m?te{o,l} Vjie I, Vge{l,...,Q,},
vt {0,...,T -1}
Yeas € {0,1} Ve € E,Va € A, V0 € {0,...,0 —1}.

3.4 Set Covering Formulations

n T-1 E

minz Z thxjt + Z Z Cszs

j=1 t=0 e=1s€S,

79

(22)

(23)

(24)

Let S, denote the set of valid schedules for an employee e. For each schedule
s € Se, each activity a and each timetabling period 6, binary value ys4¢ is such
that ys.9 = 1 if the schedule performs activity a at time 6 and ys,9 = 0 otherwise.
Cs denotes the cost of a schedule s € S,. In addition, a binary decision variable
zs is defined such that zg = 1 if schedule s is selected and z4 = 0 otherwise.

A new model can then be proposed by including the set covering formulation
of the timetabling constraints (we ignore the multi-mode characteristics):
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T—1
Y ayp=1VYjeJ (32)
t=0

Ty = 0 v‘] € j,

Vt%{rj,...,dj—pj} (33)

> bpwy <1VEe{0,..., T—-1}=Vke M (34)

T—-1 T—-1
t(Ejt — try > dij V(Z,j) cU (35)
t=0 t=0
n —1
Z > Ysanzs > Z Rjateri Ya € AV €{0,...0 -1} (36)
e=1 58, j=1 t=0
> z=1Veek& (37)
SESe
zj € {0,1} Vj € J,vt € {0,..., T — 1} (38)
zs €{0,1} Ve € £,Vs € S.. (39)

4 A Constraint Programming Model

Constraint programming formulations have been proposed for production schedul-
ing [4] and for employee timetabling [12]. We present hercafter an integrated
formulation which involves start time decision variables S; € [r;, d; — p;] for all
jobs, an activity assignment variable ag. € A, giving the activity assigned to
employee e in period 6 and a demand variable dy, € IN giving the number of em-
ployees required for activity a during period 6. Consider the following constraint
satisfaction problem (CSP):

S;—Si>di; V(i,j) €U (40)

Sj+p; <SiVSi+pi <85 Vi,je T, mi=m; (41)
#(6¢a,S) VO €{0,...,0—1}Vae A  (42)

distribute((0pa)aca, A, (age)ece) V0 €{0,...,0 — 1} (43)
regular((age)oeqo,....0—13, 1) Ve € £. (44)

Constraints (40) are the precedence constraints. Constraints (41) are the ma-
chine disjunctive constraints. Constraints (42) establish the link between the job
start time variables S and the demand variable § through generic constraint ¢
that needs to be specified for each specific problem. Constraints (43) represent
demand satisfaction through the global cardinality constraint distribute which
states that for a given period 6, dy, variables must have value a in the activ-
ity assignment vector (age)eecs of employees during period 6. Last, constraints
(44) express the employee specific and regulation constraints through the global
regular language membership constraints regular [24], restricting the sequence
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of values taken by the assignment variables to belong to the regular language
associated to IT.

The advantage of constraint programming is its high flexibility to model
complex demand computations, as well as complex regulation constraints.

The above CSP can be transformed into an optimization problem by in-
troducing cost variables. This can be done through the element global con-
straints (see next Section). As an alternative, in [12], a new global constraint
cost — regular(X,1I, z, C) extends the regular constraint by computing the cost
z associated by an assignment of variables X given cost matrix C.

5 Solving a Lexicographic Makespan and Employee Cost
Optimization Problem by a Hybrid LP-CP Method

In this section, we propose a hybrid CP-LP exact method to solve a lexicographic
bicriteria optimization problem. The considered production cost is the makespan,
denoted Ciax. Let Compr denote the total satisfaction cost of employees. The
considered problem can be denoted

min Lex(Cmax; Cempl) (45)
Cma,x > S] +p] V] € j (46)
o-1
C(empl = Z Z Ce@ (47)
ec& 0=0
element(Ceg, (Cenp)aca,,ape) Ve € E,¥0 € {0,...0 — 1} (48)
(40) ... (44).

Constraints (46) enforce the makespan value. Constraint (47) defines the to-
tal cost Cempr as the sum of elementary employee/period costs represented by
decision variables C.g. element global constraints (48) simply enforce the impli-
cations age = v = Cep = Cepp for all @ € {0,...0—1},e € Eand v € A.. The
problem can be solved by first finding the optimal makespan C} .. (problem A)
and, second, by finding the minimal employee cost C7,,; compatible with C7,
(problem B).

We propose to solve both problems A and B through implicit enumeration
in a constraint programming framework. Hence C} .. is found by iteratively
searching the smallest V' such that there is a feasible solution verifying Ciax <V
(problem A). C7, ., is found by searching the smallest V' such that there is a
feasible solution verifying Crax = Cioy and Cempl < V' (problem B).

At each node of each above-defined search trees, constraint propagation al-
gorithms are performed to either reduce the domain of start time S and activity
variables a or to detect an inconsistency and prune the node. The branching
scheme first assigns values to start time variables and, once all start time vari-
ables are assigned, makes the remaining decisions on activity variables. Note
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that constraints ¢ (42) have to ensure that once a complete assignment of the
start time variables is computed, the demand variables § are also completely
assigned.

For both problems A and B, the makespan constraints set due dates on the
job operations. Hence, standard scheduling constraint propagation algorithms
can be used to reduce the start time domains. In the present work, we use
precedence constraint propagation and edge-finding. We refer to [5] for a precise
description of those algorithms.

For domain reduction of the demand and activity variables 0 and a, besides
the standard distribute and regular constraint propagation algorithm, we
propose to embed the linear programming relaxation of the ILP formulation
(21)...(30), limited to constraints involving y..s assignment variables, into a
global constraint. Let §,, denote the smallest value in the domain of demand
variable gy, for activity a during period 6 at a given node of the constraint pro-
gramming search tree. Then we consider the following LP relaxation, considering
only labor costs:

A 6-1
mlnzz Z Cea9y6a9 (49)
e=1a=1 =0
E
> Yeas > 8g, Ya € A VO € {0,...0 — 1} (50)
e=1
3 Year =1 Ve € EVIE{0,...,0 — 1} (51)
acA.
Fy<jf (52)
0 < Yeap <1 Vee & Vae A VO € {0,...,0 —1}. (53)

At a given node, the relaxation is stronger if the lower bound dg4, on the
demand is tight. This obviously depends on the definition and propagation of
constraint ¢. Each time the LP relaxation is unfeasible, which can occur due
to both demand undercoverage or labor cost upper bound violation, the current
node is pruned.

Last, whenever an upper bound Z on the total labor cost Cempi is known,
the reduced cost based filtering technique can be applied. Let C.qp denote the
reduced cost of an activity assignment variable y.q.p and let C,, ., denote the

current optimal LP solution value. If, Qempl + éeae > Z, a can be removed from
the domain of age.

6 Computational Results on a Basic Employee
Timetabling and Job-Shop Scheduling Problem

In this section, we show the potential of hybrid methods to solve integrated
employee timetabling and production scheduling problems, through the resolu-
tion of basic employee and job-shop scheduling instances. For constraint based
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scheduling we use ILOG Solver 6.1 and Scheduler 6.1. For LP resolution we use
ILOG Cplex 9.1. All programs are coded in C++ under Linux on a AMD x86-64
architecture.

We consider the standard job-shop scheduling problem in which a job is made
of m operations which form a chain in the precedence graph. Each job has to
be processed by all the machines successively. Hence the operations of the same
jobs are all assigned to different machines.

We consider job-shop instances of six jobs and four machines, comprising 24
operations. We consider a set of 15 employees and a set of 4 + 1 activities. The
integer job operations processing times have been generated uniformly randomly
between 1 and 10. We assume one time unit corresponds to one hour. We define
a timetabling period as a eight-hour shift (i.e. T = 80). Each employee has to be
assigned to one activity during each shift. We assume activity 5 corresponds to
employee inactivity during the shift. Each employee has skills for two production
activities out of four. Each break must be of at least two consecutive shifts
(16-hour break). There is an integer cost (uniformly randomly generated from
1 to 5) for assigning a production activity to an employee during each shift.
Furthermore, to ensure problem feasibility at minimal makespan, we consider
an additional set of 10 extra employees having a greater assignment cost (equal
to 9 for all extra employees and for all periods and all activities).

We now describe how constraint ¢ is implemented for the considered example.
We simply assume there is a mapping between activities and machines. Hence,
whenever a machine is in process during a shift, then an employee able to perform
the corresponding activity is needed. It follows that at most four employees can
be required simultaneously during a shift.

More precisely the link between the operation schedule S and the demand
(0pa) can be described by the following constraints. Let D = T'/© and let Jj
denote the set of operations scheduled on machine k. Let a; denote the activity
corresponding to machine k:

Sj+pj>DOAS; <D(O+1) = g, =1
Vie J,V0 e 0,0 —1]

(Sj+p; <DOVS; > D(0+1),Yj € ) = Sga, =0
Vk € M,¥0 € (0,0 — 1].

We use the standard job-shop resolution method provided in the example li-
brary of ILOG scheduler for the scheduling constraint propagation parts. For the
search part on the start time and activity variables, we use a simple backtracking
on possible values (in a chronological way for the start times). All employee con-
straints have been coded by distribute constraints. The LP relaxation and the
reduced cost-based filtering algorithms are embedded into a global constraint.
These algorithms are called whenever the lower bound of an activity demand is
increased for any period or when the domain of a variable (ag.) is changed.

We have generated 10 instances having the above described characteristics.
The results, comparing the hybrid method with and without reduced cost-based
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Table 1. Method comparison on 10 basic employee and job-shop scheduling instances

Inst Mks™ cost(M) CPU(M) #fails(M) cost® CPU(H) #fails(H) CPU(H™) #fails(H™

1 45 75 0.2s 3 29 0.8s 151 1.1s 438

2 56 69 0.2s 2 26 208s 27176 4099s 2459422
3 44 69 0.2s 2 26 2.2s 732 1.7s 1691

4 40 53 0.2s 3 23 0.5s 24 0.7s 183

5 40 63 0.2s 3 27 6.2s 4047 205s 117850
6 48 70 0.2s 7 28 0.9s 96 1.2s 371

7 43 67 0.2s 2 33 0.6s 83 0.8s 242

8 37 57 0.2s 3 22 28s 8185 400s 269799
9 49 69 0.2s 4 24(22) 3364s 340742 - -

10 48 68 0.2s 3 23 4.1s 1140 408s 267695

filtering, are displayed in Table 1. Column Inst gives the instance number. Col-
umn Mks* gives the optimal makespan obtained by pure CP without considering
employee cost minimization. Column cost(M) gives the employee cost of the ob-
tained solution. Columns #fails(M) and CPU(M) give the total number of fails
and the CPU times of this search process. Column cost* gives the minimal em-
ployee cost solution with a makespan equal to Mks*. Columns #fails(H) and
CPU(H) give the total number of fails and the CPU times of the complete hy-
brid search method needed to find the optimal cost solution. Columns #fails(H™)
and CPU(H™) give the same values for the hybrid method used without reduced
cost-based filtering.

For the proposed instances, the makespan minimization problem is very easy
since CP always solves the problem in less than 0.2s. Note that, in contrast, the
hybrid methods outperform the standard constraint programming approaches
for employee cost minimization since the latter is unable to find the optimal so-
lution in a reasonable amount of time. Furthermore, while keeping the makespan
optimal, the employee cost is significantly improved by the hybrid methods for
all instances. One instance remains unsolved by all methods and the obtained
lower and upper bounds are given as well as the total CPU time and number
of fails needed to obtain them. This underlines the difficulty of the problem
and shows the need for improvement of the proposed methods, considering also
that the considered instances are small ones. The reduced cost-based filtering
hybrid method outperforms the basic hybrid method on almost all instances
showing the potential of high interaction between CP and LP for this kind of
difficult integrated planning problem. In [2], enhanced hybrid methods and ex-
tended computational experiments are presented on the considered employee
timetabling and job-shop scheduling problem.
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7 Concluding Remarks

We have proposed a flexible model and several ILP and CP formulations for inte-
grated employee timetabling and production scheduling. We have shown how the
flexibility of constraint programming modeling can be used to represent complex
relationships between schedules and activity demands. A hybrid exact method
involving standard constraint programming-based scheduling and timetabling
technique on the one hand, and a linear programming relaxation with reduced-
cost based filtering on the other hand, has been used to solve to optimality
instances of the problem which cannot be solved by standard constraint pro-
gramming. We are planning to generate several other instances to study the
behavior of the proposed method with different problem characteristics. The
search algorithm has also to be refined since we have used only standard back-
tracking schemes without any particular rule for activity selection. More realistic
employee timetabling constraints will have also to be considered. This may lead
to an improvement of the results of pure constraint programming techniques. The
search could also be guided by using the linear programming optimal solution.
Decomposition methods such as Benders decomposition or column generation
will have also to be tested.
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