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LIMIT LAWS FOR BIASED RANDOM WALKS ON A

GALTON-WATSON TREE WITH LEAVES

ALEXANDER FRIBERGH AND NINA GANTERT

Abstract. We consider an outwardly β-biased random walk Xn on a Galton-
Watson tree with leaves in the sub-ballistic regime. We prove that Xn/nγ con-
vergences in law and we characterize the limit law. The exponent γ ∈ (0, 1) is
explicit and is a decreasing function of β. Key tools for the proof are classical de-
composition results for Galton-Watson trees, a new variant of regeneration times
and the careful analysis of the time the walker spends in leaves.

1. Introduction

Consider a supercritical Galton-Watson branching process with generating function
f(z) =

∑
k≥0 pkz

k, i.e. the offspring of all individuals are i.i.d. copies of Z, where
P[Z = k] = pk. We furthermore assume that p0 > 0, and that m := E[Z] =
f ′(1) ∈ (1,∞), that is the tree is supercritical and has leaves. We denote by q the
extinction probability, which is characterized by q < 1 and f(q) = q. Starting from
a single progenitor called 0, this process yields a random infinite tree T called a
Galton-Watson tree, on the event of non-extinction. We denote (Ω,P) the associated
probability space.

We shall use some classical notations on trees as ←−u for the parent of u, u ∧ v for
the first common ancestor of u and v and |u| = d(0, u) for the level of u. Here we
used d(., .) to denote the usual graph distance.

On this Galton-Watson tree T , we perform for β > 1, a β-outwardly-biased random
walk. It is a Markov chain (Xn)n∈N on the vertices of T , such that if u 6= 0 and u has
k children v1, . . . , vk then

(i) P [Xn+1 =←−u |Xn = u] = 1
1+βk

,

(ii) P [Xn+1 = vi|Xn = u] = β
1+βk

, for 1 ≤ i ≤ k,

and from 0 all transitions to its children are equally likely. This is a reversible
Markov chain, and as such, can be described as an electrical network with conduc-
tances c(←−x , x) := β |x|−1 on every edge of the tree. We refer to [10] for background on
electrical networks.

On a configuration ω (which is a Galton-Watson tree conditioned on non-extinction)
we can define a random walk according to the preceding rules, and we use P ω[.] to
denote the corresponding probability measure with X0 = 0. Then we define the
annealed law as the semi-direct product P = P× P ω.
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Many interesting facts are known about this walk (see [11]). As one could expect,
it is transient. Its limiting speed v exists and is constant a.s. and satisfies with
βc = 1/f ′(q),

(i) if β < βc, then v > 0,
(ii) if β ≥ βc, then v = 0.

The reason for the sub-ballistic regime (ii) is that the walk loses time in the leaves
of the tree, from where it cannot go to infinity without having to go for a long
time against the drift. The hypothesis p0 > 0 is crucial for this to happen. Similar
phenomena are observed on the infinite percolation cluster of Z

d, see [2] and [14].

As in all sub-ballistic models a natural question comes up concerning the order of
magnitude of the random walk. Such questions have arisen for example in the case of
random walks in a random environment on Z, for the preceding results on transience
and recurrence and conditions for zero speed on Z, see [13] or [16]. In the zero-speed
regime, it was shown in [9] that depending on a certain parameter κ ∈ (0, 1], we have

(i) if κ < 1, then Xn

nκ converges to a stable law,

(ii) if κ = 1, then lnnXn

n
converges to a stable law.

Very recently and using a precise description of the environment, a new result
proven in [4] and [5] refined this last theorem by describing all the parameters of the
stable law, in case (i).

Lately progress has been made towards finding the order of magnitude of random
walks in the more complicated medium of random trees. Some results were proven
for random walks on trees under ellipticity assumptions, for example for transient
random walks on a regular tree (see [8]) and on Galton-Watson trees without leaves
(see [1] and [12]) .

In this paper we drop this ellipticity assumptions by imposing p0 > 0, which changes
drastically the behaviour of the random walk. The methods used in [9] for the one-
dimensional case do not seem to apply easily on Galton-Watson trees. Nevertheless,
we are able to find the order of magnitude of the walk by using the methods similar
to [5]: we find up to the level n, the parts of the tree where the walker is likely to get
trapped for a large amount of time. In this way, we get a rather explicit description
of the limit law. A sketch of our proof is given in Section 5.

In comparison to [5], an additional difficulty arises from the fact the traps met
depend not only on the environment but also on the walk. Moreover one has to take
into account the number of times the walker enters a trap, which is a complicated
matter because of the inhomogeneity of the tree. This major technical difficulty can
be overcome by decomposing the tree and the walk into independent parts, which we
do using a new variant of regeneration times.

The paper is organized as follows: we state our results in Section 2, then in Section
3 and Section 4 we explain how to decompose the tree and the walk, thereafter in
Section 5 we give a sketch of the proof of the main result, and the rest of the paper
is devoted to the proof.

2. Statement of the result

For a ∈ (0, 1), let Sa be a completely asymmetric stable random variable of index
a, which is characterized by its Laplace transform,
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∀λ > 0, E[e−λSa ] = e−λ
a

.

Then we define

(2.1) γ :=
− ln f ′(q)

ln β
=

ln βc
ln β

,

and for λ ≥ 0, we set

λn :=
λ

n1/γ
.

We denote the time needed to reach level n by

∆n = inf{i ≥ 0| |Xi| = n}.

Then our main result is the following

Theorem 2.1. Suppose E[Z2] <∞ and βf ′(q) > 1, then for any λ ≥ 0, we have

(2.2) E[e−λn∆n]→ e−ζλ
γ

,

where

ζ := ρCaCb,

hence

∆n

n1/γ

law
→ ζ1/γSγ.

Thus by a classical inversion argument

|Xn|

nγ
law
→

1

ζ

(
1

Sγ

)γ
.

The constants in Theorem 2.1 are not completely explicit. But, we are able to
derive expressions for them

Ca := αq
m− f ′(q)

1− q
,

moreover

Cb :=
πγ

sin(πγ)

E[Sγ∞]

(1− β−1)γ
E

[
ν

(
1

1− ν

)γ]
,

where

(2.3) ν :=
(1− β−1)W∞
1− β−1W∞

.
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Furthermore the constant ρ will be defined in (3.2), whereas α is defined in Lemma
4.3. The description of the random variables S∞ and W∞ is postponed to (4.5) and
Proposition 7.1 respectively.

Remark 2.1. Intuitively ν is the probability of being trapped at the bottom of a leaf,
see Section 5 for an explanation, and 1/(1− ν) is the expected number of times that
this happens.

Remark 2.2. The constant Cb is reminiscent of the constants appearing in [5], indeed
we have the expectation of two random variables raised to the power γ (S∞ and 1/(1−
ν)). A new feature in the case of trees is the factor ν, which is necessarily equal to 1
on Z.

Remark 2.3. The hypothesis E[Z2] <∞ could probably be relaxed but we do not find
any weaker form appealing. The only place where this hypothesis is used is in the proof
of Lemma 8.2.

Remark 2.4. We also point out that this results advocates the general belief that (in
the sub-ballistic regime!) increasing the drift slows down the walk: γ is a decreasing
function of β. In the physics literature (see for instance [3]) a similar limit law is
conjectured to hold for biased random walks on the infinite percolation cluster of Z

d. In
fact the exponent is believed to have a similar form as in (2.1) with the corresponding
critical bias (whose existence is not proven yet mathematically!).

Remark 2.5. We emphazise that the critical case βf ′(q) = 1 is left open. A similar
result of convergence to a stable law is expected to hold with an order of magnitude of
n/ lnn.

Let us give some conventions about constants. The parameters β and (pk)k≥0 will
remain fixed so we will usually not point out that constants depend on them. Most
constants will be denoted c or C and their value may change from line to line to ease
notations. Specific constants will have a subscript as for example Ca. Moreover we
will use p∞ = 1− β−1 to denote the escape probability of a β-biased random walk on
N.

We will always denote by Ga a geometric random variable of parameter a, with law
given by P [Ga ≥ k] = (1− a)k−1 for k ≥ 1.

3. Constructing the environment and the walk in the appropriate

way

In order to understand properly the way the walk is slowed down, we need to
construct the environment in a way adapted to our problem. Set

(3.1) g(s) =
f(s)− f(sq)

1− q
and h(s) =

f(qs)

q
.

It is known (see [10] Section 11.5 or [11]), that a f-Galton-Watson tree (with p0 > 0)
can be generated by

(i) growing a g-Galton-Watson tree Tg called the backbone, where all vertices
have an infinite line of descent,

(ii) attaching on each vertex x of Tg a random number Nx of h-Galton-Watson
trees,
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where Nx has a distribution depending only on degTg
(x) and given Tg and Nx the

leaves are i.i.d..

Figure 1. The Galton-Watson tree is decomposed into the backbone
(solid lines) and the leaves (dashed lines).

We will call bud a vertex at distance exactly one of the backbone. It is important
to consider the backbone together with the buds to understand the number of visits
to leaves.

We define a leaf to be a graph (x∪V, [x, y]∪E), where x is a vertex of the backbone, y
is a bud adjacent to x and V (resp. E) are the vertices (resp. edges) of the descendents
of y. The leaves can be constructed as a portion of Z called the spine, to which smaller
trees called subleaves are added, this construction is presented in detail in Section 4

Let us now construct the random walk. We need to consider the walk on the
backbone and on the buds, to this end we introduce

(i) σ0 = σ′0 = 0,
(ii) σn+1 = inf{i > σn|Xi−1, Xi ∈ backbone},
(iii) σ′n+1 = inf{i > σ′n|Xi−1, Xi ∈ backbone ∪ buds},

and we define Yn = Xσn the sample of the walk on the backbone, respectively
Y ′n = Xσ′n the walk on the backbone and the buds.

Moreover define ∆Y
n = #{i ≥ 0|σi ≤ ∆n} the time spent on the backbone to reach

level n and similarly ∆Y ′

n = #{i ≥ 0|σ′i ≤ ∆n}.

Furthermore we define for a set A in the tree T+
A = min{n ≥ 1|Xn ∈ A}, T

+
y := T+

{y},

TA := min{n ≥ 0|Xn ∈ A}, and Ty := T{y}.

Note that the process (Yn)n≥0 is a Markov chain on the backbone, which is inde-
pendent of the leaves and the time spent in the leaves. Hence, in order to generate
Yn we use a sequence of i.i.d. random variables Ui uniformly distributed on [0, 1]. If
Yj = w with Z∗1 children on the backbone, then

(i) Yi+1 =←−w , if Ui ∈
[
0, 1

Z∗

1β+1

]
,
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(ii) Yi+1 = the jth-child of w, if Ui ∈
[
1− jβ

Z∗

1β+1
, 1− (j−1)β

Z∗

1β+1

]
.

For background on regeneration times we refer to [15] or [16]. In the case of a

β-biased random walk Ỹn on Z, a time t is a regeneration time if

Ỹt > max
s<t

Ỹs and Ỹt < min
s>t

Ỹs.

Definition 3.1. A time t is a super-regeneration time for Yn, if t is a regeneration
time for the coupled β-biased random walk on Z defined by

(i) Ỹ0 = 0,

(ii) Ỹn+1 = Ỹn − 1, if Un ∈
[
0, 1

β+1

]
,

(iii) Ỹn+1 = Ỹn + 1 otherwise.

We denote t− SR the event that t is a super-regeneration time for Yn.

It is obvious that a super-regeneration time for Yn is a regeneration time for Yn in
the usual sense (the converse is false).

The walk can then be decomposed between the successive super-regeneration times

(i) τ0 = 0,
(ii) τi+1 = inf{j ≥ τi|j − SR}.

Since the regeneration times of a β-biased random walk on Z have some exponential
moments, there exists a > 1 such that E[aτ2−τ1 ] <∞ and E[aτ1 ] <∞.

Remark 3.1. The advantage of a super-regeneration time over a classical regener-
ation time, is that the presence of a super-regeneration time does not depend the
environment, but only the sequence (Ui)i≥0.

Remark 3.2. The drawback of super-regeneration is that the event that t is a super-
regeneration time depends on the (Ui)i≥0 and not only on the trajectory of the random
walk (Yn)n≥0.

Denoting for k ≥ 1, the σ-field

Gk = σ(τ1, . . . , τk, (Yn∧τk)n≥0, {x ∈ T (ω), x is not a descendent of Yτk}).

We have the following proposition

Proposition 3.1. For k ≥ 1,

P[(Yτk+n − Yτk)n≥0 ∈ ., {x ∈ T (ω), x is a descendent of Yτk} ∈ .|Gk]
= P[(Yn)n≥0 ∈ ., T (ω) ∈ .|0− SR].

Remark 3.3. The conditioning 0−SR refers only to the walk on the backbone, hence
it is obvious that the behaviour of the walk in the leaves and the number of times the
walker enters a leaf is independent of that event.

We skip the proof of this Propositions for it is standard. A consequence of the propo-
sition is that the environment and the walk can be subdivided into super-regeneration
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blocks which are i.i.d. (except for the first one). As a consequence we have the exis-
tence of

(3.2) ρ = lim
#{Y1, . . . , Y∆Y

n
}

n
,

which is the average number of vertices per level visited by Yn. This quantity is
finite since it is lower than 1/v(β), where v(β) is the speed of Yn which is positive by
a comparison to the β-biased random walk on Z.

When applying the previous proposition, it will be convenient to use the time-shift
for the random walk, which we will denote by θ.

4. Growing the leaf

In the decomposition theorem of Galton-Watson trees, we attach h-Galton-Watson
trees. We will denote their distribution with P, hence P[Z = k] = qk := pkq

k−1, where
Z denotes the number of children of a given vertex. As stated before the object we
will denote a leaf is slightly different: to describe a leaf ℓ we take a vertex called root

(or root(ℓ) to emphasize the leaf), link it to another vertex (denoted
−−→
root(ℓ)), which

is the actual root of a random h-Galton-Watson tree.

When we use random variables associated to a leaf, we refer to the random part of
that leaf (the h-Galton-Watson tree). For example the notation Zn is the number of

children at the generation n with
−−→
root being generation 0. In this context we introduce

the height of a leaf

(4.1) H = max{n ≥ 0, Zn > 0},

and we say a leaf has height k if H(ℓ) = k, i.e. the distance between
−−→
root and the

bottom point of the leaf is k.

This way of denoting the random variables has the advantage that Zn (resp. H)
are distributed under P, as the number of children at generation n (resp. the height)
of a h-Galton-Watson tree.

The biggest leaves seen up to level n are of size − lnn/ ln f ′(q), therefore a leaf will
be considered big if its height is greater or equal to

(4.2) hn = (1− ε)
lnn

− ln f ′(q)
,

for some ε > 0 which will eventually be chosen small enough. Such a leaf will
be called a hn-leaf or a big leaf. It is in those leaves that the walker will spent the
majority of his time and that is why it is important to have a good description of
them.

The leaves are essentially subcritical Galton-Watson trees, as such, they can be
grown from the bottom following a procedure described in [6], that we recall for
completeness. We will denote by δ the starting point of the procedure, corresponding
to the left-most bottom point of the leaf, this last notation will be kept for the whole
paper.
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With a slight abuse of notation, we will denote by P a probability measure on an
enlarged probability space containing the following additional information.

We denote by (φn+1, ψn+1) with n ≥ 0, a sequence of i.i.d pairs of random variables
with joint law given by

(4.3) P[φn+1 = j, ψn+1 = k] = cnqkP(Zn = 0)j−1P(Zn+1 = 0)k−j, 1 ≤ j ≤ k, k ≥ 1,

where cn = P[H=n]

P[H=n+1]
.

Set T0 = {δ}. Inductively construct Tn+1, n ≥ 0 as follows

(i) let the first generation size of Tn+1 be ψn+1,
(ii) let Tn be the subtree founded by the φn+1-th first generation vertex of Tn+1,
(iii) attach independent h-Galton-Watson trees which are conditioned on having

height stricly less than n to the φn+1−1 siblings to the left of the distinguished
first generation vertex,

(iv) attach independent h-Galton-Watson trees which are conditioned on having
height strictly less than n + 1 to the ψn+1 − φn+1 siblings to the right of the
distinguished first generation vertex.

Then Tn+1 has the law of a Galton-Watson tree conditioned to have height n + 1
(see [6]).

We denote T the infinite tree asymptotically obtained by this procedure; from this
tree we can obviously recover all Tn. If we pick independently the height H of a h-
Galton-Watson tree and the infinite tree T obtained by the previous algorithm, then
TH has the same law as a h-Galton-Watson tree.

We will call spine of this Galton-Watson tree the ancestors of δ. If y 6= δ is in
the spine, −→y denotes its only child in the spine. We define a subleaf to be a graph
(x ∪ V, [x, y] ∪ E), where x is a vertex of the spine, y is a descendent of x not on the
spine and V (resp. E) are the vertices (resp. edges) of the descendents of y. The
vertex x is called the root of the leaf and we denote Sx the set of all subleaves rooted
at x.

Independently of (φn, ψn)n≥0 we denote by Si,j,kn+1 and Πi,j,k
n+1 with n, i, j ≥ 0 and

k = 1, 2, two sequences of independent random variables given by

(i) Sn+1,j,1
n (resp. Sn,j,2n ) is the j-th subleaf conditioned to have height inferior to
n added on the left (resp. right) of the n+ 1-th (resp. n-th) ancestor of δ,

(ii) Πi,j,k
n is the weight of Si,j,kn under the invariant measure associated to the

conductances βi+1 between the generation i and i+ 1, the root of Si,j,kn being
generation 0,

this describes the subleaves and their weights.

We denote Πi,j,k
−1 = 0 and

(4.4) Λi(ω) =

φi−1∑

j=1

Πi,j,1
i−1 +

ψi−φi∑

j=1

Πi,j,2
i ,

which is the weight of subleaves added to the i−th ancestor of δ.



9

root

root

δ

Figure 2. The leaf is decomposed into the spine (solide lines) and the
subleaves (dashed lines).

Due to the following lemma, the random variables Πi,j,k
n will be important to de-

scribe the time spent in leaves.

Lemma 4.1. Let (G, c(e)) be a finite electrical network, x ∈ G and Px the law of the
random walk started at x.

If
∑

y∼x c([x, y]) = 1, then

Ex[T
+
x ] = 2

∑

e∈G

c(e).

Proof. Denoting π̂ the invariant measure associated with the conductances of the
network. Then π̂(.)/π̂(G) is the invariant probability of the network and the mean
return time formula yields

Eω
x [T+

x ] =
π̂(G)

π̂(x)
= π̂(G),

since π̂(x) =
∑

y∼x c([x, y]) = 1. Then we simply notice that

π̂(G) = 2
∑

e∈G

c(e).

�

Let us introduce another important random variable

(4.5) S∞ = 2
∞∑

i=0

β−i(1 + Λi),
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which appears in the statement of our theorem. It is the mean return time to δ of
the walk on the infinite tree T described in the algorithm following (4.3).

Lemma 4.2. There exists Cψ so that for n ≥ 0 and k ≥ 0,

P[ψn+1 = k] ≤ Cψkq
k.

In particular sup
i∈N

E[ψi] <∞.

Proof. Recalling (4.3), we get

P[ψn+1 = k] =

k∑

j=1

P[φn+1 = j, ψn+1 = k]

= cnqk

k∑

j=1

P[Zn = 0]j−1P[Zn+1 = 0]k−j

≤ cnkqk.

It is enough to show that the sequence (cn)n≥0 is bounded from above. A Galton-
Watson tree of height n+1 can be obtained as root having j children, one of which is
attached to a Galton-Watson tree of height n, the others having no children of their
own. Thus

1/cn = P[H = n + 1]/P[H = n] ≥ qjq
j−1
0 ,

for any j ≥ 1. We fix j0 ≥ 1 so that qj0 > 0 and we get

P[ψn+1 = k] ≤
1

qj0q
j0−1
0

kqk−1,

where we used qk = pkq
k−1 ≤ qk−1. �

Using this lemma we can get a tail estimate for the height of leaves.

Lemma 4.3. There exists α > 0 such that

P[H ≥ n] ∼ αf ′(q)n.

Proof. It is classical (see [7]) that for a Galton-Watson tree of law Q with E[Z1] =
m < 1 expected number of children, we have

lim
n→∞

Q[Zn > 0]

mn
> 0⇐⇒ EQ[Z1 log+ Z1] <∞.

The integrability condition is satisfied for P since qk = pkq
k−1 ≤ qk−1, and the

result follows. �

We also recall the following classical upper bound

(4.6) P[H ≥ n] = P[Zn > 0] ≤ E[Zn] = f ′(q)n.



11

The following lemma seems obvious, but not standard, so we include its proof for
the convenience of the reader.

Lemma 4.4. We have for k ≥ 0,

P[Z1 ≤ k|Zn = 0] ≥ P[Z1 ≤ k].

In particular E[Zi|Zn = 0] ≤ f ′(q)i, for any i ≥ 0 and n ≥ 0.

Proof. Denoting Dn a geometric random variable of parameter 1−P[Zn−1 = 0] which
is independent of Z1, we have P[Z1 ≤ k|Zn = 0] = P[Z1 ≤ k|Z1 < Dn]. Then if we
compute

P[Z1 ≤ k|Z1 < Dn] =

∑k
j=0 P[Dn > j]P[Z1 = j]

∑∞
j=0 P[Dn > j]P[Z1 = j]

=

(
1 +

∑∞
j=k P[Dn > j]P[Z1 = j]

∑k
j=0 P[Dn > j]P[Z1 = j]

)−1

,

using that for all j′ < k < j we have P[Dn > j] ≤ P[Dn > k] ≤ P[Dn > j′], yields

P[Z1 ≤ k|Z1 < Dn] ≥

∑k
j=0 P[Z1 = j]

∑∞
j=0 P[Z1 = j]

= P[Z1 ≤ k].

�

We can now estimate E[Λi].

Lemma 4.5. There exists a constant CL such that, for all i ≥ 0

E[Λi] ≤ CL(f
′(q)β)i.

Proof. Using (4.4), Lemma 4.2 and Lemma 4.4, we get

E[Λi] = E[φi]E[Πi−1] + E[ψi − φi]E[Πi] ≤ E[Πi] sup
i∈N

E[ψi] ≤ C

i∑

j=1

f ′(q)jβj,

and the result follows immediately, since βf ′(q) < 1. �

5. Sketch of the proof

In the first step, we show (see Theorem 6.1) that the time is essentially spent in
hn-leaves.

Then we notice that these hn-leaves are far away from each other, and thus the
correlation between the time spent in different hn-leaves can be neglected. Moreover
the number of hn-leaves met before the level n is roughly ρCan

ε. At this point we
have reduced our problem to estimating

∆n ≈ χ1(n) + . . .+ χρCanε(n),



12 A. FRIBERGH AND N. GANTERT

where χi(n) are i.i.d. random variables with the same law as the time spent in the
first hn-leaf met. Consequently

(5.1) E[e−λn∆n] ≈ E[e−λnχ1(n)]ρCanε

,

we refer to Section 8 for details.

Now we decompose the time spent in the first hn-leaf according to the number of
excursions in it starting from the root

χ1(n) =

G1−Wn−1∑

i=0

T
(i)
0 ,

where G1−Wn denotes a geometric random variable of a certain random parameter

1 − Wn and T
(i)
0 an i.i.d. sequence of random variables measuring the time spent

during an excursion in a big leaf. Here Wn is the probability of entering a big leaf.

It is important to notice that the presence of an hn-leaf at a vertex gives information
on the number of leaves at this vertex, and thus on the geometry of the backbone.
So the law of Wn depends on n. Nevertheless we show that this dependence can be
asymptotically neglected, and that for large n, Wn is close to some random variable
W∞ (Proposition 7.1).

Now we have essentially no more correlations between what happens on the back-
bone and on big leaves. The only thing left to understand is the time spent during an
excursion in a hn-leaf from the root. To simplify if the walker does not reach the point
δ in the leaf (this has probability ≈ 1 − p∞), the time in the leaf can be neglected.
Otherwise, the time spent to go to δ, and to go directly from δ back to the root of
the leaf can also be neglected, in other words, only the successive excursions from δ
contribute to the time spent in the leaf. This is developed in Section 9, so we have
the following

(5.2) χ1(n) ≈

B(G1−W∞
−1,p∞)∑

i=0

G−1∑

j=0

T
(i,j)
1 ,

where G is the number of excursions from δ, a geometric random variable with a

parameter which is easily computed, B(n, p) denotes a binomial law and T
(i,j)
1 are

i.i.d. random variables, representing the time spent during the successive excursions
from δ which do not reach root.

Now the random variable ν appears naturally, indeed

ν = P[B(G1−W∞
− 1, p∞) 6= 0],

is the asymptotic probability that the walker starting from the top of a leaf will
reach its bottom.

We now reduced the problem to finding the Laplace transform of the r.h.s. of (5.2).
We do this with the help of tail estimates (see Section 10) and a Tauberian theorem
(see Section 12). In this way we obtain Theorem 13.1
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E[e−λnχ1(n)] = 1− Cbλ
γn−ε + o(n−ε),

and recalling (5.1), we get

E[e−λn∆n]→ e−ρCaCbλ
γ

,

which is the main result.

Let us explain how the exponent γ appears. In (5.2), we notice that the only
random variable that makes ∆n large is the number G of excursions from δ. But
roughly G = βH , where H is the height of the big leaf and since the largest leaves
met are of height H ≈ − lnn/ ln f ′(q), we get ∆n ≈ G ≈ n1/γ , hence the order of
magnitude.

Remark 5.1. The reasoning fails in the critical case γ = 1, indeed in this case we
have to consider a critical height hn which is smaller. This causes many problems, in
particular in big leaves there can be big subleaves and so, for example, the time to go
from the top to the bottom of a leaf cannot be neglected anymore.

6. The time is essentially spent in big leaves

We recall that hn = −(1 − ε) lnn/ ln f ′(q). We have asymptotic estimates on the
probability of being a hn-leaf

(6.1) ηn := P[H ≥ hn] ∼ αnε−1,

using Lemma 4.3.

For x ∈ backbone, we denote Lx the set of leaves rooted at x (if x is not in the
backbone then Lx = ∅). Let us denote the vertices in big leaves by L(hn) = {y ∈
tree, y is in a hn-leaf.}.

Our aim for this section is to show the following

Theorem 6.1. For ε > 0 and any λ > 0, we have

E[e−λn∆n ] = E[e−λnχ(n)] + o(1),

where χ(n) = #{1 ≤ i ≤ ∆n|Xi−1, Xi ∈ L(hn)} is the time spent in the interior of
big leaves up to time ∆n.

Define

(i) A1(n) = {∆Y
n ≤ C1n},

(ii) A2(n) = {# ∪
∆Y

n
i=1 LYi

≤ C2n}

(iii) A3(n) =

{
max

ℓ∈LYi
,i≤∆Y

n

#{0 ≤ i ≤ ∆Y
n |Yi ∈ ℓ, Xσi+1 ∈ ℓ} ≤ C3 lnn

}
,

(iv) A(n) = A1(n) ∩A2(n) ∩ A3(n).

The following lemma tells us that typically the walk spends less than C1n time
units before reaching level n, sees less than C2n leaves and enters each leaf at most
C3 lnn times.
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Lemma 6.1. For appropriate C1, C2 and C3, we have

P[A(n)c]→ 0.

Proof. By a comparison to the β-biased random walk on Z, the law of large numbers
yields

P[A1(n)c]→ 0,

for C1 large enough.

On A1(n), the number of different vertices visited by (Yi)i≥0 up to time ∆Y
n is

lower than C1n. The descendents at each new vertex are drawn independently of the
preceding vertices. Moreover at each vertex the mean number of leaves is lower than
the mean number of children, thus E[#L0] ≤ m/(1 − q). The law of large numbers
yields for C2 > C1m/(1− q) that

P[A2(n)c] ≤ P

[
C1n∑

i=0

#L
(i)
0 > C2n

]
+ P[A1(n)c]→ 0,

where #L
(i)
0 are i.i.d. random variables with the law #L0. This yields the second

part.

For A3(n), we want, given a vertex x in the backbone and any ℓ ∈ Lx to give an
upper bound on the number of transitions from x to y, where y is the bud associated
to ℓ. Moreover let z be an offspring of x in the backbone. Then, forgeting all paths
not visiting y or z, the number of transitions from x to y is lower than the number
of transitions from x to y, if each time the walker is at x he has to go to y or z, both
with probability 1/2. Now, for the latter random walk we have that

(i) the number of transitions from x to y before reaching z is dominated by a
geometric random variable of parameter 1/2,

(ii) the number of transitions from x to z is dominated by a geometric random
variable of parameter p∞, since the escape probability from z is at least p∞.

Consequently the number of transitions from x to y is dominated a geometric ran-
dom variable of parameter p∞/2. Thus

P[A3(n)c ∩ A2(n)] ≤ C2nP
[
Gp∞/2 ≥ C3 lnn

]
≤ CnC3 ln(1−p∞/2)+1,

and if we take C3 large enough we get the result. �

Now we can start proving Theorem 6.1, we shall decompose ∆n into

(6.2) ∆n = ∆Y
n + χ(n) +

∑

ℓ∈ ∪
∆Y

n
i=0LYi

\ L(hn)

N(ℓ),

where N(ℓ) = {1 ≤ i ≤ ∆n|Xi−1 ∈ ℓ,Xi ∈ ℓ}.

The distribution of N(ℓ) conditionally on the backbone, the buds and (Y ′i )i≤∆Y ′

n
,

the walk on the backbone and the buds, is
∑Eℓ

i=1R
(i)
ℓ . Here we denoted Eℓ the number
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of entries in ℓ and R
(i)
ℓ is the return time during the i-th excursion from the top of ℓ,

where ℓ is a leaf conditioned to have height lower than hn.

Obviously we get from (6.2) that

E[e−λn∆n ] ≤ E[e−λnχ(n)].

From (6.2) we get

E[e−λn∆n] ≥ E

[
1A(n) exp

(
−λn

(
χ(n) + ∆Y

n +
∑

ℓ∈∪
∆Y

n
i=0LYi

\L(hn)
N(ℓ)

))]

≥ E

[
1A(n) exp

(
−λn

(
χ(n) +

∑C2n
i=0

∑C3 lnn
j=0 R

(i)
ℓ

))]
+ o(1),

since exp(λnn) = 1 + o(1) and ∆Y
n ≤ C1n on A(n).

Now we use that for a fixed ℓ, the (R
(i)
ℓ )i≥0 are i.i.d. copies. For ℓ 6= ℓ′, R

(i)
ℓ and R

(j)
ℓ′

are independent with respect to the walk and the environment. Finally the random

variables R
(i)
ℓ are independent of χ(n) with respect to the walk and the environment.

Hence the last term is

E[e−λn∆n] ≥ E

[
Eω[e−λnχ(n)]

C2n∏

i=0

Eω[e−λnR
(1)
ℓ ]C3 lnn

]
+ o(1)

≥ E[e−λnχ(n)]E
[
Eω[e−λnR

(1)
1 ]C3 lnn

]C2n

+ o(1),

where we used Lemma 6.1.

Then using Jensen’s inequality and the fact that e−x ≥ 1− x for x ≥ 0,

E[e−λn∆n] ≥ E[e−λnχ(n)](1− λnE[R
(1)
1 ])C2C3n lnn + o(1).

Now using Lemma 4.4 and Lemma 4.1, we get

E[R
(1)
1 ] = E[Eω

root[T
+
root]|H < hn] = 2

hn−1∑

i=0

βiE[Zn|H < hn]

≤ 2

hn−1∑

i=0

(βf ′(q))i ≤ Cn(1−ε)(−1+1/γ).

Inserting this in the previous inequality, we get

E[e−λn∆n] ≥ E[Eω[e−λnχ(n)]](1− Cn−1/γn(1−ε)(−1+1/γ))n lnn + o(1),

as γ < 1 and ε > 0, we get

E[e−λn∆n] ≥ E[e−λnχ(n)] + o(1),

thus proving Theorem 6.1.
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7. Asymptotic escape probability

We denote Kx = maxb∈Bx H(b), the height of the biggest leaf rooted at x for
x ∈ backbone, where we recall that H denotes the height of the leaf from the bud and
not from the root.

Lemma 7.1. We have

P[K0 ≥ hn] ∼ Can
ε−1,

where Ca = αqm−f ′(q)
1−q

.

Proof. We denote Z the number of children of a vertex and Z∗ the number of children
with an infinite line of descent. Let P the law of a f-Galton Watson which is not
conditioned on non-extinction and E the corresponding expectation.

P[K0 ≥ hn] = P

[
max

i=1...Z−Z∗

H(i) ≥ hn

]
= 1−

E[(1− ηn)
Z−Z∗

(1− 1Z∗=0)]

1− q
,

the indicator function comes from the conditioning of non-extinction, which corre-
sponds to Z∗ 6= 0. Moreover H(i) denotes a sequence of independent random variables
which have the law of the height of a h-Galton-Watson tree.

So

P[K0 ≥ hn] = 1−
E[(1− ηn)

Z−Z∗

]−E[(1− ηn)
Z−Z∗

0Z
∗

]

1− q
,

and using E[sZ−Z
∗

tZ
∗

] = f(sq + t(1− q)) (see [10] Section 11.5) we get

P[K0 ≥ n] = 1−
f((1− ηn)q + 1− q)− f(q(1− ηn))

1− q
.

Now, using Lemma 4.3 and the expansion f(z − x) = f(z) − f ′(z)x + o(x) for
z ∈ {q, 1}, we get the result. �

Define the first time when we meet the root of a hn-leaf using the clock of Yn,

(7.1) K(n) = inf{i ≥ 0|KYi
≥ hn}.

We also define ℓ(n) to be a hn-leaf rooted at YK(n), if there are several possibilities we
choose one leaf according to some predetermined order. We denote b(n) the associated
bud.

We want to describe, on the event {0− SR}, starting from YK(n) the probability of
entering ℓ(n), this is described by the following random variable,

(7.2) Wn = Eω
0

[
P ω
YK(n)

[
Tb(n) <∞

∣∣ 0-SR]|(Ui)i≤K(n)

]
,

where ω is chosen under the law P[.] and (Ui)i≤K(n) under P ω
0 [.|0 − SR]. The

conditioning on (Ui)i≤K(n) is needed here because of Remark 3.2.
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Proposition 7.1. There exists a random variable W∞ such that

Wn
law
→ W∞.

Fix n ∈ N
∗ and set m ≥ n. We aim at comparing the law of Wm with that of Wn

and to do that we want to study the behaviour of the random walk starting from the
last super-regeneration time before a hn-leaf (resp. hm-leaf) is seen. This motivates
the definition of the last super-regeneration time seen before time n,

Σ(n) := max{0 ≤ i ≤ n, i− SR}.

For our purpose it is convenient to introduce a modified version of Wm, which will
coincide with high probability with it. For m ≥ n, set

K(m,n) = inf{j ≥ 0, KYj
≥ hm, ℓ(m) ◦ θΣ(j) = ℓ(n) ◦ θΣ(j)},

the first time we meet a hm-leaf which is the first hn-leaf of the current regeneration
block, and

Wm,n = Eω
0

[
P ω
YK(m,n)

[
Tb(m) <∞

∣∣ 0-SR]|(Ui)i≤K(m,n)

]
,

where ω is chosen under the law P[.] and (Ui)i≤K(m,n) under P ω
0 [.|0-SR].

Lemma 7.2. For m ≥ n we have that

Wm,n
law
= Wn.

Proof. To reach a vertex adjacent to a hm-leaf, the walker has to reach a vertex
adjacent to a hn-leaf. We have two cases: either the first hn-leaf met is also a hm-leaf
or it is not.

In the former case, which has probability ηm/ηn > 0, since the height of the first
hn-leaf met is independent of the sequence (Ui)i≤K(n), the random variables Wm,n and
Wn coincide.

In the latter case, by its definition, Km,n cannot occur before the next super-
regeneration time, hence Km,n ≥ τ1 ◦ θK(n). In this case Wm,n = Wm,n ◦ θK(n) and
then by Proposition 3.1,

Wm,n ◦ θτ1◦θK(n)

law
= Wm,n,

and Wm,n ◦ θτ1◦θK(n)
is independent of (Ui)i≤τ1◦θK(n)−1.

The scenario repeats itself until the hn-leaf reached is in fact a hm-leaf, the number
of attempts necessary to reach this hm-leaf is a geometric random variable of parameter
ηm/ηn which is independent of the (Ui)’s.

This means that there is a family (W
(i)
n )i≥0 of i.i.d. random variable with the same

law as Wn such that

Wm,n = W (G)
n ,
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where G is a geometric random variable independent of the (W
(i)
n )i≥0. Then, note

that we have

Wm,n = W (G)
n

law
= Wn.

�

We need to show that Wm,n and Wm coincide with high probability, so we introduce

Am,n = {ℓ(m) = ℓ(n) ◦ θΣ(K(m))},

on which clearly those random variables are equal.

Let us denote

V i
j = {# ∪τ1i=0 {ℓ ∈ LYi

, ℓ is a hj-leaf} = i},

and

V i,+
j = {# ∪τ1i=0 {ℓ ∈ LYi

, ℓ is a hj-leaf} ≥ i}.

Then we have

(7.3) P[Acm,n|0− SR] ≤ P[V 2,+
n |V

1,+
m , 0− SR].

Let us denote #Leaf the number of leaves seen before τ1,

#Leaf = #{ℓ ∈ ∪τ1i=0LYi
},

and its generating function by

ϕ(s) := E
[
s#Leaf|0− SR

]
.

The probability of Am,n can be estimated with the following lemma.

Lemma 7.3. We have

∀m ≥ n, P[V 2,+
n |V

1,+
m , 0− SR] ≤ ϕ′(1)− ϕ′(1− ηn).

Now, because of Remark 3.1, we have E [#Leaf|0− SR] ≤ E[τ1|0−SR]E[#L0] <∞,
hence φ′ is continuous at 1, and we get using (7.3) that

(7.4) sup
m≥n

P[Acm,n|0− SR] = o(1).
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Proof. Let us make the following remark, set i ≥ 1,

(7.5)

P[V i
n|V

1,+
m , 0− SR] =

P[V i
n|0− SR]

P[V 1,+
m |0− SR]

P[V 1,+
m |V

i
n, 0− SR]

≤
P[H ≥ hm|H ≥ hn]

P[V 1,+
m |0− SR]

iP[V i
n|0− SR]

≤ i
P[V i

n|0− SR]

ηn

ηm

P[V 1,+
m |0− SR]

≤ i
P[V i

n|0− SR]

ηn
.

Then we have

∑

i≥2

iP[V i
n|0− SR]

=
∑

i≥2

∑

j≥i

P[#Leaf = j|0− SR]i

(
j

i

)
ηin(1− ηn)

j−i

=
∑

j≥0

jP[#Leaf = j|0− SR]

j∑

i≥2

(
j − 1

i− 1

)
ηin(1− ηn)

j−i

= ηn
∑

j≥0

jP[#Leaf = j|0− SR]

j−1∑

i≥1

(
j − 1

i

)
ηin(1− ηn)

(j−1)−i

= ηn
∑

j≥0

jP[#Leaf = j|0− SR]
(
1− (1− ηn)

j−1
)

= ηn(ϕ
′(1)− ϕ′(1− ηn)).

Inserting this in (7.5) we get

P[V 2,+
n |V

1,+
m , 0− SR] ≤

1

ηn

∑

i≥2

iP[V i
n|0− SR] = ϕ′(1)− ϕ′(1− ηn),

which concludes the proof of Lemma 7.3. �

Now applying Lemma 7.3, Lemma 7.2 and (7.4) we get,

P[Wm ≥ y|0− SR] = P[Am,n,Wm,n ≥ y|0− SR] + o(m,n)
= P[Wm,n ≥ y|0− SR] + o(m,n)
= P[Wn ≥ y|0− SR] + o(m,n),

where the supm≥n o(m,n)→ 0 as n goes to infinity.

The law of a random variable W∞ can be defined as a limit of some subsequence of
(P[Wm ≥ y|0− SR])m≥0, since for all m we have Wm ∈ [0, 1] a.s.. Then taking m to
infinity along this subsequence in the preceding equation yields

∀y ∈ [0, 1], P[W∞ ≥ y] = P[Wn ≥ y|0− SR] + o(1).

This proves Proposition 7.1.

We will need the following bounds for the random variables (Wn)1≤n≤∞.
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Lemma 7.4. We have Wn ∈ [0, 1− p∞/3] a.s. for n ∈ N ∪ {∞}.

Proof. Indeed, for n ∋ N, starting from any point x of the backbone, the walker has
probability at least 1/3 to go to an offspring of x on the backbone before going to
b(n) or ←−x . From that point the walker has probability at least p∞ to be at a super-
regeneration time. The result follows for n ∈ N, the case n = ∞ then follows from
Proposition 7.1. �

8. The time spent in different leaves is asymptotically independent

In order to show the asymptotic independence of the time spent in different big
leaves we shall use super-regeneration times. First we show that with overwhelming
probability there is no big leaf in the first super-regeneration block.

Define

(i) B1(n) = {#{Y1, . . . Yτ1} ≤ nε},
(ii) B2(n) = {∀i ≤ τ1, #LYi

≤ n2ε},
(iii) B3(n) = {∀i ≤ τ1, ∀ℓ ∈ LYi

, ℓ is not a hn-leaf},
(iv) B(n) = B1(n) ∩B2(n) ∩ B3(n).

Lemma 8.1. For ε < 1/3, we have

P[B(n)c]→ 0.

Proof. Since τ1 has some positive exponential moments and B1(n) ⊂ {τ1 ≥ nε},

P[B1(n)c] = o(1).

Using the fact that the number leaves at different vertices is independent

P[B2(n)c] ≤ P[B1(n)c] + nεP[#L0 ≥ n2ε] ≤ o(1) + n−ε
m

1− q
= o(1),

where we used Chebyshev’s inequality and E[#L0] ≤ E[Z1] ≤m/(1− q).

Then we have

P[B3(n)c] ≤ P[B2(n)c] + n2εηn = o(1),

yielding the result using (6.1), since ε < 1/3. �

We define R(n) = #{Y1, . . . , Y∆Y
n
} and the number of vertices adjacent to a hn-leaf

ln = #
{
i ∈ [0,∆Y

n ], LYi
contains a hn-leaf

}
. Set ε′ > 0, recall 3.2 and define

(i) C1(n) = {(1− ε′/2)ρn ≤ R(n) ≤ (1 + ε′/2)ρn},
(ii) C2(n) = {(1− ε′)ρCan

ε ≤ ln ≤ (1 + ε′)ρCan
ε},

(iii) C3(n) =
{
∀1 ≤ i ≤ ∆Y

n , # {ℓ ∈ LYi
|ℓ is a hn-leaf} ≤ 1

}
,

(iv) C(n) = C1(n) ∩ C2(n) ∩ C3(n).

We have
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Lemma 8.2. For any ε′ > 0 and ε < 1/3, we have

P[C(n)]→ 1.

Proof. The asymptotics for C1(n) and C2(n) are obtained by applying the law of large
numbers, we recall that Ca is defined in Lemma 7.1.

On C2(n), there are at most Cnε vertices adjacent to at least a hn-leaf, we only need
to prove that those vertices do not contain more than two hn-leaves with probability
going to 1. Using the same reasoning as in Lemma 7.3 we get

P[0 has at least two hn-leaves|0 has at least one hn-leaf]
≤ 1

1−q
(f ′(1)− f ′(1− ηn)) ≤ Cηn

where we used that E[Z2] <∞, which implies that f ′′(1) <∞.

The result follows from the fact that ηn = o(n−ε) for ε < 1/3. �

Let us denote χ∗(n) = {1 ≤ i ≤ σ∆Y
n
, Xi−1, Xi ∈ L(hn)} the time spent in big leaves

before crossing level n on the backbone.

On B(n) there is no big leaf in the first super-regeneration block, on C(n) all big
leaves are met in distinct super-regeneration blocks and C2(n) tells us the asymptotic
number of such blocks. Hence using Lemma 8.1, Lemma 8.2, Proposition 3.1 and
Remark 3.3, we get

E[e−λnχ∗(n)] ∈
[
E[e−λnχ1(n)|0-SR](1+ε

′)ρCanε

+ o(1),E[e−λnχ1(n)|0-SR](1−ε
′)ρCanε

+ o(1)
]
,

with

(8.1) χ1(n) = #{i ≥ 1|Xi−1, Xi ∈ ℓ(n)},

where ℓ(n) was defined right after (7.1).

We want to show that χ(n) (defined in Theorem 6.1) and χ∗(n) are close. Let us
denote

D(n) =

{
max

ℓ ∈ ∪i=0,...,∆Y
n
LYi

H(ℓ) ≥
2 lnn

− ln f ′(q)

}
.

Lemma 8.3. We have

P[D(n)]→ 1.

Proof. Due to (4.6), we know that P[H ≥ 2 lnn
− ln f ′(q)

] ≤ n−2, so using Lemma 6.1

P[D(n)c] ≤ P[A2(n)c] + P[A2(n) ∩D(n)c] ≤ o(1) + Cn−1 = o(1),

which concludes the proof. �
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On D(n), we know that to cross level n on a leaf, it has to be rooted after level
n− (−2 lnn/ ln f ′(q)), thus we have the following inequality

χ∗
(
n−

2 lnn

− ln f ′(q)

)
≤ χ(n) ≤ χ∗(n),

and consequently we get for all ε′ > 0

(8.2)

E[e−λnχ(n)] ∈
[
E[e−λnχ1(n)|0-SR](1+2ε′)ρCanε

+ o(1),E[e−λnχ1(n)|0-SR](1−2ε′)ρCanε

+ o(1)
]
,

for n large enough.

In the light of Theorem 6.1, our problem reduces to understanding the Laplace
transform of χ1(n).

9. The time is spent at the bottom of the leaves

In order to compute χ1(n) (defined in (8.1)), we see that the walker enters ℓ(n)
exactly G1−Wn − 1 times, where G1−Wn is a geometric random variable of parameter
1−Wn (see (7.2) for the definition). The random variable Wn is independent of ℓ(n)
and of the walk on this big leaf.

In this section we investigate the walk on a big leaf., this means that we are now
considering a random walk in a finite random environment. For clarity we will call
root the vertex YK(n) on the backbone where ℓ(n) is attached. Moreover set En[.] :=

E[.|H ≥ hn], E
ω := Eω

root and En := En[E
ω[.]].

Remark 9.1. To ease notations, we add to all these probability spaces an independent
random variable Wn which is distributed as the former Wn (see (7.2)) under the law
P[.|0− SR].

We will extensively use the description of Section 4, in particular we recall that a
leaf is composed of root which is linked by an edge to a h-Galton-Watson tree.

We want to specify what ℓ(n) looks like. Denoting

h′n =
(1 + ε) lnn

− ln f ′(q)
,

consider

(i) A1(n) = {H ≤ h′n},
(ii) A2(n) = {there are less than nε subleaves},
(iii) A3(n) = {all subleaves of ℓ(n) have height ≤ hn},
(iv) A(n) = A1(n) ∩A2(n) ∩ A3(n).

Lemma 9.1. For ε < 1/3, we have

Pn[A(n)c] = o(n−ε).

Proof. First
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Pn[A1(n)c] ≤
P[H ≥ h′n]

P[H ≥ hn]
∼ n−2ε = o(n−ε).

Furthermore using Lemma 4.2, Lemma 4.4 and (4.6), we get

Pn[A2(n)c]
≤ Pn[A1(n)c] + Pn[A1(n), there are nε/h′n subleaves on a vertex of the spine]

≤ o(n−ε) + h′nCψ
nε

h′n
qn

ε/h′n = o(n−ε).

Finally

Pn[A3(n)c]
≤ Pn[A2(n)c] + Pn[A2(n), there exists a subleaf of height ≥ hn]
≤ o(n−ε) + nεηn = o(n−ε),

where we used Lemma 4.4 and ε < 1/3. �

We recall that we denote by δ = δ(ω) the left-most bottom point of ℓ(n). Let us
introduce

(9.1) T
ℓ(n)
0 := max{i ≥ 0|Xi = δ, i < T+

root ◦ θTδ
} − Tδ.

Starting from δ, it is the time spent during all excursions from δ before exiting the
leaf. In this section we want to show

Proposition 9.1. For ε < 1/4,

E[e−λnχ1(n)|0-SR] = En


 1

1 + Wn(1−β−1)
1−Wn

(
1− Eω

δ [e−λnT
ℓ(n)
0 ]
)


+ o(n−ε).

Fix an environment ω. Each time the walker enters the hn-leaf two cases can be
distinguished: either the walker will reach δ, or he will not before he comes back to
root. This yields :

Eω[e−λnT
+
root] = P ω[T+

δ > T+
root]E

ω[e−λnT
+
root|T+

δ > T+
root]

+P ω[T+
δ < T+

root]E
ω[e−λnT

+
root|T+

δ < T+
root].

Let us point out that P ω[T+
δ < T+

root] = 1−β−1

1−β−(H+1) , since we recall that the distance

between root and δ is 1 +H .

In particular if ω ∈ {H ≥ hn}, we get
∣∣P ω[T+

δ < T+
root]− (1− β−1)

∣∣ ≤ Cn
ε−1

γ ,
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where C does not depend on ω. Using
∣∣(a+ x)k − ak

∣∣ ≤ k |x| (1+|x|)k−1 for |a| ≤ 1,
we get that

(9.2)

Eω[e−λnT
+
root]k =

(
β−1Eω[e−λnT

+
root|T+

δ > T+
root]

+(1− β−1)Eω[e−λnT
+
root|T+

δ < T+
root]

)k
+ ko1(n

−ε)(1 + o1(n
−ε))k−1,

where o1(n
−ε) ≤ Cn

ε−1
γ and C does not depend on k nor on ω ∈ {H ≥ hn}.

To tackle the conditionings that appear, we shall use h−processes, see [5] and [16]
for further references. For a given environment ω let us denote hω the voltage (see
[10]) on the leaf when hω(root) = 1 and hω(δ) = 0. Then we have the following
formula :

(9.3) P ω
y [X1 = z|T+

δ > T+
root] =

hω(z)

hω(y)
P ω
y [X1 = z],

for y, z in the leaf.

We recall that the voltage is harmonic except on δ and root, and can be written as
hω(z) = P ω

z [Tδ > Troot]. It can be computed using electrical networks

hω(y) = hω(y ∧ δ) = β−d(root,y∧δ)
1− β−(H+1−d(root,y∧δ))

1− β−(H+1)
.

In particular we can make the following remarks for the walk conditioned on T+
δ >

T+
root

(i) the walk remains unchanged on the subleaves,
(ii) for y on the spine and s ∈ Sy, we have P ω

y [X1 = ←−y |T+
δ > T+

root] > P ω
y [X1 ∈

s|T+
δ > T+

root],
(iii) for y 6= {δ, root} on the spine, we have P ω

y [X1 = ←−y |T+
δ > T+

root] > βP ω
y [X1 =

−→y |T+
δ > T+

root].

Condition (ii) and (iii) state respectively that the conditioned walk is more likely
to go towards root than to go into a given subleaf and that restricted to the spine the
conditioned walk is more than β-drifted towards root.

We can thus prove the following lemma

Lemma 9.2. Suppose ε < 1/3.

Let z be δ or root, there exists a function o2 : R→ R such that

1− En[E
ω
z [e−λnT

+
root|T+

δ > T+
root]] ≤ o2(n

−ε),

and o2(n
−ε) = o(n−ε).

Proof. Set ω ∈ A(n). As always, we denote by Ga a geometric random variable with
parameter a.
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First we show that the walk cannot visit too often a vertex of the spine. Indeed let y
be a vertex of the spine, using remark (iii), we have P ω

y [T+
y > T+

root|T
+
δ > T+

root] ≥ p∞.

So denoting N(y) = #{n ≤ T+
root| Xn = y}, we have

P ω
z [N(y) ≥ n|T+

δ > T+
root] ≤ P [Gp∞ ≥ n] = (1− p∞)n−1,

Furthermore, we cannot visit often a given subleaf s(y) ∈ Sy. If we denote the
number of entries into s(y) by N(s(y)) = #{n ≤ T+

root| Xn = y, Xn+1 ∈ s(y)}, we
have

P ω
z [N(y) ≥ n|T+

δ > T+
root] ≤ P

[
Gp∞/2 ≥ n

]
,

where we use remark (ii) and a reasoning similar to the one for the asymptotics on
A3(n) in Lemma 6.1. So

P ω
z [N(s(y)) ≥ n|T+

δ > T+
root] ≤ rn−1,

for any r ∈ (p∞/2, 1).

Denoting B(n) = {N(y) ≤ nε, N(s(y)) ≤ nε, for y in the spine, and s(y) ∈ Sy},
we have easily, with A(n) as in Lemma 9.1

∀ω ∈ A(n), P ω
z [B(n)c] ≤ o3(n

−ε),

where o3(n
−ε) = o(n−ε) and does not depend on ω.

Let us now consider the following decomposition :

T+
root = Tspine +

∑

s∈subleaves

N(s)∑

j=1

Rj
s,

where Tspine = #{n ≤ T+
root|Xn is in the spine} and Rj

s is the time spent in the
subleaf s during the j-th excursion in it. Consequently

En[1A(n)E
ω[e−λnT

+
root|Tδ > T+

root]]

≥ e−λnnεh′nEn

[
1A(n)E

ω
[
1B(n) exp

(
−λn

∑
s∈S

∑N(s)
j=1 R

j
s

)]]
+ o(n−ε)

≥ (1− λnn
εh′n)

(
1− λnEn

[
1A(n)E

ω
[
1B(n)

∑
s∈S

∑N(s)
j=1 R

j
s

]])
+ o(n−ε)

≥ (1− λnn
εh′n)

(
1− λnEn

[
1A(n)

∑
s∈S n

εEω[R1
s ]
])

+ o(n−ε),

where we used e−x ≥ 1− x in the second inequality.

On A(n), the law of any subleaf s is that of a Galton-Watson conditioned to have
height strictly less than i+ 1 for some i ≤ hn. Then Lemma 4.1 implies that for such
a subleaf, Eω[Rj

s] has the same law as 2Πi,1,1
i+1 , we can choose independent random

variables Πj
1, . . .Π

j
h(n) with the same law as Π1,1,1

2 , . . . ,Πhn,1,1
hn+1 for j = 1, . . . , nε so that

for an arbitrary enumeration of the subleaves s1(ω), . . . , s#S(ω)(ω), we have

∀1 ≤ i ≤ #S(ω), Eω[R1
si(ω)] ≤ 2

hn∑

j=1

Πi
j .
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On A(n), #S(ω) ≤ nε and En[Π
i
j ] ≤ C(βf ′(q))i using Lemma 4.4. Hence, we get

En[1A(n)E
ω[e−λnT

+
root|Tδ > T+

root]]
≥ (1− λnn

εh′n)
(
1− λnEn

[
1A(n)

∑
s∈S n

εEω[R1
s ]
])

+ o(n−ε)

≥ (1− λnn
εh′n)

(
1− 2λnn

εEn

[
nε
∑hn

j=1 Π1
j

])
+ o(n−ε)

≥
(
1− λnεh′n

n1/γ

) (
1− Cλnn

2ε(βf ′(q))hn
)

+ o(n−ε).

Furthermore we have

n2ε(βf ′(q))hn

n1/γ
= n2εn−1+ε(1−1/γ) = o(n2ε−1),

so that

En[1A(n)E
ω[e−λnT

+
root|Tδ > T+

root]] ≥ (1− o(nε−1))(1− o(n2ε−1)) + o(n−ε).

Since ε < 1/3 the result holds. �

The previous proof is mainly based on the three remarks preceding the statement
of Lemma 9.2, thus we can make a very similar proof work in the following case :

Lemma 9.3. Suppose ε < 1/3.

Let z be δ or root, there exists a function o2 : R→ R such that

1−En[E
ω
z [e−λnT

+
δ |T+

δ < T+
root]] ≤ o2(n

−ε),

where o2(n
−ε) = o(n−ε).

We can take the same function o2(n) for both Lemma 9.2 and Lemma 9.3 to ease
notations.

To apply the same methods we only need that the h-process corresponding to the
conditioning T+

δ < T+
root verifies that

(i) the walk remains unchanged on the subleaves,
(ii) for y on the spine and s ∈ Sy, we have P ω

y [X1 = −→y |T+
δ < T+

root] > P ω
y [X1 ∈

s|T+
δ < T+

root],
(iii) for y 6= {δ, root} on the spine, we have P ω

y [X1 = −→y |T+
δ < T+

root] > βP ω
y [X1 =

←−y |T+
δ < T+

root].

This immediately follows from the computation of the voltage verifying ĥω(root) = 0

and ĥω(δ) = 1, which gives

(9.4) hω(y) = hω(d(y ∧ δ, δ)) =
βH+1 − βd(y∧δ,δ)

βH+1 − 1
.

From Lemma 9.3 and Lemma 9.2, we deduce the following proposition where T
ℓ(n)
0

is defined in (9.1)
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Proposition 9.2. Given k ∈ N and j ≤ k we have :

En[E
ω[e−λnT

+
root|T+

δ < T+
root]

jEω[e−λnT
+
root|T+

δ > T+
root]

k−j]

≥ En[E
ω[e−λnT

ℓ(n)
0 ]j ]− 2ko2(n).

We point out that it is immediate to obtain the converse inequality without the
term ko2(n).

Proof. We have to understand T+
root under P ω[.|T+

δ < T+
root], which can be decomposed

into

(9.5) T+
root

law
= R1 + T

ℓ(n)
0 +R2,

where R1 is distributed as T+
δ under P ω[.|T+

δ < T+
root], R2 is distributed as T+

root

under P ω
δ [.|T+

δ > T+
root] and R1, R2 and T

ℓ(n)
0 are independent.

For convenience we denote R3 a random variable of law T+
root under P ω[.|T+

δ > T+
root].

Now that the notations are in place, we get

En[E
ω[e−λnT

+
root|T+

δ < T+
root]

jEω[e−λnT
+
root|T+

δ > T+
root]

k−j]

= En[E
ω[e−λnT

ℓ(n)
0 ]jEω[e−λnR1]jEω[e−λnR2 ]jEω[e−λnR3 ]k−j].

Then

En[(1−E
ω[e−λnR1 ])Eω[e−λnT

ℓ(n)
0 ]jEω[e−λnR1 ]j−1Eω[e−λnR2 ]jEω[e−λnR3 ]k−j]

≤ En[1− E
ω[e−λnG1 ]] ≤ o2(n),

where we used Lemma 9.3. Using Lemma 9.2 as well, a simple recursion gets rid of
the exponents R1, R2 and R3 in k + j ≤ 2k steps, proving Proposition 9.2. �

We are now able to prove Proposition 9.1. Recalling (8.1), we see that

χ1(n) =

G1−Wn−1∑

i=0

T
+,(i)
root ,

where G1−Wn is a geometric random variable of random parameter 1−Wn and T
+,(i)
root

is a sequence of i.i.d. random variables distributed as T+
root under En[.]. Moreover Wn

and the T
+,(i)
root ’s are independent. So

E[e−λnχ1(n)|0-SR] =
∞∑

k=0

En[(1−Wn)W
k
n ]En[E

ω[e−λnT
+,(1)
root ]k].

Then we use (9.2) to get
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∞∑

k=0

En[(1−Wn)W
k
n ]En[E

ω[e−λnT
+,(1)
root ]k]

=

∞∑

k=0

En[(1−Wn)W
k
n ]En

[(
β−1Eω[e−λnT

+
root|T+

δ > T+
root]

+(1− β−1)Eω[e−λnT
+
root|T+

δ < T+
root]

)k]
+ ko1(n

−ε)(1 + o1(n
−ε))k.

Recalling Lemma 7.4 and Remark 9.1, we get that

∞∑

k=0

En[(1−Wn)W
k
n ]ko1(n

−ε)(1 + o1(n
−ε))k = o(n−ε).

So we have

E[e−λnχ1(n)|0-SR]

=

∞∑

k=0

En[(1−Wn)W
k
n ]

k∑

j=0

(
k

j

)
En[(β

−1Eω[e−λnT
+
root|T+

δ > T+
root])

j

((1− β−1)Eω[e−λnT
+
root|T+

δ < T+
root])

k−j] + o(n−ε),

which yields using Proposition 9.2 that

E[e−λnχ1(n)|0-SR]

=

∞∑

k=0

En[(1−Wn)W
k
n ]

k∑

j=0

(
k

j

)
En

[(
β−1
)j (

(1− β−1)Eω
δ [e−λnT

ℓ(n)
0 ]
)k−j]

+o(n−ε),

since

∞∑

k=0

En[(1−Wn)W
k
n ]ko2(n

−ε) = o(n−ε) by Lemma 7.4. Finally

E[e−λnχ1(n)|0-SR]

=

∞∑

k=0

En[(1−Wn)W
k
n ]En

[(
(1− β−1)Eω

δ [e−λnT
ℓ(n)
0 ] + β−1

)k]
+ o(n−ε)

= En



 1−Wn

1−Wn

(
(1− β−1)Eω

δ

[
e−λnT

ℓ(n)
0

]
+ β−1

)



+ o(n−ε)

= En


 1

1 + (1−β−1)Wn

1−Wn

(
1− Eω

δ

[
e−λnT

ℓ(n)
0

])


+ o(n−ε),

which proves Proposition 9.1.
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10. Tail of the time spent at the bottom of the leaves

For a given configuration ω ∈ Ω, we decompose T
ℓ(n)
0 into

(10.1) T
ℓ(n)
0

law
=

Gp−1∑

i=0

T i1,

where Gp is a geometric random variable of parameter p with p = p(ω) := Pδ[T
+
δ >

T+
root] and we denote T1 and T

(i)
1 i.i.d. random variables independent of Gp, distributed

as T+
δ under P ω

δ [.|T+
δ < T+

root].

For our purpose it is not necessary to fully understand T
ℓ(n)
0 , it is in fact enough to

have tail estimates for a certain random variable, namely 1−p
p
Eω
δ [T1] under the law P.

The random variable p is function of the height H and can be computed

p = P ω
δ [T+

δ > T+
root] =

1− β−1

βH − β−1
.

In particular

(10.2)
1− p

p
=

βH − 1

1− β−1
.

We will show the following theorem

Theorem 10.1. We have the following estimate :

P

[
1− p

p
Eω
δ [T1] ≥ n

]
∼

αE[Sγ∞]

(1− β−1)γ
n−γ .

As the computations of the tail are technical, let us outline a sketch of the proof.
We recall that the definition of S∞ can be found at (4.5).

(i) If 1−p
p
Eω
δ [T1] is big, then the height H of the tree is big.

(ii) For H large, Eω
δ [T1] does not depend much on H and is close to S∞.

(iii) Since 1−p
p

only depends on H , the random variables 1−p
p

and S∞ are indepen-
dent and the result follows easily.

First of all we need to understand P ω
δ [.|T+

δ < T+
root] and to this end we will con-

sider the h-process associated with this conditioning. Let us compute the voltage ĥω

verifying ĥω(δ) = 1 and ĥω(root) = 0.

We shall enumerate the vertices of the backbone from 0 to H + 1, starting from δ
up to root. With these new notations formula (9.4) becomes

(10.3) ĥω(y) = ĥω(y ∧ δ) =
βH+1 − βy∧δ

βH+1 − 1
,

where y ∧ δ is identified to its number, as it is a vertex of the backbone.
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The transition probabilities are then given by a formula similar to (9.3). Obviously
they arise from conductances, we may take

(i) ĉ(0, 1) = 1,

(ii) ĉ(i, i+ 1) = ĉ(i− 1, i)
Pω

i [X1=i+1|T+
δ <T

+
root]

Pω
i [X1=i−1|T+

δ <T
+
root]

, for 1 ≤ i ≤ H,

(iii) ĉ(i, z) = c(i, i − 1)
Pω

i [X1=z|T
+
δ <T

+
root]

Pω
i [X1=i−1|T+

δ <T
+
root]

for i 6= 0 on the spine and z one of its

descendents which is not on the spine
(iv) ĉ(y, z) = βĉ(←−y , y) for any vertex y not on the spine and z one of its descen-

dents.

We can easily deduce from this that for y 6= root in the leaf and denoting z0 =
δ, . . . , zn = y the geodesic path from δ to y :

ĉ(←−y , y) =

n−1∏

j=1

P ω
zj

[X1 = zj+1|T
+
δ < T+

root]

P ω
zj

[X1 = zj−1|T
+
δ < T+

root]
,

which gives using (10.3) that

(10.4) ĉ(i, i+ 1) = β−i
ĥ(i+ 1)ĥ(i)

ĥ(1)ĥ(0)
= β−i

(1− βi−H)(1− βi−(H+1))

(1− β−H)(1− β−(H+1))
.

For an vertex z not on the spine, we have

(10.5)
ĉ(z,←−z ) = βd(

←−z ,z∧δ) ĥ(z ∧ δ)

ĥ(z ∧ δ − 1)
c(z ∧ δ,

−−→
z ∧ δ)

= βd(
←−z ,z∧δ) 1− βz∧δ−(H+1)

1− βz∧δ−1−(H+1)
c(z ∧ δ,

−−→
z ∧ δ).

This computation and Lemma 4.1 yields,

(10.6) Eω
δ [T1] = 2

H−1∑

i=0

β−i
(1− βi−H)(1− βi−(H+1))

(1− β−H)(1− β−(H+1))

(
1 +

1− βi−(H+1)

1− β(i−1)−(H+1)
Λi(ω)

)

where Λi was defined at (4.4).

The random variable S∞ is the limit of this quantity as H goes to infinity. Intro-
ducing the notation

Sn = 2
n−1∑

i=0

β−i(1 + Λi),

and recalling (4.5), we get the following

Proposition 10.1. We have E[S∞] <∞, and thus

Sn → S∞,

where the convergence is almost sure and in L1.
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We can therefore define

Rn = 2

∞∑

i=n

β−i(1 + Λi).

Proof. Recalling Lemma 4.5, we get

E[S∞] = 2

∞∑

i=0

β−iE[1 + Λi] ≤ CL2

∞∑

i=0

β−i(1 + (βf ′(q))i) <∞.

The L1 convergence is now obvious, and the almost sure convergence comes from
the fact that (Sn)n≥0 increases to an integrable limit S∞. �

Next we prove

Lemma 10.1. For any ε1 > 0, we have for n large enough

(1− ε1)P

[
1− p

p
S∞ ≥

1

1− ε1
n

]
≤ P

[
1− p

p
Eω
δ [T1] ≥ n

]
≤ P

[
1− p

p
S∞ ≥ n

]
.

Proof. First we have

(10.7) Eω
δ [T1] ≤ S∞,

which yields the right-most inequality. To prove the left-most inequality, note that

(10.8)

P

[
1− p

p
Eω
δ [T1] ≥ n

]

≥ P

[
1− p

p
Eω
δ [T1] ≥ n,Eω

δ [T1] ≥ (1− ε1)S∞

]

≥ P

[
1− p

p
S∞ ≥

1

1− ε1
n,Eω

δ [T1] ≥ (1− ε1)S∞

]

≥ P

[
1− p

p
S∞ ≥

1

1− ε1
n

]
P

[
Eω
δ [T1] ≥ (1− ε1)S∞|

1− p

p
S∞ ≥

1

1− ε1
n

]
.

Let us show

(10.9) P

[
Eω
δ [T1] ≥ (1− ε1)S∞|

1− p

p
S∞ ≥

1

1− ε1
n

]
→ 1 as n→∞.

Set M ∈ N, it follows from (10.6) that there exists y0 large enough such that

(10.10) H(ω) ≥ y0 =⇒ Eω
δ [T1] ≥

(
1−

ε1

2

)
SM .

Consequently
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P

[
Eω
δ [T1] ≥ (1− ε1)S∞|

1− p

p
S∞ ≥

1

1− ε1

n

]

≥ P

[
Eω
δ [T1] ≥ (1− ε1)S∞, H ≥ y0|

1− p

p
S∞ ≥

1

1− ε1

n

]

≥ P

[
SM ≥

1− ε1

1− ε1/2
S∞, H ≥ y0|

1− p

p
S∞ ≥

1

1− ε1
n

]

≥ P

[
SM ≥ (1− ε1/2)S∞|S∞

1− p

p
≥

1

1− ε1
n

]

+ P

[
H ≥ y0|

1− p

p
S∞ ≥

1

1− ε1
n

]
− 1.

Set ε2 > 0, to prove that the right-most term of the previous goes to 1 we proceed
in two steps.

(i) The first term can be made larger than 1 − ε2 independently of n, provided
we pick M large enough.

(ii) Once M is chosen, we can pick an appropriate y0, and it will remain to show
that for that y0, the second term can be made larger than 1− ε2 provided n
is big enough.

Let us show (i) by bounding from above the complementary event :

(10.11)

P

[
SM < (1− ε1/2)S∞|

1− p

p
S∞ ≥

1

1− ε1
n

]

≤
P
[
RM ≥

ε1
2
S∞,

1−p
p
S∞ ≥

1
1−ε1

n
]

P
[

1−p
p
S∞ ≥

1
1−ε1

n
]

≤
P
[

1−p
p
≥ ε1

2(1−ε1)
n
RM

]

P
[

1−p
p
≥ 1

1−ε1
n
] ,

where we used that S∞ ≥ 1.

Using (10.2) and (4.3), we get the following tail estimate

(10.12) P

[
1− p

p
≥ n

]
∼

α

(1− β−1)γ
n−γ ,

Thus, there exists c, C so that

cn−γ ≤ P

[
1− p

p
≥ n

]
≤ Cn−γ .

Since H and RM are independent, (10.11) becomes



33

P

[
SM < (1− ε1/2)S∞|

1− p

p
S∞ ≥

1

1− ε1
n

]
≤

P
[

1−p
p
≥ ε1

2(1−ε1)
n
RM

]

P
[

1−p
p
≥ 1

1−ε1
n
]

≤
C(ε1)n

−γ
∫
tγP[RM ∈ dt]

c(ε1)n−γ

≤ C ′(ε1)E[Rγ
M ].

This upper bound is independent of n and since RM goes to 0 almost surely, we
can pick M1 big enough for the upper bound to be smaller than ε2. This completes
step (i).

Fixing now the y1 corresponding to M1 in (10.10), we get

P
[
Eω
δ [T1] ≥ (1− ε1)S∞|

1−p
p
S∞ ≥

1
1−ε1

n
]

≥ P
[
H ≥ y1|

1−p
p
S∞ ≥

1
1−ε1

n
]
− ε2.

Let us complete step (ii) by showing that the complement of the term on the right
side of the previous equation goes to 0 as n goes to infinity. Keeping in mind (10.2),
we get

P

[
H < y1|

1− p

p
S∞ ≥

1

1− ε1
n

]

≤ P

[
n

1− ε1

1

S∞
≤
βy1 − β−1

1− β−1
|
βH − β−1

1− β−1
S∞ ≥

1

1− ε1
n

]

≤
P
[
S∞ ≥

n(1−β−1)
(1−ε1)(βy1−β−1)

]

P
[
S∞(βH − β−1) ≥ 1−β−1

1−ε1
n
]

≤
P
[
S∞ ≥

n(1−β−1)
(1−ε1)(βy1−β−1)

]

P
[
βH ≥ 1−β−1

1−ε1
n
]

≤
(1− ε1)(β

y1 − β−1)

n(1− β−1)

E[S∞]

c(ε1)n−γ

≤ C ′(ε1)n
γ−1,

where we used Chebyshev’s inequality and the asymptotics on H given by Lemma
4.3.

This quantity goes to 0 as n goes to infinity because γ < 1. So for n large enough

P

[
Eω
δ [T1] ≥ (1− ε1)S∞|

1− p

p
S∞ ≥

1

1− ε1

n

]
≥ 1− 2ε2,

which is what we wanted at (10.9).

Recalling (10.8) and using this last equation with ε2 = ε1
2

yields for n large enough

P

[
1− p

p
Eω
δ [T1] ≥ n

]
≥ (1− ε1)P

[
1− p

p
S∞ ≥

1

1− ε1
n

]
,
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proving the second inequality and Lemma 10.1. �

Now Theorem 10.1 will follow from bounds on P
[

1−p
p
S∞ ≥ n

]
. Using the indepen-

dence of H and S∞ and the fact that p depends only on H

P

[
1− p

p
S∞ ≥ n

]
=

∫
P

[
1− p

p
≥
n

t

]
P[S∞ ∈ dt].

Then by Chebyshev’s inequality

P
[
S∞ ≥ n

γ+1
2

]
≤

1

n
1+γ

2

E[S∞] = o(n−γ),

so

∫
P

[
1− p

p
≥
n

t

]
P[S∞ ∈ dt] =

∫ n
γ+1
2

0

P

[
1− p

p
≥
n

t

]
P[S∞ ∈ dt]

+o(n−γ).

We can compute the asymptotics of this integral using (10.12) to get

P

[
1− p

p
S∞ ≥ n

]
∼

α

(1− β−1)γ
n−γ

∫
tγP[S∞ ∈ dt].

Theorem 10.1 follows from this asymptotic and by letting ε1 go to 0 in Lemma 10.1.

11. Bounds on the time spent at the bottom of a leaf

We use a linearization argument similar to the one used in [5].

Recalling the decomposition of T
ℓ(n)
0 given at (10.1), we get for a fixed ω

Eω
δ [e−λnT

ℓ(n)
0 ] =

∑

k≥0

Eω
δ [e−λnT1]kp(1− p)k

=
p

1− (1− p)Eω
δ [e−λnT1]

= 1

1+ 1−p
p

(
1−Eω

δ [e−λnT1]
) .

We want to linearize the denominator, so we use 1− t ≤ e−t ≤ 1− t+ t2

2
to obtain

Eω
δ [e−λnT

ℓ(n)
0 ] ∈

[
1

1 + λn
1−p
p
Eω
δ [T1]

,
1

1 + 1−p
p

(λnE
ω
δ [T1]−

λ2
n

2
Eω
δ [T 2

1 ])

]
.

We have to bound Eω
δ [T 2

1 ] from above. This is not possible for all ω, but we can
give bounds on the following event

A5(n) =
{
Eω
δ [T 2

1 ] ≤ n
1−ε

γ

}
,

we have the following lemma.
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Lemma 11.1. For 0 < ε < min(1/4, γ), we have

Pn[A5(n)c] = o(n−ε).

Proof. In this proof we denote for y in the leaf, N(y) the time spent at y during an
excursion from δ, which is distributed as #{0 ≤ n ≤ T+

δ |Xn = y} under P ω
δ [.|T+

δ <
T+
root].

First we compute using Cauchy-Schwarz

Eω
δ [T 2

1 ] = Eω
δ




(
∑

y∈leaf

N(y)

)2




≤
∑

y,z∈leaf

Eω
δ [N(y)2]1/2Eω

δ [N(z)2]1/2

=

(
∑

y∈leaf

Eω
δ [N(y)2]1/2

)2

.

Now fix y in the tree, denote q1 = P ω
δ [T+

y < T+
δ |T

+
δ < T+

root] and q2 = P ω
y [T+

δ <

T+
y |T

+
δ < T+

root]. Then we have

∀k ≥ 1, P ω
δ [N(y) = k] = q1(1− q2)

k−1q2.

Hence

Eω
δ [N(y)2] =

∑

n≥1

n2q1(1− q2)
n−1q2 = q1

3− 2q2
q2
2

≤
3q1
q2
2

.

Then by reversibility of the walk, if π̂ is the invariant measure associated with the
conductances ĉ, we get q1 = π̂(δ)q1 = π̂(y)q2. This yields

Eω
δ [N(y)2] ≤

3π̂(y)

q2
.

Furthermore we have q2 ≥ p∞β
−d(y,y∧δ)/2. Indeed starting from y, the walker has

probability at least β−d(y,y∧δ) to reach y ∧ δ before y, then he has probability at least

1/2 to go to
−−→
y ∧ δ before going to z, where z is the first vertex on the geodesic path

from y ∧ δ to y. Finally from
−−→
y ∧ δ, the walker has probability at least p∞ to go to δ

before coming back to
−−→
y ∧ δ.

Finally we denote by π the invariant measure associated with the β-biased random
walk (i.e. not conditioned on T+

δ < T+
root), normalized so as to have π(δ) = 1. Then

we have

(i) For any y in the leaf, π̂(y) ≤ π(y) because of (10.4) and (10.5),
(ii) q−1

2 ≤ Cβd(δ,δ∧y)π(y).

Finally we get the following bound

Eω[N(y)2] ≤ Cβd(δ,δ∧y)π(y)2,
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and

Eω[T 2
1 ]1/2 ≤ C

∑

y∈leaf

βd(δ,δ∧y)/2π(y).

As a consequence, with A(n) as in Lemma 9.1 we get

En[1A(n)E
ω[T 2

1 ]
1
2 ] ≤ CEn


1A(n)

h′n∑

i=0

β−i/2Λi




≤ C

h′n∑

i=0

(β1/2f ′(q))i

≤ Cmax(1, (β1/2f ′(q))h
′

n),

where we used Lemma 4.1 and Lemma 4.4 for the first inequality.

Since (β1/2f ′(q))h
′

n = n(1+ε)(1/2γ−1), we get using Chebyshev’s inequality that

Pn[1A(n)E
ω[T 2

1 ]1/2 ≥ n
1−ε
2γ ] ≤ 1

n
1−ε
2γ

En[1A(n)E
ω[T 2

1 ]1/2]

≤ Cmax(n−
1−ε
2γ , nε/γ−1−ε).

The conditions on ε ensures that this last term is a o(n−ε). Hence

P[A(n) ∩A5(n)c] = o(n−ε),

and the result follows using Lemma 9.1. �

If we fix ξ > 0, we have A5(n) ⊂ {λnE
ω
δ [T 2

1 ] ≤ 2(1− e−ξ)}. Hence on A5(n)

Eω
δ [e−λnT

ℓ(n)
0 ] ∈

[
1

1 + λn
1−p
p
Eω
δ [T1]

,
1

1 + e−ξλn
1−p
p
Eω
δ [T1]

]
.

Introducing

Rn(λ) = En



(

1 +
(1− β−1)Wn

1−Wn

(
1−

1

1 + λn
1−p
p
Eω
δ [T1]

))−1

 ,

we get by Proposition 9.1 and Lemma 11.1 that

(11.1) Rn(λ) ≤ E[e−λnχ1(n)|0-SR] ≤ Rn(e
−ξλ) + o(n−ε).

12. A Tauberian result

The next result and its proof are very similar to a Tauberian Theorem proven in
[4]. We will prove
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Theorem 12.1. Let h : R+ → R+ be such that

lim
t→0

tβh(t) = 0 and lim
t→0

h(t) =∞.

Then we have the following asymptotics as t goes to 0

E⌊g(t)⌋

[
1−

(
1 +

(1− β−1)W⌊g(t)⌋
1−W⌊g(t⌋)

(
1−

1

1 + tZ

))−1
]

∼
1

P[H ≥ h(t)]

πγ

sin(πγ)

αE[Sγ∞]

(1− β−1)γ
E

[
(1− β−1)W∞
1− β−1W∞

(
1− β−1W∞

1−W∞

)γ]
tγ ,

where Z := 1−p
p
Eω
δ [T1] and g(t) is such that h(t) = 1−ε

− ln f ′(q)
ln g(t).

Proof. We introduce

t̃ =
1− β−1W⌊g(t)⌋

1−W⌊g(t)⌋
t;

and

I(Z, t) =
(1− β−1)W⌊g(t)⌋
1− β−1W⌊g(t)⌋

t̃Z

1 + t̃Z
.

Note that because of Lemma 7.4 we get

(12.1) t̃ ≤ Ct and I(Z, t) ≤ CtZ.

Now denoting H the height of ℓ(g(t)) the first h⌊g(t)⌋-leaf met, a computation yields

E⌊g(t)⌋

[
1−

(
1 +

(1− β−1)W⌊g(t)⌋
1−W⌊g(t)⌋

(
1−

1

1 + tZ

))−1
]

=
E
[
1H≥h(t)I(Z, t)

]

P[H ≥ h(t)]
.

We have

E
[
1H≥h(t)I(Z, t)

]
= E

[
1Z≥βh(t)I(Z, t)

]
−E

[
1βH≥βh(t)≥ZI(Z, t)

]
.

Furthermore using (12.1)

E
[
1βH≥βh(t)≥ZI(Z, t)

]
≤ Ct

⌊h(t)⌋∑

i=0

E[1H=iE[Z|H = i]]

≤ Ct

⌊h(t)⌋∑

i=0

E

[
1H=iE

[
1− p

p
S∞|H = i

]]

≤ CtE[S∞]

⌊h(t)⌋∑

i=0

P[H = i]
βi − 1

1− β−1
,
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where we used (10.7) and (10.2). Moreover using (4.6) and f ′(q) = β−γ we get

(12.2)
E
[
1βH≥eh(t)≥ZI(Z, t)

]
≤ Ct

⌊h(t)⌋∑

i=0

β(1−γ)i ≤ Ctβ(1−γ)h(t)

≤ Ctγ(tβh(t))1−γ = o(tγ),

since γ < 1 and tβh(t) → 0.

Using the independence of (Wn)n≥0 and Z, an integration by parts with respect to
Z yields

E
[
1Z≥βh(t)I(Z, t)

]
= −E

[[
P[Z ≥ z]I(z, t)

]∞
βh(t)

]

+E

[
(1− β−1)W⌊g(t)⌋
1− β−1W⌊g(t)⌋

∫ ∞

βh(t)

t̃

(1 + t̃z)2
P[Z ≥ z]dz

]
.

Using Theorem 10.1 and I(z, t) ≤ Ctz, we can bound the first term by

(12.3) Ctβ(1−γ)h(t) = Ctγ(tβh(t))1−γ = o(tγ),

since γ < 1 and tβh(t) → 0.

As h(t)→∞ to get the asymptotics of the second term, we can replace P(Z ≥ z)
by its tail estimate which is computed in Theorem (10.1). Fix for the moment W⌊g(t)⌋
(i.e. t̃), we only have to compute :

∫ ∞

βh(t)

t̃

(1 + z̃t)2
z−γdz = t̃γ

∫ 1

t̃βh(t)

1+t̃βh(t)

x−γ(1− x)γdx,

using the change of variable x = t̃z
1+t̃z

. The r.h.s. of the previous equation can be

estimated with

∫ 1

0

x−γ(1− x)γdx = Γ(γ + 1)Γ(−γ + 1) =
πγ

sin(πγ)
,

using the relation between the Γ and β functions of Euler. More precisely, we can
get the following

E

[
(1− β−1)Wg(t)

1− β−1Wg(t)

∫ ∞

βh(t)

t̃

(1 + t̃z)2
z−γdz

]
= F (t)−G(t),

where

F (t) =
πγ

sin(πγ)
E

[
(1− β−1)W⌊g(t)⌋
1− β−1W⌊g(t)⌋

(
1− β−1W⌊g(t)⌋

1−W⌊g(t)⌋

)γ]
tγ ,

and
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G(t) = tγE


(1− β−1)W⌊g(t)⌋

1− β−1W⌊g(t)⌋

(
1− β−1W⌊g(t)⌋

1−W⌊g(t)⌋

)γ ∫ t̃βh(t)

1+t̃βh(t)

0

x−γ(1− x)γdx


 .

Recalling (12.1), we have

|G(t)| ≤ Ctγ
∫ 1∧Ctβh(t)

0

x−γ(1− x)γdx = o(tγ),

since tβh(t) → 0. Thus

E[1Z≥βh(t)I(Z, t)]

∼
πγ

sin(πγ)

αE[Sγ∞]

(1− β−1)γ
E

[
(1− β−1)W⌊g(t)⌋
1− β−1W⌊g(t)⌋

(
1− β−1W⌊g(t)⌋

1−W⌊g(t)⌋

)γ]
tγ ,

then using the fact that Wn is bounded away from 1 by Lemma 7.4, and using
Proposition 7.1 since g(t)→∞, we get the expected result. �

13. Laplace transform of the time spent in a big leaf

Recalling (2.3), we point out that

E

[
ν

(
1

1− ν

)γ]
= E

[
(1− β−1)W∞
1− β−1W∞

(
1− β−1W∞

1−W∞

)γ]
.

We are finally able to derive the following estimate

Theorem 13.1. Let ε > 0 be small enough, then for any λ ≥ 0 we have as n goes to
infinity

1− E[e−λnχ1(n)|0-SR] ∼ Cbλ
γn−ε,

with

Cb =
πγ

sin(πγ)

E[Sγ∞]

(1− β−1)γ
E

[
ν

(
1

1− ν

)γ]
.

Proof. Fix λ, we apply Theorem 12.1, with h(x) = 1−ε
lnβ

(ln x− lnλ) and g(x) = λγx−γ

to get

1− Rn(λ) ∼
1

ηn

πγ

sin(πγ)

αE[Sγ∞]

(1− β−1)γ
E

[
ν

(
1

1− ν

)γ]
λγn.

Inserting this into (11.1) and using (6.1), we get for any ξ > 0

lim sup
n→∞

nε
(
1− E[e−λnχ1(n)|0-SR]

)
≤ Cbλ

γ ,

lim inf
n→∞

nε
(
1− E[e−λnχ1(n)|0-SR]

)
≥ Cb(e

−ξλ)γ .

Letting ξ go to 0 in the previous equation, we have
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1− E[e−λnχ1(n)|0− SR] ∼ Cbλ
γn−ε,

which proves Theorem 13.1. �

14. Proof of Theorem 2.1

We finally prove Theorem 2.1.

Proof. Fix λ ≥ 0 and ε′ > 0, using (8.2) and Theorem 13.1, we get

E[e−λnχ(n)] ≥ (1− Cbλ
γn−ε + o(n−ε))(1+ε′)ρCanε

+ o(1),

E[e−λnχ(n)] ≤ (1− Cbλ
γn−ε + o(n−ε))(1−ε′)ρCanε

+ o(1),

hence recalling that ζ = ρCaCb,

lim sup
n→∞

E[e−λnχ(n)] ≤ e−(1−ε′)ζλγ

lim inf
n→∞

E[e−λnχ(n)] ≥ e−(1+ε′)ζλγ

Now letting ε′ go to 0 and using Theorem 6.1, we get

∀λ ≥ 0, lim
n→∞

E[e−λn∆n ] = e−ζλ
γ

,

which proves (2.2). �
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